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INTRODUCTION

1. The relationship between publicly funded basic research and economic performance
is an important one, given the considerable sums of government money spent on basic
research.  This report reviews and assesses the academic literature on that relationship.

2. Among the issues addressed are the effect of publicly funded basic research on
productivity, the impact on specific industries, the availability of research skills and
their influence on the location of industrial R&D, UK companies’ awareness of pub-
licly funded basic research, whether explicit criteria are used overseas to determine the
level of funding for basic research, and the benefits that foreign governments expect
from publicly funded basic research.  We also re-examine the rationale for public
funding of basic research.

3. There are two main views on the nature of the economic benefits from basic re-
search.  According to the ‘public good’ argument, basic research yields economically
useful information that can be used by firms to develop new products and processes.
However, because of the inability of firms to capture all the benefits from basic re-
search, firms tends to under-invest in basic research.  To compensate for this, govern-
ments need to fund basic research.  In the second view, scientific knowledge is seen as
embedded in individuals and organisations, and the main benefits flow through training
and networks.  Public funding is needed to provide training and to maintain the nation’s
access to international networks.

4. There are three main approaches to measuring the economic benefits from basic
research: (i) econometric studies (e.g. of rates of return); (ii) surveys (e.g. of the views
of industrial R&D managers); and (iii) case studies (e.g. tracing the research inputs to
innovations).  The academic literature on each of these is examined here.

ECONOMETRIC  STUDIES

5. There have been various econometric attempts to estimate the impact of research on
productivity.  Virtually all have found a positive rate of return, and in most cases the
figure has been comparatively high.  However, such studies have been beset with
measurement and conceptual problems, in particular an over-emphasis on just one of
the forms of benefit from basic research - its ability to generate useful new information.

6. There is a substantial econometric literature on spillovers and related phenomena
which suggests that countries need their own strong basic research.  In addition,
personal links and mobility are vital to link basic research to technological develop-
ment, which points to the need to integrate basic research with postgraduate training.

7. Work by Mansfield in particular shows that one can arrive at an estimate of the rate
of return on basic research.  Again, the result is impressively large (e.g. 28 per cent).
However, the approach involves a number of assumptions that are open to question, for
example about (i) the relationship between spending on basic research and the much
larger investments in development, production, marketing and diffusion; and (ii) the
complex indirect contributions from basic research to technology - contributions which
vary greatly across fields and sectors.  Another important limitation is that such studies
measure average rather than marginal rates of return.

EXECUTIVE  SUMMARY
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SURVEYS AND CASE STUDIES OF DIFFERENT  TYPES

OF BENEFIT  FROM BASIC RESEARCH

8. Our review of the literature suggests that there are six main forms of economic
benefit from basic research:

(i) basic research as a source of new useful information;

(ii) the creation by basic researchers of new instrumentation and methodologies;

(iii) skills developed by those engaged in basic research (especially graduate students)
which yield economic benefits when individuals move from basic research
carrying codified and tacit knowledge;

(iv) participation in basic research to gain access to networks of experts and
information;

(v) the fact that those trained in basic research may be particularly good at solving
complex technological problems, an ability that often proves of great benefit in
industry; and

(vi) the creation of ‘spin-off’ companies.

9. The numerous case studies and surveys illustrating these various forms of economic
benefit suggest that only a comparatively small proportion of the benefits flow in the
form of new useful knowledge that is directly incorporated in new products or proc-
esses.

10.The relative importance of these different forms of benefit varies with scientific
field, technology and industry.  In other words, there is great heterogeneity in the
relationship between basic research and innovation.  As a consequence, no simple
model of the nature of the economic benefits from basic research is possible.  This
poses a challenge in trying to arrive at the optimum structure for government support of
basic research.

BASIC RESEARCH IN THE UNITED  KINGDOM

11.The literature on the relationship between companies and publicly funded basic
research shows that the use companies make of such research varies widely across
sectors.  Basic research contributes both through trained scientists and as source of new
useful knowledge.  Much of the contribution from publicly funded basic research to
industry comes in the form of small and often largely invisible flows.  Companies need
a strong internal research capability in order to use and exploit external knowledge
effectively.

12.There is some literature on basic research and national competitiveness.  At the
macro-level, the relationship between basic research and UK industrial performance is
unclear.  At the sector level, in the case of chemicals and pharmaceuticals, there is both
a strong science base and internationally competitive industrial performance, with many
of the links between basic research and industry being relatively direct.  In electronics,
in contrast, industrial performance has been weaker and the science base is also less
strong.  However, of greater importance here may be the more indirect, longer-term and
multi-step nature of the links between basic research and commercial exploitation.

13.Data on the location of corporate R&D shows that UK industrial R&D is compara-
tively internationalised.  Approximately 45% of UK company R&D is performed
overseas, and about 20% of company R&D in UK is carried out by foreign companies.
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This high level of internationalisation brings substantial spin-off benefits for the UK in
terms of being integrated more fully into international research networks.

14.Investment by UK companies overseas, in particular in US biotechnology, is driven
by the need to access US knowledge and capabilities together with other factors such as
the large North American market, access to raw materials and the US regulatory
regime.  In some cases, dissatisfaction with the UK science base may also be a factor.
Such overseas links may help to strengthen a company’s research capabilities, but they
may also exacerbate existing weaknesses in UK basic research.

15.The high level of investment by overseas companies in R&D in the UK is driven by
the desire to access skills, the existence of strong university research teams, and the
relatively low costs of British researchers.

FOREIGN EXPERIENCES

16.There is no evidence that other countries use systematic criteria to determine the
level of funding for basic research.  Certainly, there has been no attempt to link it to the
magnitude of the economic benefits that basic research generates.  However, in most
industrialised countries, there is an emphasis on strengthening basic research to enhance
technological innovation, industrial competitiveness, and economic and social develop-
ment.

17.The expectations that the state and society have in relation to basic research are
changing.  We are witnessing the emergence of a new ‘social contract’ for basic re-
search under which the public and government expect more direct and specific benefits
from their investments in this research.  Technology foresight offers one means to link
research to longer-term economic and social benefits.  However, there are currently no
methods for estimating the value for money from publicly funded basic research in a
reliable manner.

THE RATIONALE  FOR PUBLIC  FUNDING OF BASIC RESEARCH

18.The traditional justification for public funding of basic research needs to be ex-
panded.  In addition to the ‘public good’ view of science as a source of useful informa-
tion, we also need to take into account the other forms of economic benefit from basic
research .

19.Such a rationale has yet to be constructed but its components are likely to include
the view of basic research (i) as a source of new interactions, networks and technologi-
cal options, (ii) as a means to generate new skills especially tacit skills and problem-
solving abilities, and (iii) as an entry ticket to international networks of experts and
information.

CONCLUSIONS ON THE SIX ISSUES

20.Publicly funded basic research seems to have had a substantial impact on productiv-
ity and that trend is likely to continue.  However, the methodologies to quantify this
effect are seriously flawed.  In particular, they tend to ignore the non-information forms
of output or benefit.

21.The relationship between basic research and performance in specific industries
depends as much on the attitude and approach of companies as on the strength of the
basic research.  In the UK, that attitude seems to be more positive and far-sighted in
companies drawing upon the results of basic research in chemistry and biology than
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those drawing upon physics and much of engineering research.  However, just as
important may be the fact that the latter companies are faced with the multi-link chains
between basic research and commercial exploitation that are more difficult to nurture
and manage.

22.Until recently, most multinational companies conducted the great majority of their
research in their home country.  However, evidence is emerging that some are now
locating research activities in areas which are particularly rich in scientific skills.

23.There is only a small amount of evidence on how aware British companies are of
publicly funded basic research, or on whether they are better or worse informed than
foreign competitors.  Although many are aware of government-funded collaborative
research programmes, with a few prominent exceptions they do not appear to adopt as
systematic approach to gathering intelligence about scientific research from around the
world as some of their competitors in Japan and the United States.

24.There is no sign that explicit criteria are used in other countries to determine the
level of public funding of basic research.  That level depends partly on general percep-
tions as to how important a role basic research is likely to play in relation to the
development and exploitation of new technologies, but just as important are other
factors such as the prevailing government philosophy and international comparisons or
pressures.

25.Government expectations about the benefits from basic research are changing.  A
new ‘social contract’ is emerging in which there are more specific expectations that
basic research should generate economic and social benefits in return for the substantial
public funds that it receives.



1 INTRODUCTION

The relationship between publicly funded basic research and economic performance is an
important one.  Considerable sums of government money are spent on basic research in
universities, Research Council institutes and elsewhere, yet scientists and Research
Councils constantly argue that more is needed.  At the same time, the UK Government,
like that in most advanced industrial nations, is faced with many competing demands for
public funding.  To many, the benefits associated with public spending on, say, health or
education are more obvious than those stemming from expenditure on basic research.
However, as this report will show, there is extensive evidence from previous academic
work that basic research does lead to substantial economic benefits, both direct and
indirect.  Those responsible for deciding how the limited public funds available are to be
distributed (and for ensuring public accountability in relation to that expenditure) should
therefore be familiar with the latest academic research.  To this end, the report
summarises and assesses academic literature on the relationship between publicly funded
basic research and economic performance.

We were asked to address the following issues:

• the extent to which publicly funded basic research, by adding to the stock of
knowledge and competencies, increased the level or rate of growth of national
productivity; this includes a critical assessment of the methodologies used for
assessing the benefits of basic research as well as of the conclusions reached;

• the extent to which the UK’s comparative strength in specific industries is
attributable to past public investment in basic research in scientific or technological
areas associated with those industries;

• the extent to which research-intensive businesses concentrate, or might in future
concentrate, their research, development and production in countries (or areas)
with a comparatively greater supply of high quality research skills;

• the extent to which UK businesses are aware of publicly funded basic research and
its outcomes in areas of science relevant to their businesses and, where they are,
whether the information available to them about publicly funded science in the UK
is better than information about equivalent science being funded abroad;

• the criteria used by governments in other leading industrial countries (e.g. the
United States, Japan, Germany, France, Netherlands and Australia) in determining
the level of funding for basic research and their levels of expenditure;

• what benefits those governments expect to see from basic research and how they
assess the value for money for this investment.

As part of this, we have also examined the traditional rationale for public funding of basic
research and, as we shall see, have found it wanting in the light of recent research.
Although a complete and satisfactory new rationale for government funding of basic
research has yet to be constructed, we point to some of the likely constituent elements of
that new rationale.  Lastly, one further purpose of the project was to act as a scoping

THE RELATIONSHIP  BETWEEN BASIC

RESEARCH AND ECONOMIC  PERFORMANCE



study for possible future research on the topic.  We have therefore attempted in
Appendix 2 to identify key issues that need further research and suggest how they
might best be approached.

In Section 2, we begin by defining the area of research covered in this study and
outline the approach adopted and the sources upon which we drew.  Section 3
examines the nature of the economic benefits of basic research and the different
methodological approaches to measuring them.  Sections 4 to 7 then critically review
and synthesise the main types of academic literature of relevance here.  Of these, the
first deals with econometric studies on the relationship between research and
productivity, ‘spillovers’, and the rates of return to research.  Section 5, which is the
most substantial of the sections, distinguishes the main types of economic benefit from
basic research and discusses findings from previous studies on each of these.  This is
followed in Section 6 by a section on basic research in the United Kingdom which
covers the issues of how companies in the United Kingdom use basic research, the
UK’s comparative advantages, and the location of corporate R&D.  Lastly, foreign
experiences in relation to determining expenditures on basic research, deciding the
distribution of such funds and assessing the economic benefits are briefly summarised
in Section 7.  The final section identifies the lessons from the literature reviewed and
the conclusions to be drawn.

2 DEFINITIONS  AND APPROACH

2.1 Definitions and scope

The report is concerned with primarily basic research.  ‘Basic research’ is taken to
include both ‘curiosity-oriented’ research (experimental or theoretical research
undertaken primarily to acquire new scientific or technical knowledge for its own sake)
and ‘strategic’ research (undertaken with some instrumental application in mind,
although the precise process or product is not yet known).1  However, much of the
literature reviewed here uses other terms such as ‘science’, ‘academic research’ or
just ‘research’, categories that are not identical with ‘basic research’ although they
overlap considerably.  We have chosen to use the terminology adopted by the authors
themselves since to rephrase everything in terms of ‘basic research’ would risk
distorting their arguments or conclusions.

The study focuses on the economic benefits from basic research rather than the
social, environmental or cultural benefits.  Nevertheless, it should be recognised that
there is a rather fuzzy boundary between the economic and non-economic benefits; for
example, if a new medical treatment improves health and reduces the days of work
lost to a particular illness, are the benefits economic or social?  In view of this
uncertainty, we define ‘economic’ quite broadly.  It should also be stressed that the
study considers not only economic benefits in the form of directly useful knowledge but
also other, perhaps less obvious economic benefits such as competencies, techniques,
instruments, networks and the ability to solve complex problems.  As we shall see, it is
often extremely difficult or even impossible to quantify these benefits with precision.
This does not mean, however, that such benefits are not real nor that they are not
substantial.

Lastly, the study concentrates on publicly funded basic research.  This includes much
of the basic research conducted in universities, Research Council institutes and
hospitals.  However, again the boundary is somewhat indistinct since some public funds

1 This definition of basic research should not be taken as implying a simple linear model of
innovation.  Basic research is just one of many inputs to technology and innovation and new
technologies or innovations can, in turn, have an impact on basic research.



go to support research that is conducted on the basis of collaboration between universities
and industry.

2.2 Methodological approach and sources

The SPRU team began by identifying relevant literature and other material.  This was
then collected, analysed and synthesised to draw out the main conclusions.  For more
specialised areas, individual members of the SPRU team with the appropriate expertise
identified key issues and conclusions emerging from previous academic research, and
produced a critical overview and synthesis.  In addition, the team took advantage of
SPRU’s extensive network of international contacts, a number of whom were asked to
provide inputs or advice.

As regards sources, this study is based largely on published literature.  This includes not
only original research contributions but also a small number of previous reviews of the
subject (e.g. Office of Technology Assessment, 1986; Smith, 1991; Congressional Budget
Office, 1993; Steinmueller, 1994; Popper, 1995).  In addition, members of the SPRU team
drew upon their own empirical (and theoretical) work (for example, material from
interviews and case studies).

3 CONCEPTUAL  AND METHODOLOGICAL  OVERVIEW

3.1 The nature of the economic benefits of basic research

There are two main approaches to understanding the nature of the economic benefits from
publicly funded basic research.  The first approach focuses on the concept of public goods.
According to the conventional ‘public good’ argument in its simplest form, public funding
for basic research creates new sources of economically useful information, information that
can then be used by private firms to develop new products and processes.  This
information is often non-rival, non-excludable and durable.2  In a market society, because
of the inability of firms to capture all the benefits of their research, there is a tendency to
under-invest in basic research.  Government funding counteracts this tendency by bearing
some of the social costs of the development of new scientific information (Nelson, 1959;
Arrow, 1962).  In short, this first approach to understanding the economic benefits of
science stresses the importance of publicly funded basic research as a source of new
information for use by firms and others.

The second approach, in contrast, emphasises the social or individual ‘embeddedness’ of
scientific knowledge.  It suggests that scientific knowledge is often person-embodied or
the outcome of a set of social interactions.  In this context, scientific knowledge resides in
individuals, independently or as a collectivity.  Adherents of this second approach tend to
view the benefits of publicly funded science as flowing mainly from training and the
development of networks - that is, from the interactions of individuals.  Many who take
this perspective would argue that the spillover effects emphasised by the first approach
will be very restricted unless such training and interaction takes place.  As we shall see
later, it is this second approach, with its emphasis on learning, tacit knowledge, skills,
methodologies, problem-solving ability and networks, that is more in tune with the results
emerging from much recent work on the nature of basic research and the economic
benefits it generates.

At first sight, it might seem reasonable to attempt to amalgamate these two perspectives.
In an important reassessment of private research and development (R&D), Cohen and
Levinthal (1989) argued that it has ‘two faces’. One face is the obvious one of generating
new knowledge from within; the other (and in their view a much more important one in

2 These terms are defined in Section 5.1 below.



most firms) is that of allowing the ‘absorption’ of new knowledge generated outside the
firm. With certain modifications, this model might have some application to the case of
publicly funded basic research.  Indeed, some fusing of the two approaches outlined
here may be necessary if we are eventually to arrive at a new and more satisfactory
rationale for public funding of basic research.

3.2 Methodological approaches to measuring the
economic benefits of basic research

There are three general methods for measuring the benefits of basic research:
(i) econometric studies; (ii) surveys; and (iii) case studies.  Let us consider each of
these in turn.

The econometric approach is well suited to obtaining a picture of the broad effect of
scientific research on a nation or a region.  It generally relies on large databases
analysed using statistical techniques and has the benefit of providing aggregate data.
Econometric studies offer a mechanism for measuring the social rates of returns to
research, either through a macro-level approach or through micro-level case studies.
However, there are numerous empirical difficulties in measuring scientific knowledge
and its contribution to technical change and economic welfare.  In particular, there is
the problem of ‘tracing’ the extent of information derived from basic research that is
brought into use in any particular innovation.  Since such transfers are not priced or
sold and are rarely adequately recorded by other means, the extent of their application
remains unknown.  In addition, one must remember that basic research is not directed
primarily towards applied purposes, and spending on it is very much smaller than that
on applied research, development, production and commercialisation.  It is therefore
very difficult to establish what contribution basic research makes to the development of
a technology merely by measuring the total funds spent at the basic research stage and
then looking at the subsequent outcomes.  (There are also serious theoretical and
measurement problems associated with the presumption that R&D ‘causes’
innovation.)

In these circumstances, the lack of correlation between national levels of spending on
basic research and of economic performance (e.g. rates of productivity growth and
exports) is hardly surprising, while there is a significant correlation between such
performance and business-funded R&D activities (Fagerberg, 1994).  Perhaps more
interestingly, there is a correlation between national levels of basic research and of
business-funded R&D.  The UK, however, is an outlier, British firms apparently being
more reluctant than many of their overseas competitors to recognise the importance of
research to their competitiveness (Patel and Pavitt, 1987).  Whether this will persist in
future is an important subject for analysis and debate.

Surveys provide a rather more robust approach.  They have been used to estimate how
much basic research contributes to products and processes.  They also examine the
links between technology and science, providing a detailed picture of the role of basic
research in the process of innovation.  Such surveys have been conducted in the
United States (the Yale survey, and the work by Mansfield) and in Europe (the PACE
study).  The results reveal that the importance of science - both basic and applied -
varies across industrial sectors, and that the links between science and technology are
subtle, indirect and varied.  Such surveys are extremely useful in understanding the
broad patterns of relations among different actors in a system of innovation, but they
have various limitations.  In particular, the surveys carried out have focused almost
entirely on a limited number of large firms.  Furthermore, they obtain information from
industrial R&D managers who tend to stress the importance of sources of technical
knowledge within their firms and who are unlikely to be fully aware of the historical
links between their research activities and basic research conducted elsewhere.



The third approach involves case studies of particular sectors or technologies, the most
influential of which probably remain the pioneering TRACES studies funded by the US
National Science Foundation in the 1960s and 1970s.  A case study attempts to trace all
the historical antecedents to an innovation including indirect links to science such as those
based on skills, equipment and networks.  Case studies also show how these links evolve.
However, case studies face numerous problems.  They inevitably provide an incomplete
picture of the varied nature and extent of the links between basic research and
application.  They are also difficult to generalise beyond the situation studied, one which
was chosen by the researcher for particular reasons.  Nonetheless, only case studies
provide a mechanism for tracing in detail the links and processes from basic research to
application, and they are therefore valuable in ascertaining the economic benefits of
publicly funded basic research.

4 ECONOMETRIC  STUDIES

4.1 The relationship between research3 and productivity

Following the work of Solow and Denison, several economists have attempted to measure
the portion of economic growth accounted for by technical progress.  Early models of
growth focused on labour and capital inputs into production.  These studies did not attempt
to measure the contribution of technical progress directly, but “treated it as a residual
factor accounting for growth” (Mairesse and Sassenou, 1991, p. 10).  In effect,
technology was equated with productivity (of labour and capital) and so had no
independent role to play in explaining productivity growth.  As a result, the impact of
technical change on growth is not accounted for in any direct way.  These early studies
consequently had little to say about the role of research in growth.

In practice, measuring the impact of technical progress has turned out to be a difficult task
for economists.  There are difficulties in measuring both economic and technological
performance, together with the usual econometric problem of having to draw inferences
from non-experimental data - i.e. from the real world in which there are many competing
interactions (Griliches, 1995, p. 52).  To these has to be added the theoretical problem of
identifying an adequate model for explaining the links which occur.

There are a small number of studies which have tried to assess the payoff to publicly
funded R&D, usually in comparison with privately funded R&D (e.g. Griliches, 1986;
Griliches, 1995, p. 62).  The evidence to date seems to indicate a relatively small return to
public as opposed to private R&D.  However there are serious limitations to these
assessments.  Typically the studies are conducted on annual data and examine short-term
effects, whereas the payback to basic research, in particular, is likely to be spread over
the very long term.  Indeed, attempting to capture adequately the returns to publicly
funded research is much more difficult than estimating the returns to industry-funded
R&D, much of which involves technical services and incremental product development.
Secondly, the identification of the economic benefit from much basic research depends on
the involvement of, and information from, industrial R&D organisations and staff.  Such
bodies may be under rather more pressure to show that their own R&D is contributing to
the well-being of the firm than to show that publicly funded research is contributing in this
way.  This may therefore lead to an inherent bias in favour of under-estimating the
contribution of publicly funded research.  Thirdly, the R&D data utilised, usually federal
expenditures by the US government, include a very large component for military R&D.  It
is widely accepted that the economic return to military R&D is likely to be low (or even
negative), partly because the returns being aimed at are more likely to be political or some

3 Much of the literature reviewed in this section tends to deal with ‘research’ or ‘R&D’ rather than just
‘basic research’.  However, since basic research is an important component of these broader
categories, it is worth briefly examining the main findings here.



other form rather than economic (the strategic benefit from military expenditure is not
allowed for in the measurement of output, either).

Most econometric approaches towards the measurement of the economic benefits of
research instead focus on the contribution to growth stemming from investments by
private industrial firms themselves in research (both basic and applied) and
development activities.

Hence, much of the econometric literature in this field is outside the purview of this
review.  This work shows consistent findings of “a significant positive and relatively
high rate of return to R&D investments at both the private and the social level”
(Griliches, 1995, p. 82).  The results of these studies are summarised in Tables 1 and 2.
Immediately apparent is the variation in the estimated rates of return by sector and by
study.  This suggests that econometric approaches to the measurement of the rates of
return to investment in research are, at best, an imperfect science.  For example, in his
review of the econometric data relating to R&D and productivity, Griliches estimates
that the “rate of return to [industrial] R&D lies mainly between 0.2 and 0.5 [i.e. 20-50
per cent], with most estimates falling in the lower part of this range” (ibid., p. 56).

Such rates of return are nevertheless very impressive.  Indeed, they are considerably
larger than the rates of return generally expected from capital spending, which raises
the question of why private businesses do not undertake more R&D.  Answers to this
question would take us far afield, but the inherent  riskiness of research is evidently
one consideration.  Some of the individual activities assessed in the studies reported in
Tables 1 and 2 were unusually successful (e.g. hybrid corn) and it may be that not

Authors Subject % Rate of Return Time Period
to Public R&D

Griliches (1958) Hybrid Corn 34-40 1949-59

Hybrid Sorghum 20 1949-59

Peterson (1967) Poultry 21-25 1915-60

Schmitz-Seckler (1970) Tomato harvester 37-46

Griliches (1968) Aggregate 35-40

Evenson (1968) Aggregate 28-47 1949-59

Davis (1979) Aggregate 37 1964-74

Evenson (1979) Aggregate 45 1948-71

Davis & Peterson (1981) Aggregate 37 1974

Huffman-Evenson (1993) Crops 45-62

Livestock 11-83

Aggregate 43-67

Source: Griliches (1995) and OTA (1986)

TABLE  1 ESTIMATES  OF RETURN ON AGRICULTURAL  R&D
AND R&D SPILLOVERS



Authors Sample Details of % Rate R2

specification of return
to R&D

Minasian (1962) United States 18 firms Total productivity 25 .67
Chemicals 1947-57  Value added

Mansfield (1980) United States 16 firms Total productivity 27 .49
Chemical and petroleum  Value added
1960-76

Link (1981) United States 174 firms Total productivity -.00 -.00
33 firms Chemicals  Value added .07 .14
34 firms Machinery .05 .02
19 firms Transport eqpt .15 .03

Link (1983) United States 302 firms Total productivity 6 .34
1975-79  Sales

Griliches and United States and FranceSales 28 n/a
Mairesse (1983) 343 + 185 firms 1973-78 Sales 12 n/a

 Ind’y dummies

Odagiri (1983) Japan 370 firms 1969-81 Total productivity
Scientific Sectors Sales 26 .04
Other Sectors -47 .01

Clark and 924 Business units Sales 18 .59
Griliches (1984) 1971-80  Ind’y dummies

Total productivity 20 .15
 Sales
 Ind’y dummies

Odagiri and Japan 135 firms 1974-82 Total productivity 17 .05
Iwata (1986)  Sales

Total productivity 11 .58
 Value added
 Ind’y dummies

Sassenou (1988) Japan 394 firms 1973-81 Sales 69 .04
Value Added 22 .02
Value Added -2 .65
 Ind’y dummies
Value Added 4 .66
 Ind’y dummies
 Free Returns

Goto and Japan 1975-84 Total productivity 42 .80
Suzuki (1989) 13 firms Drugs  Value added

Total productivity 23 .76
 R&D capital

5 firms electrical Total productivity 22 .58
 Value added
Total productivity 53 .62
 R&D capital

TABLE 2 ESTIMATES  OF RATES OF RETURN TO INDUSTRIAL  RESEARCH



enough ‘failures’ have been accounted for in these calculations.  However, the results
seem to hold up, although not quite so strongly, at an aggregate level.  In a study of
1000 of the largest US firms during the 1970s, Griliches found that those spending a
larger fraction of their R&D on basic research were more productive and had a higher
level of output relative to their other measured inputs (including R&D capital).
Moreover, this effect was relatively constant over time (ibid., p. 62).

Econometric attempts to measure the economic benefits of basic research have usually
been based on a production function model.  Such models take a measure of ‘R&D
capital’ and add this to measures of other factors of production, such as labour and
capital, which are regarded as the inputs.  Early production function models tended to
be based on rather small samples of firms, but more recent studies have used more
aggregate figures.  Another limitation is that production function approaches assume, to
varying degrees, invariant production techniques among firms; in other words, given a
set of market responses, firms will substitute labour and capital identically.  This is
clearly a gross over-simplification of reality; although perhaps helpful for empirical
purposes, it is difficult to maintain in the face of research on firm behaviour (which
shows that such behaviour is heavily dependent on the firm’s history and context).

Production function representations of firms’ production processes are therefore
simply ‘mental models’ of the way in which the world works: “It has not been proven
that such production functions exist or take the form assumed by economists” (OTA,
1986, p. 14).  In many studies based on the production-function approach, it is assumed
that the inputs are entirely separable, and no attempt is made to take into account the
interactions between each of them; often the labour, capital and technological inputs

Authors Sample Details of % Rate R2

specification of return
to R&D

Lichtenberg United States 5240 firms Total productivity 13 .03
& Siegel (1989) 1972-85 Sales

Ind’y dummies

Fecher (1989) Belgium 292 firms Total productivity 13 .03
1981-83 Sales

Ind’y dummies

Griliches United States 525 firms Sales 41 .07
& Mairesse (1983)1973-80 Sales 27 .25

Ind’y dummies
Sales 25 .27
Ind’y dummies
Free returns

Japan 406 firms Sales 56 .09
1973-80 Sales 30 .50

Ind’y dummies
Sales 20 .53
Ind’y dummies
Free returns

Source: Griliches (1995) and OTA (1986)

TABLE  2 (CONT’D)



into production are complementary or closely related, as are also the inputs into basic
research and into applied research and development (Nelson, 1982).  Frequently, it is
supposed that the specified inputs are homogeneous, with no differentiation being made
between, say, skilled and unskilled labour.

Moreover, measuring ‘R&D capital’ (or the stock of technological knowledge generated
by previous R&D, broadly defined) is a difficult task empirically, whether at the level of
the firm, the sector or the nation as a whole.  It is also difficult to find a method to deflate
(or allow for the speed of depreciation of) the value of R&D capital over time, given the
non-rival and non-excludable aspects of R&D (discussed in Section 5.1).  Even more
problematically, such approaches are limited by virtue of the fact that R&D is merely one
factor in the process of technical change.  For example, Denison (1985) has suggested
that R&D accounts for only 20 per cent of all technical progress.  Therefore, econometric
approaches which focus solely on R&D, and especially industrial R&D, fail to capture
many of the activities contributing to technical progress and should be used with
considerable caution.

Another fundamental problem is that the ‘output’ - in terms of greater productivity, profits
and so on - is assumed to come from the higher level of R&D inputs provided by the
country or sector in question.  In practice, partly because of the spillover consequences
associated with the ‘publicness’ of basic research, it is usually impracticable to match
outputs directly to the specified inputs.  The returns reaped in, say, crops (to take one
sector referred to in Table 1) are likely to involve the spin-off benefits from other sectors,
such as agricultural machinery or biotechnology; one should therefore also take into
account R&D conducted in those upstream sectors which feed through to crops.  In this
respect, the returns to R&D on crops will be overstated.  Conversely, the R&D
undertaken in crops may benefit other sectors that use crops as inputs or other areas of
R&D; to this extent, the returns to R&D on crops are understated.  The same argument
can be extended to the aggregate level, where the spillovers spread across countries
rather than across sectors.

Two procedures have attempted to overcome this problem.  In recent American studies, it
has become common to insert an additional variable reflecting the overall national or global
level of science and technology, as indicating the whole pool from which the spillovers
may derive.  This usually gives rise to significant values being returned for the national/
global variable (at least in those results actually reported), but can be criticised for
‘jumping out of the frying pan into the fire’ - in this model, the assumption that there is no
spillover is replaced by the assumption that all science or technology is a potential
spillover.  More specific assessments of spillovers are examined in the Section 4.2 below.
The second approach is more defensible, but much more difficult to measure.  This
procedure uses input-output notions to relate R&D in each sector to returns in other
sectors and vice versa.  The primary research required to build such an input-output model
is very great, and most studies have drawn upon the work of Scherer (1982) for the USA.
Sterlacchini (1989) has applied the Scherer structure to a sectoral input-output table for
the UK.  Whether the US structure is applicable to other countries must remain in doubt;
one possibility would be to use the SPRU innovations database as a suitable input-output
indicator.

The problems in trying to gauge the effects of basic research are even greater.  In the
first place, the linkages from basic research to use in production are multiple and complex.
Chemistry is used not just in the chemicals sector but also in a large range of user
industries, and other academic disciplines like physics and mathematics have still more
pervasive impacts.  This is discussed more fully below in relation to ‘multi-technology’
companies (see Section 5.5).  Secondly, the R&D inputs assessed for the private sector
may understate the costs of technology deployed.  For example, as we shall see later, one
of the primary benefits of basic research for industry comes through the transfer of skilled



graduates from academia to industry.  In production function models, this role of basic
research in increasing the ‘knowledge stock’ is ignored, particularly to the extent that
its costs are met out of the public purse.

Furthermore, production function models do not consider the process of technical
change.  In reality, technical change can be a product of the production process,
appearing through the incorporation of labour and capital inputs into the production
process - including the employment of researchers as just described.  This has been
suggested by much recent research, not only in innovation studies but also in the so-
called ‘new growth theory’.  The ‘factors of production’, in this view, are not simply
endowments but are capable of enhancement (Porter, 1990); they then become
endogenous to the model.  When the causal links run in the opposite direction, in this
case from production to productivity, then the econometric procedures that use single-
equation models will give biased and inconsistent estimates.

To summarise, virtually all econometric estimates of the impact of research on
productivity have suggested positive and indeed impressively large rates of return.
However, such attempts have been plagued by errors of measurement and errors of
conception.  The latter come mainly from weaknesses in theory as to how the R&D on
one side and the economic or social aspects on the other are related.  Investments in
basic research are more often an investment in a learning capability, a capability to
solve complex problems, than in the direct creation of new technologies, products or
processes.

4.2 Spillovers and regional or localised effects

Among the more recent and arguably one of the most important new developments in
thinking about the benefits of basic research is the econometric work which has
focused on the notion of ‘spillovers’ from research and attempted to measure these.
Often, these spillovers have a proximity element or a set of benefits spreading from
one activity to the next - that is, “the productivity achieved by one firm or industry
depends not only upon on its own research efforts but also on the level of the pool of
general knowledge accessible to it” (Griliches, 1995, p. 64).  There are two main forms
of spillover identified in the economic literature: (i) those relating to geographical
proximity; and
(ii) spillovers across sectors or activities.  The latter has been briefly discussed in the
previous section so we will concentrate on the former here.  These geographical
spillovers imply benefits for firms located near to research laboratories.  The economic
evidence is that there is a significant localisation effect in research activities and in the
spillovers associated with them.

To begin with, collaboration within basic research tends to be localised.  Recent work
by Katz using bibliometric indicators4 has shown that the occurrence of research
collaboration between universities within a country is strongly influenced by
geographical proximity.  Looking at two-way collaborations within the United Kingdom,
Australia and Canada, Katz found that “university-university collaboration decreases
exponentially with distance and therefore occurs more frequently with partners who
are geographically closer than with those further away” (Katz, 1994, p. 39).5  This
work points to the need for informal, face-to-face communication in the process of
research collaboration and to the fact that additional distance raises the travel and time
costs (Katz, 1994, pp. 40-41).6

4 ‘Bibliometric’ indicators are based on scientific publications - for example, numbers of papers in
international refereed journals, and number of times those papers are cited in subsequent scientific
literature.
5 ‘Social distance’ may also be a factor, although that is less relevant to the discussion here.
6 Recent work by one of the co-authors (von Tunzelmann) on electronics multinationals also
suggests that distance is a significant variable.



Jaffe has attempted to measure geographical research spillovers in the United States in
order to determine the “real effects of academic research” (Jaffe, 1989).  He examined
trends in the production of patents assigned to corporations located in different US states
over time and related these to industrial R&D and university research.  He used patents
as a proxy for innovative output.  Adopting a production function approach, Jaffe
measured the geographic coincidence of university and industrial research activity within
individual states.  He collected data on industrial and university R&D expenditures for
1972-1977, 1979 and 1981, for some 29 states (these represent approximately 80-85 per
cent of US research and patenting).  Academic research and patent technological classes
were broken down into five categories: (i) drugs and medical technology; (ii) chemical
technology; (iii) electronics, optics, and nuclear technology;
(iv) mechanical arts; and (v) other.

Jaffe’s analysis shows that spillovers from university research to commercial exploitation,
as measured through patents, certainly exist.  The effect is strongest for the
pharmaceuticals, chemicals and electronics sectors.  In addition, Jaffe found that there is
an association between industrial R&D and university research at the state level in the
US; establishing the direction of causality here is, as he admits, rather difficult but it
appears that university research encourages industrial R&D but not vice versa.  “Thus, a
state that improves its university research system will increase local innovation both by
attracting industrial R&D and augmenting its productivity” (ibid., p. 968).  The elasticity
of corporate patents with respect to university research is also surprisingly high, indicating
a substantial rate of corporate response (as reflected in patenting) and thus of social
returns to university research.

Jaffe’s approach has a number of limitations:

(a) it is not clear whether US states are the appropriate unit for seeking geographical
coincidence effects;7

(b) no explanation is offered of the mechanism for transferring academic results to
corporate patents;

(c) the use of patents as an indicator has its flaws because not all innovations are
patented and because patents differ widely in their economic impact;

(d) the production function approach to measuring the importance of research to
industry faces several limitations (as we noted above).

In a similar study, Acs et al. suggest that, instead of measuring innovative output using
patents, it is more fruitful to count numbers of innovations, for example, as listed in leading
technology, engineering and trade journals in each manufacturing industry.  The authors
used figures for 1982 compiled by the US Small Business Administration.  Such an
approach is inherently subjective with only those innovations that receive written publicity
being counted.  Acs et al. use the same production function equation as Jaffe but
substitute innovation counts for patents.  Their findings are broadly similar to those of
Jaffe but with two important differences.  First, the impact of university spillovers is
greater on innovation counts than on patented inventions.  Secondly, the “impact of the
geographical coincidence effect also is much greater on innovation activity than on
patents, suggesting that spillovers from geographical proximity may be more important
than Jaffe (1989) concluded” (Acs et al., 1991, p. 366).

Feldman and Florida (1994) have also developed a spatial model to measure the
geographic distribution of innovation sources in the United States.  Using the same

7 California, for example, has a larger economy and population than many nations.



database as Acs et al. (on US innovations reported in 1982), they analyse the
technological infrastructure of a local area - that is,

networks of firms that provide expertise and technical knowledge;
concentrations of R&D that enhance opportunities for innovation by providing
knowledge of new scientific discoveries and applications; and business
services with expertise in product positioning and the intricacies of new
product commercialisation.  (ibid.)

They argue that the local technological infrastructure determines the capacity for
innovation in different regions and shapes local patterns of innovation.  Their research
shows that different regions in the United States have developed specialised capacities
for innovation in particular technologies and industrial activities.  Using a model based
on four variables (distribution of university R&D, industrial R&D expenditures,
distribution of manufacturing, and distribution of producer services), Feldman and
Florida suggest that university R&D is closely associated with industry R&D and also
statistically correlated with the other variables.  The authors argue that these four
variables together represent the technological infrastructure of a region and determine
that region’s capacity for innovation.  This research reinforces the view that geography
is an important influence on the process of innovation.  Locational advantages reflect
cumulative investments in human and technological capabilities in specific places.  “In
the modern economy, locational advantage in the capacity to innovate is ever more
dependent on the agglomerations of specialised skills, knowledge, institutions, and
resources that make up an underlying technological infrastructure” (Feldman and
Florida, 1994, p. 226).

These locational linkages show up equally, if not more, strongly across countries.  For
example, Hicks et al. (1996) have analysed the articles published in learned journals by
researchers in major science-based companies in Western Europe and Japan.  A large
proportion of these (one third in the case of Japanese company papers and one half in
the case of European ones) involve collaboration between the company and another
research organisation.  Those collaborating partners are far more likely to be domestic
than foreign.  For example, the Japanese share of the world total of scientific
publications is somewhere between 8 and 13 per cent (depending on the database
used).  If all potential collaborators around the world represented equally attractive
partners, one would expect 8-13 per cent of the Japanese collaborative company
papers to involve a Japanese partner.  In reality, the numbers are almost exactly the
opposite: 88 per cent of those joint papers involve a Japanese collaborator and only 18
per cent a foreign partner.  In short, not all potential partners are equally attractive;
those who are geographically closer and more similar in terms of language, history and
culture are evidently more attractive to each other (ibid.).  Similarly, Narin and
Olivastro (1994) find a systematic bias across all major countries in the degree to
which business firms cite, in their patents, scientific papers from their own country
much more frequently than would be expected from the country’s relative importance
in world science.

Why does localisation occur?  The R&D process is characterised by a great deal of
interaction between individuals in firms and research institutions such as universities.
In order to develop new forms of knowledge or to transfer existing forms of
knowledge, research performers and users often need close, personal interaction, given
the importance of know-how (i.e. tacit knowledge that cannot be codified).  This need
to ‘be there’ forces firms and individuals to congregate in particular localities in order
to share and transfer information quickly and effectively.  These lines of personal
interaction, often informal in character, are important elements of the geographical
constraint on innovation.



To sum up: the main policy conclusion to be drawn from the above discussion is that
countries need their own basic research to sustain technological development.  Personal
links and mobility are vital in linking basic research and technological development.  This,
in turn, points to the importance of linking basic research to post-graduate training,
ensuring that the latter is carried out in organisations at the forefront of their research
field.

4.3  Measuring rates of return to basic research: the contributions of Mansfield

What is a rate of return to basic research?  In considering this question, we first need to
distinguish between private and social rates of return.  Private rates of return to
investment in basic research reflect those benefits which flow from the successful
research project specifically to the investor in that project.  Social rates of return to basic
research, in contrast, are “the benefits which accrue to the whole society” (Smith, 1991, p.
4).  In most cases, economists have attempted to measure the rate of return to basic
research through its ability to lower costs.  Lower costs are achieved both through
reductions in the costs of inputs and through the ability to produce more outputs for the
same inputs.  “In either case, real national income rises.  So when input costs fall as a
result of an R&D project, this reduction is the ‘social benefit’ from an innovation.  When
the internal rate of return to a project is calculated using these social benefits as the
returns, then we have the social rate of return to the R&D project” (ibid., p. 4).

In his review of work on the measurement of returns to research, Smith identifies four
reasons why it is particularly difficult to measure rates of return to publicly funded basic
research:

(a) public research (and development) is often undertaken for non-economic reasons;

(b) public research often produces ‘public goods’ benefits - i.e. it is non-excludable and
non-rival;

(c) methods for measuring outputs are weak where they concern public sector
activities;

(d) the connections between basic research and innovation are “long-term, indirect,
and unpredictable” (Smith, 1991, p. 2).

Given these problems, studies that purport to measure the rates of return to investment in
basic research must be treated with some caution.

Until a few years ago, there had been few, if any, successful attempts to measure the
rates of return to basic research.8  Despite the problems, some recent efforts have
nevertheless been made, the most important being those by Mansfield who has attempted

to estimate the extent to which technological innovations in various industries
have been based on recent academic research and the time lags between
investment in recent academic research projects and the industrial utilisation of
their findings.  (Mansfield, 1991, p. 1)

His primary focus is on recent academic research - “that is, research occurring within
fifteen years of the commercialisation of whatever innovation is being considered” (ibid.,
p. 1)  Using a sample of 75 major American firms in seven manufacturing industries
(information processing, electrical equipment, chemicals, instruments, pharmaceuticals,

8 As the authors of an authoritative US review noted, “Econometric approaches have been unsuccessful
in establishing a return on federally funded R&D.  Unlike the strong and consistently positive
correlations found between privately financed R&D and productivity growth in the manufacturing
industries, only weak and inconsistent correlations have been found for federally funded R&D” (OTA,
1986, p. 14).



metals and oil), Mansfield obtained information from company R&D executives
concerning the

proportion of the firm’s new products and processes commercialised in 1975-
85 that, according to these executives (and their staffs), could not have been
developed (without substantial delay) in the absence of academic research
carried out within 15 years of the first introduction of the innovation.
(ibid., p. 2)

The survey revealed that about 11 per cent of these firms’ new products and about
nine per cent of their new processes could not have been developed “without a
substantial delay” in the absence of academic research.  The importance of recent
research was rated highest by the pharmaceutical industry and lowest by the oil sector.

What was the economic importance of those new products and processes?  Starting
from the figures on total sales in 1985 for each of the firms surveyed, Mansfield
estimated the volume of sales of new products that could not have been
commercialised “without a substantial delay” in the absence of academic research
conducted over the specified period.  The figure for the firms surveyed was equivalent
to 3 per cent of overall sales.  For new processes, the corresponding figure was 1 per
cent of sales.  Mansfield also estimated the value of new products or processes which
were developed “with substantial aid” from recent research.  The figures obtained
here were 2.1 per cent of sales for new products and 1.6 per cent for new processes.

In order to measure the social rate of return to academic research, Mansfield suggests
that it is necessary to know “what would have happened if the resources devoted to
academic research were withdrawn - and not allowed to do the same or similar work
elsewhere” (ibid., p. 6).  To calculate this, he makes a number of (rather heroic)
assumptions:

• he measures the benefits of academic research simply over seven years,
assuming (conservatively) that by the eighth year firms would have achieved
this innovation regardless of academic research;

• the results of academic research carried out around the world between 1975 and
1979 (for which he obtains figures on the total funding) will have been
incorporated in new products and processes commercialised in 1982-1985 in the
United States;

• the new products and processes result in no social benefits other than those
accruing to the innovator;

• half of the profits from the new products and processes that could not have
been developed in the absence of academic research are credited to that
research.

Mansfield’s resulting estimate is that the social rate of return for academic research is
28 per cent.  This figure represents “the present value of the stream of benefits
associated with the research equal to costs.  (In other words, it is the annual profit rate
on society’s investment in academic research.)”  (ibid., p. 10)  Mansfield observes
that, although this figure is high, it does not include:

(a) the social benefits to innovations based on academic research in all industries
other than the seven in the survey;

(b) the increases in annual social benefits from innovations based on academic
research after their first four years of commercialisation;

(c) the social benefits from innovations based on academic research findings that



are commercialised more than 15 years after the findings or that are introduced
by non-major firms.

Mansfield admits that his data are very approximate and contain sampling errors.
Nevertheless, he concludes that in several industries, such as pharmaceuticals and
instruments, the economic contribution of academic research to industrial innovation has
been considerable.  These findings have been widely quoted by scientists and research-
funding agencies and have certainly been influential.  However, a number of limitations
should be noted.

(a) First, his estimate of the social rate of return is very sensitive to the time lag (a
maximum of 15 years) assumed for the commercialisation of academic research.
Yet often it may take far longer for the results of basic research to reach the
marketplace through new products (CBO, 1993, p. 15).

(b) He did not count the benefits from academic research generated outside the United
States.

(c) His approach does not capture more indirect benefits of basic research such as the
development of skills and problem-solving abilities, nor the artefacts, instruments
and tools used by industry that are ultimately derived from basic research, perhaps
through an indirect or multi-link chain.

(d) He analysed the average, not the marginal, rate of return from academic research
with the consequence that his findings cannot be readily translated into policy
guidelines on the appropriate level of funding for basic research.9

(e) His sample of firms is biased towards basic research-using large firms in R&D-
intensive industries.

(f) His approach is dependent upon the opinions of company R&D managers who may
tend to rate their company’s internal technical activities more highly than university
basic research.

(g) R&D is only one part of a much larger process of production, development and
marketing, and the level of expenditure required to bring a product to market is
substantial.  Whether the full cost of this has been taken into account by Mansfield
is debatable.

The conclusion to be drawn from this section is that one can arrive at estimates of the rate
of return to basic research, but only on the basis of a large number of questionable
assumptions.  Mansfield has carried this form of investigation furthest.  His conclusion -
that there is a very substantial rate of social return to basic research - is plausible
(particularly as most of the limitations outlined above are likely to result in an under-
estimate rather than an over-estimate of the benefits), but the exact figure he obtains must
be treated with some caution.  It would certainly help if similar studies were to be carried
out in other countries to see if they yielded a comparable figure.  This is one option that
might be considered for the UK.

5.0  DIFFERENT  TYPES OF BENEFIT  FROM BASIC RESEARCH

The various forms of economic benefit from government-funded basic research can be
classified into six broad categories:

9 Indeed, almost all studies of the rates of return to investments in basic research carried out to date have
measured only the average return on total investment.  As a comprehensive US review on the subject
concluded, they say little about “the marginal return that can be expected from the next incremental
investment in basic research.  In this sense, these studies offer little guidance for policy makers, other
than by stressing the importance of investments in basic research in general.”  (OTA, 1986, p. 4)



1. increasing the stock of useful information;

2. new instrumentation and methodologies;

3. skilled graduates;

4. professional networks;

5. technological problem solving;

6. creation of new firms.

These different forms of benefit are, however, interconnected and mutually supporting;
for example, the training of skilled graduates not only promotes the development of
professional networks but also facilitates the transfer of new information and
methodologies into industry.  In what follows, we consider work carried out to analyse
and assess each of these types of benefit.

5.1 Increasing the stock of information

The original justification for public funding of basic research was set out by Arrow and
Nelson.  A recent statement of that rationale is as follows:

economically useful output of basic research is codified information, which
has the property of a ‘public good’ in being costly to produce, and virtually
costless to transfer, use and re-use. It is therefore economically efficient to
make the results of basic research freely available to all potential users. But
this reduces the incentive of private agents to fund it, since they cannot
appropriate the economic benefits of its results: hence the need for public
subsidy for basic research, the results of which are made public.  (Pavitt,
1995a, p. 4)

New growth theory initially highlighted the ‘public good’ nature of basic research,
stressing its non-rival and non-excludable nature (e.g. Romer, 1992); ‘non-rival’ means
that one individual’s or firm’s knowledge will not reduce that possessed by others, and
‘non-excludable’ means that others cannot be excluded from obtaining the knowledge
that the firm in question has.  These two assumptions are sufficient to define
‘publicness’, as Romer and others have shown.

There is a significant and growing body of opinion that the traditional focus on the
information component of scientific knowledge fundamentally underplays the person-
embodied nature of knowledge.  A large body of empirical work on the nature of
knowledge has pointed to the importance of the tacit dimension of knowledge.
Rosenberg argues that advocates of the information-based view tend to regard
scientific knowledge

as being ‘on the shelf’ and costlessly available to all comers once it has
been produced.  But this model is seriously flawed because it frequently
requires a substantial research capability to understand, interpret and to
appraise knowledge that has been placed upon the shelf - whether basic or
applied.  (Rosenberg, 1990, p. 171)

This can be seen as the equivalent for individuals of the ‘absorptive capacity’ of firms
noted above.  Individuals need to develop substantial skills and to expend considerable
resources to understand codified knowledge.  It is a labour-intensive process, involving
extensive trial and error, effort and learning.  Moreover, among individuals and
organisations, there are wide variations in the ability to make sense of the codified
knowledge available to them.  The ability to understand codified knowledge requires
organisations to maintain a substantial and often expensive research capability.
Without this capability, organisations would be unable to interpret and derive value out



of the growing body of codified knowledge.  Faulkner and Senker (1995) suggest that
codified knowledge is only capable of transmitting partial information, and the application
of that information also requires personal interaction for the transmission of associated
tacit knowledge and skills.10  This may be particularly important in emerging technologies,
and in fast-moving scientific fields.  In the process of transferring knowledge, ambiguities
abound.  Personal, face-to-face interaction is often essential.  Indeed, the physical
movement of skilled individuals between organisations is generally the best (and perhaps
often the only) way of enabling the transfer of many forms of knowledge that are
imperfectly codified (Pavitt, 1995a).

Hicks (1995) suggests that the function of codified knowledge is largely to signal the
presence of tacit knowledge and skills and thereby to facilitate their movement.  Codified
knowledge is very useful in this task precisely because it is so mobile.  As the PACE
study (discussed in following sections) found, publications are the most common source
for learning about public research.  Over 58 per cent of respondents cited publications as
important, the highest score among the various methods surveyed (see Table 3 over).
Publications were important in all industries surveyed and especially so in pharmaceuticals,
basic metals, and glass, ceramics and concrete.  However, economists who mistake this
one visible and mobile component of knowledge for the whole thing fail to understand how
much knowledge moves (or spills over).

Economists might counter that knowledge is a local public good - freely available to the
community of specialists.  Callon (1994) argues that this view entails a superficial analysis
of the costs involved in using knowledge.  Acquiring codified knowledge may indeed be
relatively cheap in comparison to standard goods.  However, the costs of using
knowledge are considerable, whereas the costs of using a standard good are generally
low.  To use a piece of codified knowledge, one must acquire and maintain assets
complementary to the codified knowledge such as skills and instruments.  Furthermore,
one needs to invest in applied research and development to create a useful product or
process.  The costs of acquiring and maintaining complementary assets and of
development are substantial.  Economists who view knowledge as a public good tend to
count only the cost of the initial acquisition.

What does the combined tacit and codified nature of scientific knowledge mean for our
understanding of the economic benefits of publicly funded basic research?  The tacit
component of knowledge substantially dilutes  the information-based argument for the
public subsidy of basic research put forward by Nelson and Arrow.  Scientific research is
not merely about the production of useful information, information that constitutes a direct
input into the production process.  Scientific research also involves a great deal of
individual and organisational learning.  It demands skills not only on the part of producers
of the new information who publish scientific papers, but also skills on the part of
receivers of that information.  To think of basic research solely in terms of the production
of information is to see only one part of the picture.  This is where many of the studies of
economic benefits of basic research are fundamentally flawed.

Recently, David and Foray have restated the argument that codified knowledge is crucial,
claiming that the effect of pervasive information technology is to enhance the primacy of
codified knowledge.  They argue that scientific information can be considered as codified
knowledge - that is, knowledge that has been transformed into a written form.  Among
the properties of codified knowledge are that it is:

10 This finding is echoed by Zucker and Danby in their detailed work on academic stars and
biotechnology: “Scientific discoveries vary in the degree to which others can be excluded from making
use of them.  Inherent in the discovery itself is a degree of ‘natural excludability’.  If the techniques
for replication involve much tacit knowledge and complexity and are not widely known prior to the
discovery - as with the 1973 Cohen-Boyer discovery - then any scientist wishing to make use of the
new knowledge must first acquire hands-on experience.” (Zucker and Danby, 1995, p.4)
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(a) non-rival (as defined earlier in this section);

(b) durable - i.e. it does not lose its validity through use and re-use;

(c) costly to protect or to restrict access to it (Dasgupta and David, 1994, p. 494).

David and Foray argue that the digital revolution has intensified the movement towards the
codification of knowledge, with advances in information technology having greatly
increased our ability to codify knowledge.  New electronic libraries and networks have
made possible a dramatic increase in the stock of information available, both public and
private, to would-be users.  This greatly enlarged stock of information may bring about a
“new epoch of ‘library research’ ”, enhancing the productivity of researchers and
expanding the laboratory beyond its spatial limits.

David and Foray claim that this process of codification is:

(a) bringing science and technology closer together and into tighter nodes of
interaction;

(b) altering the institutional structure of the innovation process as access to science
becomes more important across a wide variety of industries;

(c) leading to the formalisation of knowledge, thereby increasing the pace of new
product and process development as the use of simulation speeds up the design
process (David and Foray, 1995, p. 42).

The codification of knowledge makes possible a wider distribution of existing stocks of
knowledge and the generation of variety and novelty through new combinations of existing
stocks of knowledge.  In this new environment, David and Foray argue that industries
need to develop institutional structures which allow for “the dissemination of information
regarding the stock of codes, technologies and programmes available, so that individual
innovators can draw upon the work of other innovators” (ibid., p. 44).

David and Foray, however, offer no empirical evidence of the increasing codification of
knowledge, and others have claimed that it is tacit rather than codified knowledge that has
been increasing.  For example, in a study of the chemical, engineering, pharmaceutical and
aerospace industries in the UK, Nightingale finds evidence that the use of computer
simulations and information technology may be increasing the importance of tacit or
person-embodied knowledge (Nightingale, 1996).11  In the pharmaceutical industry, for
instance, firms are moving towards the recruitment of those with post-doctoral experience
rather than doctoral students in order to take advantage of their increased understanding
of bio-chemical processes.  Computer simulations, Nightingale argues, are not being used
so much to codify knowledge but rather to deepen our understanding of chemical
processes.  They act as a complement, not an alternative to experimental research.  They
do not, by themselves, offer answers to technical problems, but instead tend to facilitate
more experimental research (ibid.).

Economists who assume that basic research merely yields information are in danger of
misunderstanding the nature of knowledge.  One example of this can be seen in a paper
by Adams (1990) which attempts to measure the relationship between academic science
and productivity growth.  Though earlier attempts to assess the impact of R&D on
productivity growth have been fraught with difficulty, Adams claims that technical change
can be linked back to the expansion of knowledge.  Using a variety of statistical sources,
such as the number of scientists employed and the number of papers published, he
constructs a production function equation that includes a variable called the ‘knowledge
stock’.  Adams admits the difficulties in measuring an economy’s knowledge stock.  Such

11 It is possible that both codified and tacit knowledge may be increasing, since there is no reason why
an increase in one must come at the expense of the other.



 a measurement, he suggests, would have to take into account: (i) the fundamental
character of knowledge pools; (ii) the heterogeneity of information; (iii) the repetitive
use of science by industry; (iv) the interactive nature of the knowledge stock; and (v)
the fact that the knowledge stock is time-specific since the rate of obsolescence of
knowledge is not constant  across fields or time (Adams, 1990, p. 678).

By counting of number of scientific papers (broken down by field) published in the
United States, Adams constructs measures of the stock and flow of articles available
to the knowledge pool from 1908 to 1982.  He also measures the number of scientists
and engineers available to the US economy from 1949 to 1984.  He then constructs an
estimate of the stock of knowledge for each of 18 industries based on the numbers of
papers published and scientists employed.  His figures indicate a decline in the
‘intensity’ of knowledge creation since the number of papers produced per researcher
falls over time.  Adams suggests that this decline in the productivity of scientists is
related to the lack of research performed during the Second World War12 (he assumes
a 30-year lag for the take-up of scientific papers by industry) and speculates that 15
per cent of the economic slowdown of the 1970s can be explained by that earlier
decline in the knowledge stock (ibid., p. 699).

To sum up: the ‘public good’ argument has traditionally been used to provide a rationale
for public funding of basic research.  This assumes that basic research yields primarily
codified knowledge which can then be freely used by others. David and Foray argue
that information technology is resulting in a growing codification of scientific
knowledge, but this has been challenged by Nightingale.  Other work over the last ten
years has highlighted the importance of tacit knowledge and skills, especially in
emerging technologies and fast-moving scientific fields.  Attempts to measure the
economic benefits of the ‘knowledge stock’ generated by basic research are fraught
with difficulty.

5.2 New instrumentation and methodologies

De Solla Price (1984) has pointed out that “A great deal of the actual work that goes
on in all sorts of experimental laboratories consists in the discovery of new techniques
for doing something or producing some new effect, then perfecting and extending the
technique ...” (ibid., p. 12)  He suggested that the techniques of experimental science,
which are not necessarily part of the knowledge system of science, can move on from
being laboratory tools to much wider commercial applications.  He provided many
examples, including the discovery of X-rays, and the growing of single crystals which
led to the invention of the transistor.  These instruments and research techniques or
methodologies may constitute one of the most significant forms of economic benefit to
flow from publicly funded basic research.

Our review of the literature suggests that, as yet, no-one has attempted to make a
direct measurement of the economic benefits of instrumentation and methodologies, or
of their costs.  Surveys of the relationship between science and industry tend not to
consider the role of instrumentation and methodologies in any detail and to discount
their importance.  Furthermore, given the limited ability of industrial R&D managers to
recognise the importance of earlier basic research and in particular the role of
instrumentation and methodologies, it is likely that they will continue to remain
undervalued in any future survey of such managers.

As regards the investment in such activities, De Solla Price (1984) could find little
evidence on the percentage of research funding accounted for by experimental
facilities.  Nor could he find any data on “communication at the research front of the

12 This is a somewhat questionable assumption, given all the research carried out during the Second
World War on such topics as nuclear energy, radar, operations research and new drugs.



craft of experimental science” such as communication or mobility among technicians.
Given there was some anecdotal evidence suggesting that new techniques are transferred
very rapidly from one laboratory to another, including university to industry flows, he
pointed to the need to devise indicators of national investment in laboratory
instrumentation, methodologies and technical personnel.  Collection of such data, however,
would not solve the problem of finding techniques to measure the aggregate economic
benefit of instrumentation or methodologies.

None of these methodological and empirical difficulties detract, however, from the
importance of scientific instrumentation as a form of economic output from research.  As
one influential commentator has noted,

the emergence and diffusion of new technologies of instrumentation ... are
central and neglected consequences of university basic research. ... [The]
eventual economic impact of basic research is commonly expressed through
the medium of new instrumentation technologies and the life histories of these
new technologies.  (Rosenberg, 1992, p. 381)

Scientific instruments are the ‘capital goods’ of the scientific research industry, Rosenberg
suggests.  The conduct of research requires specific equipment for the “purposes of
enhancing the ability to observe and measure specific categories of natural phenomena”
(ibid.).  Many of the instruments now in use began in basic research - in the attempt to
“advance the frontier of scientific knowledge through an expansion of observational or
experimental capabilities” (ibid.).  Basic research has begot new instruments which have
expanded observational and measurement techniques.

Across a whole range of scientific instruments, the original instrument was often designed
for a specific problem in a particular speciality as a requirement of research in that
speciality.  After its initial development, the instrument diffused, eventually becoming
useful in other areas of science, although often it required modification or redesign.
“Similarly, scientific instruments that were designed to improve research capability on one
set of problems have often turned out to have applications in scientific regions far from
those where they originated” (ibid.).  For example, in its early years the computer was
primarily a research instrument and many recent advances in research capabilities have
occurred by linking other new scientific instruments to the computer.13

There are two main diffusion paths for instruments.  First, instruments have often moved
from one scientific discipline to another.  For example, Rosalind Franklin contributed to
Crick and Watson’s discovery of the ‘double helix’ structure of DNA by mastering the
technique of making good X-ray diffraction pictures from very small and poorly
crystallised organic molecules (Rosenberg, 1992, p. 383).  Rosenberg sees this
instrumentation flow as being particularly strong from physics to chemistry, as well as
from physics and chemistry to biology, clinical medicine and ultimately to health-care
delivery.14  Here, Rosenberg cites spectroscopes, electron microscopy, X-ray
crystallography, and nuclear resonance.  Nuclear magnetic resonance, for example, was
pioneered by physicists at Harvard and Stanford Universities who were trying to measure
the magnetic moments of atomic nuclei - an innovation for which they received the Nobel
Prize for physics.  New instrumentation in one field often brings about increased
collaboration across disciplines.  In addition, new instrumentation has led to creation of

13 Early pioneers of the computer such as H. Aiken, J. Atanasoff, K. Zuse, J. P. Eckert and J. W.
Mauchly “were confronted by extremely tedious and time-consuming computational requirements in
their research work, typically involving solutions to large systems of differential equations”
(Rosenberg, 1992, p. 382).

14 “The record clearly shows that most innovation in medical instrumentation since the turn of the
century, even that of the past few decades, has come from the universities and medical schools and
not from the medical device industry.” (p. 99 in Physics Through the 1990s (National Academy
Press, Washington, D.C., 1986), quoted in Rosenberg, 1992, p. 384).



entirely new fields, such as geophysics, computational physics and artificial intelligence.
Often, the migration of particular instruments across fields depends on the movement
of skilled researchers and students across disciplinary boundaries.  Secondly,
instruments developed in basic research have been transferred on a very extensive scale
to industry.  “Indeed much, perhaps most, of the equipment that one sees today in an
up-to-date electronics manufacturing plant had its origin in the university research
laboratory” (Rosenberg, 1992, p. 384).  In many instances, scientific instruments have
become indistinguishable from industrial capital goods.  Rosenberg quotes the
semiconductor industry as an example:

Ion implantation originated as a technique of basic scientific research in the
field of high energy particle physics. Its origins lay in the early work of
particle physics which flowed from the recognition that magnetic and electric
fields could be used to impart energy to particles.  Methods of charging,
accelerating and directing these ion beams were developed in order to
elucidate theories of physics.  As the frontier of very large-scale integration
created a need for controlling the deposition of impurities on semiconductor
devices with ever-higher degrees of precision, ion implantation techniques
were transferred to the semiconductor industry.  (ibid., p. 385)

Other recent prominent examples of the transfer of instruments and techniques include
lasers, recombinant DNA, the Internet and the World-Wide Web.  Indeed, modern
biotechnology could not have come into existence without the complementary
developments in computers (in bio-informatics and the development of huge relational
databases) and computer-aided design (in molecular modelling).  These examples
indicate that instruments and methodologies developed in the pursuit of scientific
knowledge often have a direct impact on manufacturing processes, though their full
impact may only be felt after a considerable time lag.  Recent empirical studies of a
range of industries have shown that instrumentation is becoming a dominant area of
application of new technologies, even in supposedly ‘low-tech’ industries; moreover,
they indicate a sharp rise in the patenting of instruments in some ‘higher-tech’
industries such as electronics (von Tunzelmann, 1995 and 1996).

Clearly, many instruments which originated in academic laboratories have been
developed by firms and these firms have then made substantial improvements to the
performance, versatility and cost of those instruments.  There are strong and positive
feedbacks between instruments manufactured by firms and science, as relatively
cheap but high-performance instruments get channelled back into basic research,
thereby increasing the research capabilities of scientists.  There are also strong
connections between users of scientific instruments and manufacturers (Von Hippel,
1988).

New instruments often require further research, sometimes of a more basic nature, to
improve their performance, and these new lines of research, triggered by
instrumentation, take on their own dynamic, assuming a significance independent of the
initial needs of the new instrument.  The first versions of new instruments are often
clumsy or unpredictable; these limitations may then trigger intense research to
overcome them.  That research can, in turn, spur new scientific inquiries.  In some
cases, instrumentation effects may be so strong that they alter the pace of scientific
advance as new instruments are transferred from discipline to discipline and from
science to industry (Rosenberg, 1992, p. 388).

Rosenberg suggests it would be misleading to assume that developments in
instrumentation would have occurred regardless of basic research at universities; often,
the new instrumentation “arose precisely because university researchers were allowed
to pursue fundamental questions that offered no apparent prospects of financial
payoffs” (Rosenberg, 1992, p. 389).  Basic research stimulated the “radical innovative



initiatives that led, in many cases, to the eventual supplying of its own internal demand and,
in the process, provided large external benefits as well” (ibid., p. 389).

Despite Rosenberg’s challenge to researchers in science policy to discover the ways in
which instrumentation stimulates economic benefit, there has been little empirical research
on this other than a few case studies.  Those studies highlight the key role of
instrumentation, although they reveal that its importance varies considerably among
scientific and technical fields.  For example, Hicks (1992) found significant differences
concerning the importance of instrumentation in two subfields of physics.  Through
interviews with scientists and an analysis of published papers in the subfields of spin-glass
and superfluid helium three, she showed that in some cases instrumentation can be less
critical to scientific advance than information or communication among scientists.  In spin-
glass, the scientists rely on “technology at the commercial state of the art” and it was
“less often the case that research depended for success on transcending the commercial
state of the art in components” (Hicks, 1992, p. 191).  Her analysis showed that the most
cited papers in spin-glass tended to be produced on “less than state-of-the-art equipment”.
Research on superfluid helium, on the other hand, involved “technologically sophisticated”
instrumentation.  “Substantial effort was expended in designing, building and debugging
experimental equipment,” (ibid., p. 196) The conclusions to be drawn here are that
instrumentation is not always the principal factor in the advance of a scientific field, and
having basic researchers who develop sophisticated instrumentation is no guarantee of a
commercial spin-off.  The only spin-off from these two areas came from spin-glass, and
from spin-glass theory at that (ibid., p. 201).  In short, Hicks research suggests that,
although instrumentation can facilitate scientific advance and provide economic benefits
from basic research, it does not do so uniformly in every scientific field.

Despite the difficulties in measuring the economic benefits of instrumentation, the PACE
Report offers a snapshot of the importance of basic research instrumentation in technical
advance.  In the PACE survey, respondents were asked to rate the importance of
different outputs of public research institutes and universities.  Of the different outputs of
public research (specialised knowledge, instrumentation, general knowledge from basic
research, and prototypes), respondents rated instrumentation as the second most important
output of basic research. Instrumentation is especially important in the pharmaceuticals,
glass, ceramics and cement, electrical, and aerospace industries.  Instrumentation was
considered relatively unimportant in instruments (surprisingly), computers, and plastics
industries. The low rating for instrumentation from these industries, especially computers,
highlights the difficulties of surveys in measuring the benefits of basic research (see Table
4 over), especially as the actual empirical results alluded to above showed that patenting
by such industries in this field was increasing both relatively and absolutely.

To conclude, instruments and techniques, prior to the work by de Solla Price, tended to be
accorded less importance as both a source of scientific advance and as a form of
economic benefit from basic research.  Case studies by Rosenberg and others have
highlighted that instruments and methodologies constitute an important economic benefit,
although that importance varies across scientific fields, technologies and industrial sectors.
It is, however, exceedingly difficult to arrive at any quantitative estimate of the magnitude
of that economic benefit, not least as it can take several decades for it to be realised.
Although access to state-of-the-art equipment is often a necessary condition for
performing basic research, even in areas where instrumentation is not the main focus of
the research, the development of instrumentational spin-off is almost as difficult to predict
as any pay-off from basic research.

5.3  Skilled graduates

Numerous studies of the economic benefits of basic research have highlighted skilled
graduates as one of the chief forms of economic benefit from basic research.  Graduates
entering industry come equipped with advanced levels of training, knowledge and
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expertise.  (They are also ‘plugged into’ international networks of scientists and have
experience of tackling complex problems, issues covered in the next two sections.)  They
often bring with them tacit skills - that is, skills which are person-embodied.  These skills
are generally difficult, and sometimes impossible, to pass on through written information or
statements, such as scientific papers.  They reside within individuals as a product of a
personal learning process and as part of the set of tools and capabilities acquired
unconsciously alongside that process.  Among the most important of these skills are the
acquisition and effective utilisation of knowledge:

As far as companies are concerned, formal qualifications are ... evidence of
researchers’ tacit ability to acquire and use knowledge in a meaningful way.
This attitude of mind ... is a most important contribution to new product
development.  (Senker, 1995)

Graduates from basic research are able to “make use of recent information and to expand
the resources at their command and hence gain access to a wider range of possible
solutions to a specific problem” (Gibbons and Johnston, 1974, p. 239).  Graduates trained
in basic research may not have readily to hand the solutions to a particular problem, but
they know where to set about seeking the kinds of information and skills necessary to
solve the problem.  Through their personal connections with fellow researchers in the
field, they can muster the latest and best available scientific resources to tackle that
problem (ibid.).  Similarly, Lyall, in her analysis of the submissions made during the
preparation of the 1993 White Paper on Science, Engineering and Technology, showed
how strongly British industry (and in particular chemical and pharmaceutical companies)
value the training benefits associated with basic research as well as its role in generating
novel ideas (Lyall, 1993, p.41).

Some analysts have argued that formal training in underlying concepts and sophisticated
technical skills of the sort provided by advanced training in basic research are indeed
needed by industry:

Academics may be able to teach what new industrial scientists need to know,
without having their research be particularly relevant to industry.  Basic scientific
principles and research techniques may be highly important for a young scientist
going on to industry to learn, even if the research being done by academics
stands at some distance from what is going on in industry.  (Nelson, 1987, p. 87)

Industrial scientists and engineers almost always need training in basic scientific
principles and research techniques of their field, and providing this training is a
central function of universities.  Current academic research in a field, however,
may or may not be relevant to technical advance in industry, even if academic
training is important.  (Nelson and Levin, 1986)

In a study on the economic effects of ‘big science’, Irvine and Martin showed that the
main economic benefits accruing to society from radio astronomy were achieved through
the subsequent activities of former postgraduates (i.e. MSc and PhD students) who
participated in the research programmes at the radio astronomy observatories.  In their
study, they reviewed the different forms of spin-offs from radio astronomy.  As regards
instrumentation and the benefits to equipment suppliers, Irvine and Martin concluded that
“the level of technological spin-off has been rather limited” (Irvine and Martin, 1982, p.
113).  Much more important were the economic benefits associated with the skills
embodied in the postgraduates trained in radio astronomy who later moved on to other
occupations.  A survey of these former students revealed that their training in such tasks
as the construction of receiver equipment, the development of computer programmes, and
the devising of mathematical techniques for processing and analysing data was found to
be extremely useful in their subsequent careers.  About 30 per cent of those surveyed had
at some stage occupied a post involving “research, design, and development” in industry



(ibid., p. 113).  In terms of the number of working years, the radio astronomy graduates
had spent substantial amounts of time in telecommunications, radar, computing and
related areas (e.g. those dealing with wave-propagation problems).

The conclusion from this latter study and from the other work referred to above is that
the funding of basic research, even in a very basic field like radio astronomy, does have
substantial economic benefits, but those benefits are located more in the quality and
skills of students rather than in the instrumentation developed or the scientific
discoveries made in the field.  In the case of ‘big science’ and probably most other
areas of basic research as well, high quality graduates learn valuable skills that enable
them to enter advanced technology fields and apply these techniques to the benefit of
UK industry (ibid., p. 115).  It is therefore essential that basic research and graduate
training continue to be conducted in the same institutions.

5.4 Professional networks

Many authors stress the importance of funding for basic research as an ‘entry ticket’
to personal and information networks of scientific research.  Government funding
provides a nation’s institutions and individuals with the means to participate in, and
interact with, the world-wide community of leading researchers.  Yet despite the
importance of public funding of basic researchers to enable them to carry out this
networking function, no studies have apparently been carried out on the magnitude of
the economic benefits derived from participating in these networks.

Recent research has pointed to the importance of networks in addition to the traditional
view of research as a source of information.  For example, the PACE study (described
in the following section) revealed that informal contacts are one the most important
methods for learning about research conducted in public institutes.  Table 3 (p. 18)
which summarises the results of the study shows that the different forms of network
relations - for example, informal contacts and conferences - are highly rated.  The
costs of these various types of contact were judged to be low.  Informal contacts and
conferences were important sources for learning about the output of public research in
pharmaceuticals, glass, ceramics, cement, and utilities industries.

Another relevant study here is that by Hicks (1995) who examined why companies
publish research papers in refereed scientific journals.  The first point to note is that
certain companies now publish quite extensively.  “A count of articles, reviews and
notes indexed in the Science Citation Index showed that in 1989 certain large
companies published upwards of 200 papers per year, with one or two reaching 500”
(Hicks, 1995, p. 403).  In 1991, companies participated in 8 per cent of UK scientific
papers.  “On average, between 1980-1989, companies produced 6 per cent of Dutch
scientific output.  In the USA in 1991, companies produced 9 per cent of science and
engineering publications” (ibid.).  Some companies are now among the highest cited
institutions in the scientific community.  For example, in biological sciences, nine
corporations have figures for the average number of citations per paper that place
them among the top 25 US universities, with two companies - Cetus and Genentech -
earning more citations per paper than any of the top 25 universities.

Why do firms publish scientific papers?  One reason is to access technical
opportunities in the science base, including the recruitment of skilled graduates who
also carry with them bodies of tacit knowledge.  Because tacit knowledge and
publications are intimately related, publishing helps to develop the credibility of the
research carried out within the company.  Public researchers share their information,
or participate in barter exchanges, with researchers who have something to offer in
return - namely, useful tacit knowledge.  Researchers in firms who are active
contributors to scientific research are therefore regarded as scientific peers because



their publications signal that they have useful tacit knowledge to offer.  In this way,
publications act as the entry ticket to scientific networks (Hicks, 1995).15

The workings of these networks have been investigated by a number of researchers.  These
studies illustrate the enormous diversity in the relations between science and industry and
the wide variation in their importance across sectors and technologies.  Sharp, for example,
argues that the success of government-funded programmes to stimulate networking and
collaboration may depend upon the development phase of the scientific research involved.
In her study of the Biotechnology Directorate’s Protein Engineering Club, she found that
the industrial members of the Club valued highly the contacts made in the early stages of
this emerging technology which enabled them to identify the scientists, both in the UK and
overseas, who were pioneers in its development.  Five years later, when the science had
advanced and matured, attempts to convert the Club into a LINK programme foundered on
the unwillingness of companies to collaborate in their research.  Only when the LINK rules
were changed to accept one-to-one collaborations (i.e. between one university and one
firm) did the new LINK programme move forward (Sharp, 1993).  This suggests that
collaborative programmes (and the knowledge gained through them) yield greater benefits in
the early, emerging phase of a new technology when knowledge is scarce and essentially
person-embodied.

Faulkner and Senker, in their book Knowledge Frontiers, analyse the nature of public-
private sector linkages in three areas - biotechnology, engineering ceramics and parallel
computing.  They show that the linkages between public-sector research and industry are
often informal and face-to-face.  Good personal relationships between  company and
public-sector scientists are a key to successful collaboration between the two sectors.
These personal interactions are crucial in building up the mutual trust and respect which
often leads to long-term contractual relationships.  Overly zealous government
programmes attempting to create new interactions or ‘forced marriages’ between industry
and public-sector research may undermine some of these informal connections, thereby
(perversely) weakening the links between public sector research and industry rather than
strengthening them (Faulkner and Senker, 1995).

The substantial and widespread publishing of scientific papers by companies raises
interesting questions about the nature of public and private goods.  Hicks points out that
the boundary between public and private knowledge is often problematic.  “Here, ... what
seems private can be public and what seems public can have private components” (ibid.,
p. 408).  Companies can publish because they are generally able to police the public-
private boundary.  They can screen material about to be published to ensure that it does
not contain information which might be patented or knowledge of the more private aspects
of their technology.

There has been some recent theoretical work by sociologists of science on the importance
of networks, work which leads to a new justification for public funding of basic research.
The starting point is that the concept of the ‘public good’ nature of scientific knowledge is
flawed.  As Callon has pointed out, the notion of a public good implies an object with
intrinsic properties that determine its ability to become a marketable product for the
purposes of commercial transactions.  The public goods argument suggests that the results
of basic research are difficult to appropriate, non-rival, durable and uncertain.  Callon
takes issue with each of these so-called intrinsic properties of science and concludes that
scientific knowledge does not constitute a public good according to the usual definitions
employed in economic theory (Callon, 1994).

15It would therefore be wrong to conclude that, because firms are engaging in public research, the need
for public funding is declining.  This would imply that public and private funding of research are
substitutes for one another.  The analysis by Rosenberg, Hicks and others shows that they are actually
complementary, with the published research of companies representing the cost of admission to the
international basic research community.  Consequently, the way to interpret the growing industrial
expenditure on research is that companies increasingly need access to public basic research.



In place of the ‘public good’ defence of science, he proposes that public support for
basic research should be considered as an investment in network reconfiguration and
renewal.  Public funding for science generates new combinations of organisational and
individual relations, opening up alternative forms of co-operation and mechanisms of
interaction.  The tendency in the market place is to ‘use up’ the available sources of
technological variety, creating irreversibility and convergence and locking us in to
certain technological options.  Examples include the QWERTY keyboard, the VHS
video-recorder and the petrol-driven automobile.  Research creates new options.  The
government, by funding research, keeps generating new sources of technological
opportunity, countering the economic forces which tend to drive us to a position where
we have only one option.

Callon poses this argument not so much in term of ‘knowledge’ or ‘information’, but in
terms of networks that include instruments, devices and papers as well as people and
organisations.  He therefore expresses his recommendation as a call for governments
to support greater diversity in those networks; publicly funded basic research is
required to create new forms of social relations, counteracting the tendency within
industry to ‘consume’ the sources of new ideas and research.  Through public subsidy,
government can promote novel approaches to addressing and resolving technical
problems by expanding the variety of scientific options available to firms (ibid., p. 412).
This may, however, then pose challenges for government research institutions which
tend to reflect or embody earlier ‘sets’ of knowledge.  For example, in their study of
biotechnology and the UK Research Councils, Balmer and Sharp (1993) showed how
the multidisciplinary new technology challenged the old institutional boundaries, causing
fracture, breakdown and eventually reformation around new institutional forms.

In summary, the provision of access to professional networks is an essential aspect of
basic research, both in terms of enabling basic researchers to keep up with world
science but also in providing others with a means to access those networks and
thereby benefit from basic research.  This is revealed in case studies of university-
industry links, and in studies based on indicators (e.g. numbers of scientific papers)
combined with interviews.  Theoretical work by sociologists of science confirms the
importance of networks, and suggests a new rationale for the public funding of basic
research in terms of creating new interactions, networks and hence new technological
options.  This links in with the conclusion of those who conducted the Yale survey of
industrial R&D managers (described in Section 5.5 below) that “The set of
technological opportunities in a given industry is one of the fundamental determinants
of technical advance in that line of business” (Klevorick et al., 1995, p.185).

5.5 Technological problem solving

In the broadest sense, basic research contributes to the economy by helping
practitioners solve complex technological problems.  A recent analysis shows that, in
the world’s largest firms accounting for most of measured R&D activities, products
and firms are ‘multi-technology’: in other words, their products and their skills
encompass a wide and increasing range of technologies (Granstrand et al. , 1996; von
Tunzelmann, 1996), each of which must be mastered and integrated into often complex
products and production systems.  Given the localised nature of the linkages between
basic research and application, the national basic research infrastructure needs to
provide a wide range of skills and knowledge.

The various categories of engineering knowledge are shown in Table 5 together with
the means by which they can be generated.  The three categories which can be
transferred directly (i.e. in the form of codified knowledge) from basic research to
application are transfers from science (theoretical tools and quantitative data), invention
(fundamental design concept) and theoretical engineering research (to a range of
categories).  Experimental engineering research may also be transferred, but much of
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this tends to be undertaken in firms themselves, together with design practice,
production, and direct trial.  The contributions of basic research to these latter activities
are largely indirect, through the provision of trained problem-solvers, instruments and
techniques, and background knowledge.

Substantial progress has recently been made in tracing the direct (i.e. codified)
contribution of basic research to technological knowledge and know-how, through
various bibliometric indicators, such as patent citations to scientific papers, and
scientific papers published by business firms, either alone or collaboration with others.
In the US (and probably elsewhere), the results show a skewed picture, with about half
the linkages from basic research into the chemical industry and between 20 and 30 per
cent into electrical and electronics products.  In contrast, less than 10 per cent of the
measured linkages are into non-electrical machinery, automobiles and aerospace,
sectors which together account for nearly 40 per cent of all development expenditures
by US manufacturing, and for more than 50 per cent of employed scientists and
engineers (Pavitt, 1995b).  In addition, the aggregate impact of basic research, as
measured through patent citations to scientific papers, is much less than its share of
total R&D expenditures.  Hence, at first sight, basic research would not appear to be a
particularly efficient investment for technological change.  However, there is strong
evidence to suggest that the indirect benefits to technology of basic research outweigh
the direct ones, although the balance between the two varies considerably across
sectors.

The most systematic analysis so far of both the direct and the indirect benefits of basic
research emerges from the Yale Survey, the main findings of which are summarised in
Table 6.  It was based on a questionnaire survey of 650 US industrial R&D directors
covering 130 industries.  One of the main findings was that industries where the
general relevance of science (as a pool of knowledge) was judged to be very important
in contributing to recent technological advances were approximately three times as
numerous as those where specific university research results were judged to be very
important (compare the fourth and the second columns).  The authors interpret this as
follows:

The data suggest systematic differences between the role of science as a
pool of knowledge ... and the role of ... university research.  Overall,
university-based research in a field is reported as much less important to
recent technological advance than is the overall body of science in that field.
... A total of 74 industries (more than half the sample) rated the relevance of
chemistry as ... 5 or higher, but only in 19 lines of business did university
research in chemistry receive that high a mean score.  Similarly, in physics,
computer science, materials science, and metallurgy, the generic relevance
of the field to industrial technologies is perceived to be much greater than
the specific relevance of university research.

In general, the discrepancy between the measured relevance of generic
science (a pool of knowledge) and that of university science (new results) is
greater for basic than for applied research ... because research in the applied
sciences and engineering disciplines is guided to a large extent by perceptions
of practical problems, and new findings often feed directly into their solutions.
In contrast, to the extent that new research in basic science is relevant to
industrial technology, it is likely to be as an addition to the broad knowledge
base rather than directly useful results.  ...

This by no means implies that new findings in fundamental physics, for
example, are not relevant to industrial innovation.  Rather, we read our findings
as indicating that advances in fundamental scientific knowledge have their
influence on industrial R&D largely through two routes.  One ... is through
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influencing the general understandings and techniques that industrial scientists
and engineers, particularly those whose industrial training is recent, bring to
their jobs.  The other is through their incorporation in the applied sciences
and engineering disciplines and their influence on research in those fields.

...biology is an exception to the rule ... almost all the industries that value the
contribution of the biological science generically, small as that number is,
also value university-based contributions in that field.  This reflects the fact
that a very substantial fraction of agricultural and medical research is
conducted in universities.  Furthermore, ... those industries with technologies
based on the biological sciences seem to be fed by new scientific
developments to an unusually great degree.  (Klevorick et al., 1995, pp.
196-7)

In addition to the obvious and well-known linkages between scientific fields and
industrial sectors (e.g. biology with food and drugs, physics with electronics, metallurgy
with metals), some of the linkages shown in Table 6 are more surprising and potentially
more revealing.  In particular, there are the strong linkages between the motor vehicle
sector and knowledge of the fields of mathematics (pure and applied) and computer
science.  According to Brooks:

Theoretical prediction, modelling and simulation of large systems, often
accompanied by measurement and empirical testing of subsystems and
components, has increasingly substituted for full scale empirical testing of
complete systems, and this requires design tools and analytical methods
grounded in phenomenological understanding.  (Brooks, 1994, p.480)

Thus, in industries (like motor vehicles) dominated by complex products or production
systems, university research (normally in engineering departments) provides design
tools, analytical methods and related skills that are used by firms themselves in their
own extensive design, evaluation and testing activities.  There is an important contrast
here between industries based on chemistry and biology where there is often direct use
of new chemical entities and techniques discovered in science, and the engineering-
based industries where the process is more round-about.  In the latter, new tools,
pioneered in university laboratories, will be borrowed and adapted on-the job, with
knowledge becoming increasingly tacit, learned by experience and passed on by word
of mouth.  As such, the origin of that knowledge tends to become increasingly
obscured, and the benefits - for example, in terms of savings in the time and cost of
testing expensive prototypes and pilot plants - may not be seen as linked to the original
basic research.

An important source of information on the direct and indirect benefits of basic research
in Europe is the recently released PACE Report which was funded by the European
Commission.  The survey involved a mailed questionnaire of the European Union’s
largest manufacturing and industrial firms.  The survey

asked about the goals of innovation, external sources of information, public
research, methods to protect innovation with a focus on patents, government
programmes to support innovation, and barriers to profiting from innovation.
(Arundel et al.. 1995, p. i)

The results are based on 640 responses, including 111 firms in the UK.16  The survey
grouped respondents into 16 sectors.17  Firms were selected on the basis of their legal

16 The response rate was 56 per cent, slightly higher than in the Yale survey.
17 The sectors include food, petroleum, chemicals, rubber and plastics, glass/ceramics/cement, basic
metals, fabricated metals, aerospace, non-electrical machinery, computers, electrical equipment,
instruments, automobiles, utilities, telecommunications equipment, and pharmaceuticals.



Source of technical knowledge Percentage of respondents
rating as important

Technical analysis of competitor’s products 46.9

Independent suppliers 37.1

Affiliated firms 37

Independent customers 36.6

Joint ventures 32.7

Public research institutes 31.5

Note: respondents in the firms were asked to rate the importance of each knowledge source
on a seven-point scale (where 1 = not important and 7 = very important).  The figures
indicate the percentage of respondents rating each knowledge source five or higher on that
scale.

Source: Arundel et al. (1995)

status within the European Community and their manufacturing or industrial activities.
Only firms performing formal R&D and with sales above 1.5 billion ECUs were chosen.
The questionnaire was sent to R&D managers in separate units of each large firm.  The
questionnaire itself was made up of 20 questions and conducted by the Maastricht
Economic Research Institute on Innovation and Technology (MERIT)

The results of the PACE survey broadly confirm those of the early Yale Study (Levin et al.,
1987; Klevorick et al., 1995).  The links between industry, on the one hand, and basic
research and the sources of technical knowledge, on the other, vary appreciably across
sectors and nations.  The survey found that technical analysis of competitor’s products is
the most important source of external technical knowledge for firms.  Technical
knowledge garnered from independent suppliers, affiliated firms, and independent
customers followed in importance.  The different sources of technical knowledge are
summarised in Table 7.  Public research institutes and universities were rated as important
by almost 32 per cent of respondents.  However, there are wide variations across industrial
sectors, with public research being most important in utilities, pharmaceuticals, aerospace
and food, and far less so in fabricated metals, plastics and telecommunication equipment
(see Table 8 over).

The survey also showed that the importance of domestic research over foreign sources of
knowledge varies by country.  UK respondents stated that they valued domestic public
research higher than foreign sources.  As the PACE Report notes:

Domestic public research is substantially more important to respondents than
foreign sources, suggesting that the public research infrastructure is one of the
most important national assets for supporting innovation.  (Arundel et al., 1995,
p. ii)

The UK respondents stressed the importance of basic research over more applied areas
of research.  They also indicated that they found information and government technical
assistance programmes the most helpful of the different forms of programmes surveyed
(subsidies, procurement, public research, patent searches, information and technical
assistance, R&D co-operation and information gathering abroad) (ibid., p.68).

TABLE 7 IMPORTANCE  OF DIFFERENT SOURCES OF TECHNICAL

KNOWLEDGE



Industry Percentage of respondents
rating as important

Utilities 69.4

Pharmaceuticals 53.0

Aerospace 43.5

Food 35.1

Automotive 30.1

Instruments 28.6

Electrical 28.2

Basic metals 28.0

Computers 27.3

Chemical 25.9

Machinery 25.3

Petroleum 23.1

GCC 21.4

Telecom 20.0

Plastics 12.5

Fabricated metals 10.8

Note: respondents in the firms were asked to rate the importance of each knowledge
source on a seven-point scale (where 1 = not important and 7 = very important).  The
figures indicate the percentage of respondents rating each knowledge source five or
higher on that scale.

Source: Arundel et al. (1995)

As in the earlier Yale study, R&D managers were questioned about different research
fields.  Managers were asked to rate the fields in terms of the importance of publicly
funded research over the past ten years to their firms’ technological base.  Given the
short time-horizon referred to in the question (ten years), the results do not perhaps
reveal the full benefits of basic research.  The PACE survey does show that the slightly
more applied areas like material sciences (rated as important by 47 per cent of
respondents), computer sciences (34 per cent) and mechanical engineering (34 per cent),
are the most important part of publicly funded research to the firms.  Of the more basic
fields, chemistry was rated comparatively highly at 29 per cent, some way ahead of
physics (19 per cent), biology (18 per cent), and mathematics (9 per cent).  The results,
which are summarised in Table 9, show that the pharmaceutical industry is dependent
upon chemistry, biology, and medical research, whereas the computer industry is
dependent upon physics and mathematics.  Of all 13 different industrial sectors,
computers gave the highest rating to the more basic fields, followed by pharmaceuticals,
aerospace and utilities.

TABLE  8 USE BY INDUSTRY OF PUBLIC  RESEARCH INSTITUTES AS

SOURCES OF  TECHNICAL  KNOWLEDGE
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From the above discussion, we can conclude that the contributions of basic research to
technological problem-solving are many, often indirect and roundabout, and highly
variable across fields of knowledge and sectors of application.  Simple models,
generalisations and policy prescriptions for basic research are therefore likely to be
misleading and even dangerous.  Decentralisation, pluralism and experimentation are
more likely to be efficient in generating benefits in terms of technological problem-
solving of the type described here.

5.6 Creation of new firms

The final form of economic benefit from government-funded basic research to be
considered here is the creation of new firms.18  Overall, the evidence is mixed as to
whether new firms have been created on a significant scale as a result of the funding of
basic research.  Work on this topic has been mainly based on case studies of particular
universities19 and fields of science.  In a review, Stankiewicz (1994) found little
convincing evidence of major benefits from academic research in terms of generating
spin-off companies.20  While it is certainly true that some universities are surrounded by
a substantial number of firms, the growth rates of these companies is often low.21  All
too frequently,

Academics do not make good entrepreneurs and the effective exploitation of
their technology usually requires that the ownership of the technology and
the managerial control are taken out of their hands at an early stage.
(Stankiewicz, 1994, p. 101)

Research in the United States also reveals rather mixed evidence as to whether
funding for basic research in universities leads to firm growth.  In the electronic
equipment sector, the correlation between university research and firm birth22 is
positive and statistically significant, while in instruments (surprisingly) the relationship is
statistically insignificant (Bania, Eberts and Fogarty, 1993).  In Australia, many of the
leading companies in the scientific and medical instruments sector started out by
commercialising public-sector research.  For example, the second largest producer of
spectrophotometers in the world, Varian Techtron Pty Ltd, has drawn upon and
exploited the results of fundamental research carried out in CSIRO.  Likewise, the
success of Australia’s leading medical equipment company is based on cochlear
implant technology developed by the University of Melbourne (Prime Minister’s
Science Council, 1991; Van der Ven and Garud, 1991).

In biotechnology, Zucker and Danby found a strong correlation between ‘star’
bioscientists (those with over 40 gene sequence discoveries or 20 articles to their
name) and the foundation of new biotechnology firms.  They suggest that in the early
phases of discovery, knowledge (for example, of recombinant DNA methodologies) is
limited to those few who have been involved in the basic research experiments.  Only
by linking these scientists with commercial structures is diffusion (through
commercialisation) possible.  Zucker and Danby conclude that:

star scientists embodying the breakthrough technology are the ‘gold deposits’
around which new firms are created or existing firms are transformed ...,

18 To some extent, this type of benefit overlaps with the first five in that it offers an institutional
mechanism through which those five forms of benefit may be realised.  However, there is a
relatively distinct literature on the creation of new firms so it is discussed separately here.
19 For example, Segal, Quince and Wicksteed (1985) studied the creation and evolution of small
firms located around Cambridge University.
20 Autio (1995) has also reviewed the impact of new technology-based firms and comes to a
similar conclusion to Stankiewicz.
21 See also Massey et al. (1992).
22 The corresponding issue of firms ‘deaths’ was, however, ignored.



that firms which work with stars are likely to be more successful than other
firms, and that - although access to stars is less essential when the new techniques
have diffused widely - once the technology has been commercialised in specific
locals, the internal dynamics of agglomeration keep it there.  (Zucker and Danby,
1995, pp. 14-15)

Interestingly, the process appears to be of mutual benefit; those scientists with a commercial
link also prove to be more productive in their academic research role (ibid.).  One of the
most notable examples of this occurred in the establishment of Genentech.  In 1973,
Herbert Boyer and Stanley Cohen, researchers at the University of California and Stanford
University, discovered that DNA could be cut, recombined and inserted into a foreign
bacteria which would then express a new gene - the techniques now known as genetic
engineering.  In 1976, Boyer set up Genentech, the first company to exploit recombinant
technology.  Its example was followed by a host of new biotechnology firms in the US,
often with academic founders, because the genetic engineering skills needed to
commercialise biotechnology were scarce and mainly restricted to those who had been
doing research in universities and research institutes (Kenney, 1986).  By 1991 there were
approximately 750 new biotechnology firms in the US.

In Europe, such firms, of which Britain has the largest population (approximately 140),
generally cluster in areas of academic excellence (Ernst & Young, 1994).  Many of these
firms have strong university links, but, in the UK, most have industrial, not academic
founders (Oakey et al., 1990).  This is despite the fact that, according to Zucker and
Danby, Britain has more ‘star scientists’ in molecular biology than any other European
country.  Most of these are not tied to new biotechnology companies and indeed a
significant number of them emigrated to the United States.  All of this suggests that the
incentives present in the US which encourage academics to engage in entrepreneurial
activity and to set up spin-off companies are less strong in the UK (Zucker and Danby,
1995, pp. 15-16).23

In summary, this evidence indicates that one cannot generalise about the benefits of basic
research for new-firm creation.  The “pipeline between university research and local
commercialisation, as measured by a higher start-up rate of new firms, has substantial
leaks” (Bania, Eberts and Fogarty, 1993, p. 765)  Although there are substantial links and
interactions between local industries and universities, it is not always the case that
government-funded basic research leads to the formation of new firms.  Claiming the
creation of new firms as a benefit of publicly funded basic research has yet to be
empirically validated, notwithstanding the few prominent examples identified.

6.0 BASIC RESEARCH IN THE UNITED  KINGDOM

In this section, we first consider how companies in the UK make use of basic research,
drawing upon the results of extensive case studies by two of the co-authors (Senker and
Sharp) and their collaborators.  We then discuss the relationship between basic research
and UK comparative advantage.  This includes looking in detail at the case of the
chemical and pharmaceutical industries.  Lastly, we examine the investment by foreign
companies in R&D in the United Kingdom and the investment by European companies in
R&D in the United States.

6.1 How companies in the UK use basic research

How exactly do firms in the UK make use of basic research?  Which of the various forms
of benefit from basic research discussed in Section 5 are most important for firms in

23 It is significant that several of the ‘stars’ of US biotechnology were immigrants, with the UK being
the prime source (Zucker and Danby, 1995, p.16).



different sectors?  A recent study by Faulkner and Senker throws light on the various
ways in which basic research supports industrial innovation in the UK.  They
investigated industrial linkages with publicly funded basic research in three promising
fields of advanced technology: pharmaceutical biotechnology, advanced engineering
ceramics and parallel computing.  They focused on emerging technologies, where firms
are still developing their knowledge base, because external sources of knowledge were
thought to be significant to firms in these areas, and therefore the associated linkages
would be more apparent.  The study was concerned with research links from the
company’s perspective, and investigated both linkage activity and the knowledge which
flowed through these links.  Industrial researchers in all technologies reported that they
use knowledge from a wide range of disciplinary fields.  However, companies in the
three technologies also use publicly funded basic research in different ways and for
different purposes.  While pharmaceutical companies are most interested in keeping up
with the fast-moving research frontier, ceramics companies often use linkages with basic
researchers to gain access to specialist equipment and related expertise to analyse new
materials; in parallel computing, basic researchers represent sophisticated users of
prototypes who can provide valuable test data and feedback on system performance
(Faulkner and Senker, 1995).

The main finding to emerge from this study of three emerging technologies is the central
importance to industry of the new knowledge emanating from basic research carried out
in academic and government laboratories.  For all the companies studied, it is evident
that publicly funded basic research contributes most to innovation by training qualified
scientists and engineers, and by being a potent source of new knowledge.  This
knowledge underpins industry’s R&D programmes and, occasionally, offers new
opportunities for exploitation.  Industrial researchers gain knowledge and assistance
from basic researchers in the public sector by reading journal articles, as well as by
personal contacts.  These two channels provide complementary types of knowledge.
All the company researchers interviewed read the literature in order to keep up with
the latest developments, but also find it important to supplement their reading with
discussions of issues arising from the literature, often about methods and applications.
Companies in all three technologies use a wide variety of formal and informal
arrangements to access publicly funded basic research and these links contribute to
innovative R&D in two distinct ways:

(a) as a source of new knowledge in specialist fields of science and engineering - it
is vital that companies engaged in innovative R&D keep up with developments
at the leading edge of research and gain the necessary underpinning knowledge;

(b) as a source of practical help and assistance, often in response to specific
problems, and frequently in the area of experimental methodologies and
research instrumentation, for example in interpreting results from test
equipment.

Moreover, the study found that direct material inputs from publicly funded basic
research to new product ideas or product development were minimal, contradicting the
widespread belief that the main output of publicly funded research is inventions which
can be transferred or spun-out for exploitation in the private sector (ibid.).

Linkages with publicly funded basic research should be seen in context: in all three
technologies, internal R&D is the primary source of science and technology inputs to
innovation.  Even in new technologies, firms rely heavily upon in-house knowledge and
efforts.  Linkages with external research are no substitute for internal capability because,
in order fully to understand and utilise knowledge generated outside, companies must
have some relevant expertise of their own.  Sometimes a linkage with public sector
research institutions acts as a stepping stone to building up capability in a new field, but
any subsequent product development takes place primarily in-house (ibid.).



In brief, the picture that emerges is one of industrial R&D integrating diverse inputs from
both internal and external sources.  Basic research carried out in university and other public
sector laboratories is central, contributing much of the more general and formal knowledge
through the education of scientists and engineers and through the literature.  However, the
findings confirm the importance to innovation of the specific and tacit knowledge and skills
which build up cumulatively ‘on the job’ and then move with people from job to job or get
transferred through personal contacts - including contacts in public sector research.  The
study demonstrates that the contribution made by public sector research to industry is
largely made up of small and ‘invisible’ flows, the cumulative effect of which is very
significant.  Its findings indicate some of the difficulties to be surmounted in assessing the
relationship between publicly funded basic research and economic performance (ibid.).

One specific issue that we were asked to address here is the extent to which UK businesses
are aware of publicly funded basic research and its outcomes in areas of science relevant to
their businesses and, where they are, whether the information available to them about
publicly funded research in the UK is better than information about equivalent research
being funded abroad.  On this, there is relatively little literature.  However, we can compare
the findings from the SPRU study of technology foresight activities in eight overseas
countries (Martin and Irvine, 1989) with those from the SPRU review of foresight in the
UK a few years later (Martin, 1993).  In these, a number of science-based companies were
questioned about the approach they adopted to monitoring basic research around the world.
The overall impression was that Japanese companies generally had the most systematic
approach to scientific intelligence gathering, followed by the United States and Germany,
with the UK some way behind.  However, there are obviously individual exceptions, with
three or four UK companies being more advanced in this respect (ibid.).  These include
some of those that have begun to establish research laboratories overseas.

6.2 Basic research and UK competitiveness

To what extent is basic research a significant factor in UK industrial competitiveness and
economic performance?  For well over a century, there have been those who claimed that
deficiencies in research have been significant contributors to the relative decline of the
UK, from its industrial pre-eminence in the middle of the nineteenth century (e.g. Jevons,
1866).  Others have argued that such ‘decline’ occurred despite a continuing strength in
basic research, as reflected, for instance, in the prominence of British scientists among
Nobel prize winners (at least until recently).  To the extent that there were problems, there
have been accusations from both sides over whether science/academia or industry was
more to blame.  The most detailed historical investigation, by Sanderson (1972), concluded
that, over the period 1850-1970, British universities produced sufficient researchers to
meet the demands of British industry under most conditions, with the exception of some
smaller ‘niche’ areas of science where shortages in the supply of skilled researchers could
sometimes be observed.  It is true that there are certain senior industrialists who believe
that the training offered by UK universities may not be an ideal preparation for practical
work in industry.  On the other hand, a detailed study of the evidence submitted by
industrialists at the time that William Waldegrave was preparing the White Paper on
Science, Engineering and Technology concluded that the majority did not want universities
to shift their research towards more applied work; rather, they should continue to focus on
the basic research at which they excel (Lyall, 1993).

What is the picture at the level of individual sectors?  In the case of the chemical and
pharmaceutical sectors, the UK science base is still fairly strong in world terms (as reflected
in publications and citations), while the industrial companies also have a good record in
terms of growth and market share.  As we describe in more detail in Section 6.3 below, the
links between basic research and industry are often relatively simple and direct in these
sectors.  In other advanced technology industries like electronics, UK firms seem to have
performed less well in international terms.  Here, the science base may not be quite as



strong either as it was in the past or in comparison with biological and life sciences.
However, it is no weaker than the corresponding science base in other countries where
electronics companies have performed with much greater success.  The key issue here is
not so much the relative strength of the UK science base, but the form of interaction
between science and industry.  Whereas a new chemical entity - or a genome sequence -
once known can be replicated with little difficulty, any product that is essentially
‘engineered’, be it a semi-conductor or an aeroplane, embodies much tacit knowledge in
its fashioning.  Taking it to bits - or reverse engineering - may reveal some of this
knowledge but by no means all.  Furthermore, unlike the simple and direct form of
interaction between basic research and chemicals or pharmaceuticals companies, more
complicated multi-chain links are often involved here.  An advance, say, in physics may
first be transferred to another field (e.g. electrical engineering) and may then move
through several other applied fields before eventually being taken up in industry.
Whether British companies, subject as they are to delivering short-term profits, have the
patience and the long-term investment funds to develop and manage these multi-chain
exploitation routes effectively is open to question.

6.3 The chemical and pharmaceutical industries - a special case?

The chemical and pharmaceutical industries provide an excellent illustration of how
close interaction with the science base helps to promote a virtuous cycle of innovation.
The chemical industry (of which the pharmaceutical industry has been an important
branch) emerged in the late nineteenth century to exploit the discoveries of German
academics.  It was the first truly science-based industry and Bayer, one of the largest
German firms, was the first to establish an in-house R&D laboratory.  The tradition
spread rapidly and by the beginning of this century most of the large chemical firms
had established laboratories.  It was from these that the next wave of discoveries
based on hydro-carbon chemistry - synthetic rubber, polyurethane, polyethylene,
polystyrene, nylon and so on - emerged in the 1920s and 1930s (Freeman, 1963;
Jewkes et al., 1958).

Research has shown that this in-house technological strength was complemented by
many external links to sources of scientific and technological information, of which
basic research in universities was of prime importance (NSF, 1973).  The web of
linkages was extensive and complex, from professorial appointments to company
boards to ‘old boy’ networks based on graduate recruitment.  By these means, the
companies kept abreast of developments in basic research coming mainly during the
inter-war years from European universities (Freeman, 1963).  In this respect, the R&D
laboratories of these companies provided the mechanism for locating and assimilating
new ideas which could add value to the companies’ product portfolios.

The importance of the in-house laboratory to the innovative tradition of the chemical
industry emerged as one of the main findings of Project SAPPHO undertaken by
SPRU in the 1970s (Rothwell, 1977).  Achilladelis and his colleagues subsequently
extended the analysis in a series of detailed studies of innovations in the industry, all of
which highlight how, given a strong innovative tradition within a firm, success breeds
success (Achilladelis et al., 1987; 1990; 1993)  Skills and competencies generated in
research, production and marketing in one major breakthrough breed confidence and
generate profits which facilitate further innovations.

Gambardella, in his study of the pharmaceutical industry, remarks on the same
phenomenon.  In particular, he singles out the US pharmaceutical company, Merck
(which has topped the league table for innovative drug discovery since the early 1980s)
for its research tradition, stressing the importance in that tradition of its linkages to basic
research:

Although a public good, science is not a free good.  Internal scientific



capabilities are central for taking advantage of the public good.  Firms like Merck
and Eli Lilly pay systematic attention to scientific research and run their own
research laboratories like academic departments.  They have been more effective
than their rivals in taking advantage of new scientific ideas and in the 1980s
showed notable innovation and market performance. (Gambardella, 1995, p.
103)

However brilliant Merck’s scientists, they, like their German predecessors in I G Farben,
rely on the cross-fertilisation of ideas which derives from an extensive network of linkages
with basic research in universities.  Gambardella uses historical data series from the US
pharmaceutical industry to test a series of hypotheses.  The results show, first, that
research and development have been the most important determinants of competitive
performance and profitability among the largest US drug companies (ibid., p. 142); and
secondly, that the strategies to develop external linkages are complementary to the in-
house research capabilities of large firms, suggesting that firms with greater ‘knowledge
capital’ can extract greater benefits from such linkages (ibid., pp. 157-8).

The emergence of biotechnology has brought radical change to the industry.  Mastery of
synthetic organic chemistry is no longer sufficient to ensure continued technological
leadership.  The linkages are no longer with departments of chemistry and pharmacology,
but with molecular genetics and bio-physics, micro-biology, protein chemistry and chemical
engineering, to name but a few.  Unlike chemistry, biology had no tradition of industrial
linkages.  It has therefore involved both sides in a learning process.  The large chemical or
pharmaceutical firms were understandably cautious in their approach and only in the last
few years have they begun to invest seriously in building up in-house teams in
biotechnology (Grabowski and Vernon, 1994; Sharp, 1995).  In the meantime, they have
relied extensively on external linkages, either through new biotechnology firms or through
direct links with the basic research in universities.

A picture of the complex web of linkages developed in the UK emerges from the study by
Senker and Sharp of the SERC’s Biotechnology Directorate which was established in
1981 (Senker and Sharp, 1988).  The UK pharmaceutical companies - Glaxo, Wellcome,
(SmithKline) Beecham and ICI (now Zeneca) - all played a prominent part on the
management committee, giving them direct influence in shaping the Directorate’s
programme and, just as importantly, oversight of all grant applications.  Interestingly, these
same companies chose not to follow the lead of most of their competitors in other
countries and link up with new biotechnology firms in the United States.  Rather, all have
continued to make extensive use of the UK science base, claiming that the overall quality
of the research in the UK is in general equivalent to that in the US and very much
cheaper (Senker, Joly and Reinhart, 1996).  CASE studentships, LINK schemes and other
initiatives have encouraged such behaviour - indeed Britain probably has a wider array of
schemes encouraging such linkages than any other European country.  It is noteworthy
that this trend is mirrored by the large number of collaborative publications.  In their work
examining publication by the world’s large companies, Hicks et al. (1996) found that,
amongst European chemical and pharmaceutical firms, ICI published more than any of its
European counterparts, and published more in collaboration with university researchers -
and especially British university researchers - than the other companies.  In other words,
as suggested by the evaluation/case study material, it appears that UK chemical and
pharmaceutical companies are deeply embedded in the basic research carried out in British
academic institutions.

There is circumstantial evidence to link this close relationship to the success of the
pharmaceutical industry in Britain, a success that is perhaps best illustrated by two sets of
statistics.  First, in terms of ‘league tables’, the only British company to reach the top 20
pharmaceutical companies world-wide in 1976 was Glaxo at 20th position.  By 1994, Glaxo
topped the league table, two other British companies (SmithKline Beecham and Wellcome)



came within the top 20 and Zeneca, the pharmaceutical/agricultural product half of the
old ICI, came 23rd.  Secondly, between them, these four companies sold 14 out of the
50 top selling drugs compared to 26 from US companies, 3 from German, 3 from
Swiss, 3 from Japanese and 1 from a Swedish company (Sharp and Patel, 1996).
Indeed, one of the most striking features of the last 20 years in the pharmaceutical
industry had been the emergence of this strong cohort of British firms, while at the same
time Britain has attracted a large number of foreign multinational laboratories.

On the basis of a comparison of the relative success of the British and French industries
over the years 1960-90, Thomas (1994) has suggested that the British price control
structures which favoured innovative over ‘me-too’ drugs played some part in orienting
the British firms towards innovative drug discovery.  Brech and Sharp, in an earlier
study on inward investment in pharmaceuticals found that the strength of academic
chemistry, pharmacology and molecular biology has been a factor attracting
multinational R&D laboratories, but that favourable treatment under the price
regulation system has also been an important initial attractor (Brech and Sharp, 1985,
pp. 48-49).  They concluded that the presence of a large number of multinationals in
Britain contributed to the competitiveness of the industry, echoing an earlier
econometric study by Lake who found that “the transfer of technology at market level
has stimulated UK companies both to conduct research of a high quality and to
perform competitively within a wide range of drug technologies” (Lake, 1976).  Brech
and Sharp suggest that the large number of multinational pharmaceutical subsidiaries in
Britain who have employed British nationals in substantive managerial roles, both in
R&D and in marketing, have trained a management cadre which has ‘thought globally’
and has provided the capabilities underpinning the British success (Brech and Sharp,
1985, p. 55).

6.4 UK basic research and the location of corporate R&D

In this section, we discuss the reasons why foreign companies locate R&D in the UK,
and why UK (or European) companies conduct R&D in the US.  Before doing this,
though, we should note that there is an ongoing debate about the significance of
multinational companies’ overseas R&D.  The early literature stressed the role of
home markets in determining firms’ technological advantages.  Successful export
activities led on to the establishment of overseas production facilities and any
associated R&D activity was mainly concerned with adapting products to meet local
tastes (Vernon, 1966).  An analysis of the US patenting activity of the world’s largest
539 firms indicates that, for the majority, technology production remains close to the
home base (Patel, 1995).  Moreover, when these firms locate R&D activities abroad,
no systematic relationship is found between their presence in a technical field and the
relative technological strength of the host country in that area (Patel, 1996); there is no
evidence of any relationship with the scientific strength of the host country in specific
fields.  The globalisation of the technological activities of large multinational firms is
now accelerating.  Some suggest this may reflect a desire to have a ‘window on
foreign science’ and be related to the strength of the science and technology base and
the availability of qualified scientists and engineers, with no special bias towards the
home country (e.g. OECD, 1992).

In comparison with other large European countries, British industrial R&D is much
more internationalised.  In the late 1980s, about 45 per cent of the R&D by large British
firms was performed outside the UK, compared to between 10 and 20 per cent by
equivalent French, German and Italian firms.  The main foreign location for British
firms’ R&D was the US.  The share of R&D performed overseas was relatively high in
traditional sectors (paper and board, building materials, food, drink and tobacco), as well
as in chemicals, petroleum refining and non-electrical machinery.  In pharmaceuticals,
the share was about 25 per cent (SPRU Large Firm Data Base).  Possible reasons for



this emphasis on overseas R&D include the desire to obtain a higher share of foreign
production, corporate strategies such as foreign take-overs (particularly in English-speaking
countries), greater proximity to local markets and sources of raw materials, and
dissatisfaction with or lack of integration into the UK science base.

Offsetting the large ‘export’ of R&D by British-based companies is the fact that a relatively
large share of industrial R&D in Britain is performed by foreign-owned firms -
approximately 20 per cent, which is again about twice that in France, Germany and Italy.
The foreign shares in the UK are relatively high (about 30 per cent) in both fine chemicals
(a field of UK technological strength) and electronics (a field of relative weakness).  In
the former, as noted above, various factors seem to have attracted foreign firms to
perform R&D in the UK.  In the latter, the progressive withdrawal over the past 25 years
of major British-owned firms from computing, semiconductors and consumer electronics
has automatically increased the foreign share of the total (Patel and Pavitt, 1987).  For
example, approximately 80 per cent of the scientific papers published by companies in the
engineering and instrument sector are produced by foreign firms, compared with only 25
per cent in the case of papers produced by firms in the chemical sector (SPRU BESST
database).  A major question for the future, therefore, is the degree to which industrial
R&D in British electronics is dynamic enough to exploit efficiently the British basic
research that is potentially useful for electronics-related technologies.  If not, what could
be done to encourage foreign firms to expand their UK-based activities?

6.4.1 Foreign Multinationals’ R&D Investment in the UK

What are the reasons why foreign firms carry out R&D in the UK?  And how does this
vary across sectors?  Stoneman has shown that overseas financing of industrial R&D in
the UK is larger than in other comparable economies and is growing.  Funding is
concentrated in four main industrial sectors: aerospace, chemicals, electronic equipment
and components, and office machinery and computers.  He suggests that the three main
factors attracting R&D facilities to the UK are the supply of highly skilled manpower, a
strong university system and the relatively low costs of UK qualified scientists and
engineers (Stoneman, 1989).24  Similarly, Taggart (1989) has surveyed US and European
pharmaceutical companies on the reasons why they have set up R&D laboratories in the
UK.  Three of the five main determinants he identified were a “high present stock of
scientists, engineers and technologists”, a “high level of competitors’ R&D activity”, and
“excellence of tertiary education system” (the other two were “strategic importance of
firm’s presence in the market” and “efficient patent laws”).  Webster (1994) has also
investigated the issue, focusing on long-term, large-scale collaborations between a single
company and an academic research group in biotechnology and the biosciences.  He
found that foreign companies enter into these strategic research alliances with the more
prestigious university centres (especially Oxford and Cambridge), suggesting that the
quality of the academic base may be an important factor.

The Japanese External Trade Organisation (JETRO) carries out an annual survey of the
operations of Japanese companies in the manufacturing sector.  The 1994 survey found
that, of the 206 Japanese manufacturers operating in the UK, 83 had British R&D bases,
of which 19 were independent of any manufacturing facilities.  The main reason why
companies locate R&D facilities in the UK is to meet local needs (86 per cent of
respondents).  Subsidiary reasons are “to expand the range of research and development
through foreign researchers’ ideas and way of thinking” (27 per cent) and “shortage of
personnel engaged in research and development in Japan” (17 per cent - see Table V-3 in
JETRO, 1994, p. 53).  The former reason was particularly important for companies which
had set up independent R&D centres.

24 However, some of the data upon which his analysis is based may be misleading; for instance, what
appears to be overseas funding may be an artefact of the location of a group’s corporate office.



There is a limited amount of anecdotal evidence to expand on the reasons for some
Japanese companies’ R&D activities in the UK.  In 1990, Toshiba set up its Cambridge
Research Centre to develop the next generation of microchip technology.  It chose
Cambridge because of the leading-edge, high-quality basic research at the Cavendish
Laboratory on exploiting quantum mechanics in microchip research, and it appointed the
head of the research group, Professor Pepper, to direct its new laboratory (Guardian,
12 December 1990).  Eisai invested £50M in building and running a research laboratory
at University College, London to develop treatments for Alzheimer’s disease.
University College was chosen because of its excellence in neuroscience (Guardian, 12
September 1990).  Canon established its European Research Centre at Surrey
University Science Park to exploit British research strength in loudspeaker technology.
Similarly, Kobe Steel decided to set up British research facilities to exploit local strength
in chemistry.  The  laboratory carries out work on polymers, composites and diamond
thin films, and it funds relevant basic research in British universities.  In all these
examples, it would seem that foreign companies have identified areas of scientific
strength and leading researchers in the UK with whom they wish to develop closer links.
This evidently cannot be done at a distance simply by reading the scientific papers
produced by those researchers.

6.4.2 European Multinationals’ R&D Investments in the US

Within the last two decades, Europe’s chemical and pharmaceutical firms have
recognised that continued success demands that they build up in-house expertise in
biotechnology.  Accordingly, they have made considerable efforts to acquire the
necessary capabilities.  However, the leading edge of research in biotechnology has
remained in the US where the emergence of a dynamic new sector based on small
specialist research firms closely linked to academia has led to an ‘explosion’ of related
science and technology.  As a result, many of the leading multi-national firms, including
French and German-based companies as well as British ones, have found it necessary
to develop a means to access American knowledge and capabilities.  To this end, they
have set up new US laboratories (or extended existing ones), and negotiated contracts
with US academic laboratories or dedicated biotechnology companies.  These same
companies have at the same time retained their established links with their indigenous
science bases and forged new linkages in the area of the life sciences (Sharp et al.,
1993).

A recent follow-up study investigated the factors which influenced ten leading
European multinationals to locate biotechnology research in the US, and the effect of
overseas research on European biotechnology capabilities.  The findings indicate that
the multinationals employ roughly twice as many biotechnology researchers in Europe
as in their US subsidiaries, but that US laboratories often recruit European-born
researchers from among post-doctoral fellows at leading US universities.
Multinationals are moving some areas of research to the US because of gaps in
European expertise - namely in microbial and mammalian cell technology, bio-
informatics and combinatorial chemistry.  Companies expressed concern about the lack
of breadth in European research, with over-concentration on cell biology, molecular
biology and immunology.  The study indicates large gaps in European research and
training, with a loss of talent from Europe to the US at the post-doctoral level.  It is not
clear whether scientists are attracted to work in the US by the science, or whether
limited opportunities, poor salaries and inadequate conditions for post-doctoral work in
Europe drive them abroad.  For instance, the researchers were told that academic
biotechnology research in Europe is adversely affected by under-capitalisation.  This
view is supported by company perceptions that European public sector research is less
well equipped than US.  Post-doctoral training abroad is advantageous, but there may be
cause for concern if a large proportion of European post-doctoral fellows are
subsequently recruited to work in the US (Senker, Joly and Reinhard, 1996).



The major reasons for the location of laboratories in the US are the size of the market, the
need to comply with FDA regulations and the desire to tap into US science.  In addition,
companies have found that the general environment for commercialising biotechnology is
more conducive in the US than Europe, especially in terms of regulation and patenting, but
also as regards the general public acceptance for biotechnology.  The results of this study
indicate that the US activities of European chemical and pharmaceutical multinationals are
helping to increase their biotechnology capabilities in Europe in certain areas where Europe
has weaknesses, for instance in gene therapy, genomics and combinatorial chemistry.  The
European-based laboratories are involved in large strategic alliances with US dedicated
biotechnology firms in these areas, with knowledge flowing directly from the US to Europe.
However, in areas where European public sector research is especially weak, such as
microbial physiology and virology, companies are shifting related research activities to the
US, so exacerbating those existing weaknesses (ibid.).

We have seen in Section 6 that the basic research carried out in universities and other public
sector laboratories is of central importance to industry, with UK strength in certain research
areas being a crucial factor in attracting foreign companies to fund and carry out research
and development in Britain on a large and growing scale.  At the same time, European
companies (including British ones) are increasingly investing in research in other countries,
especially in the United States and in the biotechnology sector.  This is consistent with the
conclusion of Hirst and Thompson (1996) that multinational corporations are nowadays
locating their activities in areas rich in skills rather than those rich in cheap labour.

7.0 FOREIGN EXPERIENCES

7.1 Determining the level of expenditure on basic research

The issue that we were asked to address here concerns the criteria used by governments in
other leading industrial countries to determine the level of public funding for basic research.
In this section, we briefly review the factors influencing the level of government
expenditure on basic research in a number of countries.

In the United States, some 15 federal agencies provide support for basic research, while
substantial sums are also received by public universities from state governments.  There
is, however, no single federal budget for basic research, merely the aggregate effects of
individual expenditure decisions by different government departments and agencies (the
principal ones being the National Science Foundation and the National Institutes of
Health).  The process for setting basic research budgets is complex, and the eventual
outcome is more the product of an adversarial political process - involving federal
agencies, the Executive Office, Congress and the research community - than the
consequence of using explicit criteria (Teich, 1986; Irvine, Martin and Isard, 1990. p. 135).

During the 1980s, US Government spending on basic research increased appreciably, with
an annual growth rate of nearly 5 per cent in real terms (Teich and Gramp, 1988, p. 7).
Over this period, basic research went from being the smallest component of civil R&D
(constituting 28 per cent of the total in 1980) to the largest (with 43% by 1986).
Underlying this fundamental shift in emphasis was “the premise that sustained investment in
basic scientific research will contribute to long-term economic growth, improve the quality
of life, and bolster national defence” (ibid., p. 31).  Despite the Administration’s
reservations about ‘interfering’ in applied R&D, it was felt that the Federal Government did
have a legitimate role to play in stimulating long-term technical change through the direct
support of basic research (Irvine, Martin and Isard, 1990. p. 139).

Federal funding of university research likewise grew rapidly during this period (by 4 per
cent per annum in real terms).  One factor here was the influential Packard-Bromley report
which called for a doubling of support over the next decade.  The authors argued that
university-based research and education were fundamental to the national scientific



enterprise, a view that was largely accepted by the Administration (ibid., p.140).  After
a lean period in the early 1980s, the National Science Foundation also had a resurgence
in its fortunes.  Under the directorship of Erich Bloch, it successfully linked the
justification for its budget to economic competitiveness.  Bloch argued forcibly that the
United States needed to invest much more in the basic science and engineering fields
underlying new technologies.  With its increased funds, the Foundation gave particular
emphasis to fields likely to underpin emerging technologies, with engineering,
mathematics, computer science and materials research being the principle beneficiaries.
Support from National Institutes of Health for basic research in the biomedical area also
grew rapidly, reflecting the high political priority accorded to health in the United States
(ibid., pp. 140-141).

In Germany, the promotion of research is a joint responsibility of the Bund (Federal
Government) and the Lander (states).  In the case of the former, a large part of the
funding for basic research comes from the Federal Ministry of Education and
Research, BMBF (formed from the merger of the Ministries for Education and
Science, BMBW, and for Research and Technology, BMFT).  This supports basic
research through the Deutsche Forschungs-gemeinschaft (DFG) and the Max-Planck
Society (MPG), through core funding of universities and various research centres, and
through its own research programmes.  In all but the last of these, the state
governments also contribute (ibid., pp. 50-52).  Over recent years, there has been
some discussion in BMFT and BMBF over levels of spending on basic research
compared with applied research.  As in the United States, however, it is not so much a
question of explicit criteria being used to determine this, but rather a political ‘gut
feeling’ that basic research funding should be a little higher or lower than last year.  In
addition, state governments have been playing a growing role; for example, some have
provided extra resources to increase the research capacity of their universities and
institutes (and the output of trained researchers) in targeted areas such as computer
science, materials research, engineering and environmental sciences.

It should be stressed, however, that the federal system of government operating in
Germany and the United States means that one cannot easily draw lessons for other
countries for at least two reasons.  First, in a federal system, it is difficult for one part
of government to ‘lay down the law’ because other parts have rights and sovereignty.
Secondly, such a system inevitably creates a degree of political competition between
layers of government, which makes it difficult for administrations to set an overall level
of public expenditure.

Compared with other countries, France has a relatively centralised system for
government support of research.  Like Germany, it has recently merged the Ministries
for Education and for Research into a new ‘super-ministry’.  This funds basic research
through core funding of universities and grandes écoles and through various research
agencies (or organismes), of which the main one is the National Centre for Scientific
Research (CNRS).  Although there is an overall civil research and development budget,
how much of this ends up being spent on basic research depends on individual decisions
in the Ministry, CNRS and other organismes.  There is no evidence that explicit criteria
play much part in those decisions.  During the 1980s, research was a relatively high
priority, especially under the Socialist administrations, and funding for basic research
grew rapidly (ibid., Chapter 4).  However, since then, the financial constraints have
become much tighter.

Basic research in the Netherlands is funded through three main channels.  The ‘first
flow’ consists of core funding for universities from the Ministry of Education and
Science.25  The ‘second flow’ takes the form of project and programme grants from

25 One university is funded by the Ministry of Agriculture and Fisheries.



research councils and foundations, while contracts awarded to universities by government
departments and agencies make up the ‘third flow’.  One feature of Dutch policy over the
latter part of the 1980s was the move gradually to transfer responsibility for basic research
from government departments to the universities and to institutes operated by the
Netherlands Organisation for Scientific Research (NWO).  This represented one element in
a strategy to reshape the national research system which was widely seen as lacking the
degree of integration and coherence needed if the country was to maintain an internationally
competitive effort in key areas over coming years.  After several years in which spending
on basic research fell in relative terms as greater priority was given to work on industrial
production and technology, the Government decided in 1988 to place science at the top of
the Dutch political agenda for the 1990s.  In particular, investment in universities has been
accorded high priority in view of the longer-term socio-economic significance of many areas
of basic research (ibid., pp. 109-110).

In Japan, most of the publicly funded basic research is carried out either in universities
(financed largely by the Ministry of Education, Science and Culture) or in government
institutes funded by other ministries.  During the 1960s and 1970s, government support for
applied research grew rapidly (although from a low base - three quarters of R&D is still
funded by industry compared with around a half in most other OECD countries).
Japanese university research played a relatively minor role, although it was certainly
helpful in interpreting the significance of foreign research for Japan.  However, in 1986,
the Cabinet accepted new national policy guidelines for research.  These stressed Japan’s
transition from a ‘technological follower’ to a ‘technological leader’, a transition which
required, among other things, a shift in emphasis from applied to basic research.  The need
to increase government funding for basic research was further accentuated around this
time by criticisms from abroad, especially the United States, that Japan was ‘free-riding’
on Western efforts in basic research (ibid., pp. 167-174).  Particularly worrying were
certain attempts by the US to prevent the outflow of scientific information and to
discourage inward investment by Japanese enterprises.  Greater priority was therefore
given to government funding of basic research.

Among the policy initiatives taken since then have been: the introduction of targeted
funding for basic research in universities responding to emerging scientific opportunities
and socio-economic demands; concentration of investments in major scientific facilities in
central research institutes; the promotion of collaborative research between universities
and industry; and the development of improved links between Japanese researchers and
the international research community (ibid.).  However, despite the substantial increases
in government funding, the country still faces several major problems in relation to basic
research.  In international terms, Japanese universities are generally rather poorly
equipped to carry out frontier basic research.  In addition, there is continuing concern that
the Japanese educational system and the university structure (especially the continued
emphasis on core funding compared with individual project grants) does not encourage the
nurturing of creative basic researchers prepared to take risks.  Lastly, in the view of some,
Japanese basic research is still too disconnected from industry to support it effectively now
that Japan has reached the scientific-industrial frontier (e.g. Rosenberg, 1994).  In order to
contribute new scientific knowledge as well as to absorb it from elsewhere, more basic
research is needed in Japan.  Without this, it is unlikely to be able to take advantage of
opportunities for further development in certain industrial technologies (such as packaged
software).

Lastly, mention should be made of the Asian ‘tigers’.  South Korea in particular now
recognises the strategic importance of basic research.  Although it is not yet at a stage of
development where it may benefit directly in the short term, it is investing heavily in
publicly funded basic research.  Besides other ‘tigers’ like Singapore, some of the fast-
growing economies in East Asia such as Malaysia are also following this trend.



To sum up: in this section, we have seen how there is no evidence that other countries
use systematic criteria in determining the level of funding for basic research.  Certainly,
there has been no attempt to link that level to the magnitude of the economic benefits
that basic research generates.  However, in most of the major industrialised countries,
there is an emphasis on strengthening basic research in order to enhance technological
innovation, industrial competitiveness, and economic and social development.

7.2 Expectations regarding basic research and ensuring value for money

What benefits do foreign governments expect to see from basic research?  Expectations
vary considerably across countries and over time (for example, as a result of a change in
government or shift in ideology).  From 1945 to the 1980s (in most industrialised
countries), governments had a fairly relaxed attitude towards the expected benefits from
science.  During this time, the model of basic research put forward in 1945 by Vannevar
Bush, the US Presidential science adviser, was widely accepted.  According to this,
governments put money into basic research and out will come, at some time or other,
contributions to wealth, health and national security.  There was not too much concern
about exactly what form those benefits might take or when they might occur.  The
model worked well over that period as public funding of basic research grew appreciably
in real terms each year in most of the advanced industrial countries.

However, the Bush model began to break down as public expenditure came under strain
and demands for greater public accountability grew.  The United Kingdom was one of
the first to experience such pressures in second half of 1970s.  The Netherlands was
another early case, although the reasons were slightly different (it was felt that there
should be more emphasis on science producing social benefits).  The model endured
longest in Germany and the United States, only breaking down around 1990.  In the
German case, this was because of the unexpectedly high costs of unification.  In the US,
there was the problem of the growing Federal Government deficit together with concern
that the model was not working - that Japan rather than the US seemed to be reaping
more of the economic benefits from basic research and technological innovation.

Now, in virtually all OECD countries, a new ‘social contract’ for science seems to be
emerging.  Under this, government will invest in basic research but only if it generates
rather more direct and specific benefits in the form of wealth creation and
improvements to the quality of life.

This new social contract is seen in perhaps its most extreme form in New Zealand
where there have been major organisational changes to the structure of research since
the late 1980s.  Very influential here has been the notion of ‘contestable markets’
developed by the American economist, William Baumol, and his colleagues (Baumol et
al., 1982).26  A key element of reform has been the organisational separation of policy,
purchasing and the provision of research.  The Ministry responsible for policy advice
(the Ministry of Research, Science and Technology, MORST) is seen as competing in a
prospective market place, in this case for ministry services to the government (MORST,
1996, pp. 18-19).  The Ministry is not responsible for funding or ‘purchasing’ research,
that being the responsibility of a notionally separate Public Good Science Fund.  Public-
sector research outside of the universities is structured mainly into ‘Crown Research

26 The theory of ‘contestable markets’ was originally developed to resolve the economic logic of large
utilities in the US.  According to the theory, even where ‘natural monopolies’ exist, competitive rather
than exploitative behaviour can emerge if the position of the monopolist is understood to be
contestable.  It is not always necessary to have several competing suppliers in a particular market: the
mere threat of entry (and replacement) by a possible alternative supplier can be sufficient.  In a small
country like New Zealand, such situations where there is just a single ‘supplier’ often arise; even
organisations that are sole suppliers to the country (i.e. national monopolists) are often uneconomically
small, and this problem would be exacerbated if several suppliers actually entered the ‘industry’.



Institutes’ (CRIs), which are answerable to the Treasury as well as to the Fund.  These,
too, are required to perform as if competing in markets (they are formally constituted as
companies), undertaking research and related services for the benefit of New Zealand.
Although they must operate in a business-like manner (as bound by the Companies Act),
their main responsibility is to return a social rather than an economic benefit to New
Zealand: “In effect the Government expects a science dividend from the CRIs rather than a
financial dividend” (MORST, 1994, p. 4).

Thus, contestability is a key aspect of the New Zealand research funding system.  No
organisation has a guaranteed or assumed share of any pool of funding.  Contestability
essentially operates as a vehicle for providers to offer purchasing alternatives and
purchasers select from these offers.  In principle, it should not create arbitrary (or short-
term) market criteria for performance, and to that extent it does not remove

responsibility for setting priorities or for evaluation from the government.  There are also
some who fear that it creates too much uncertainty for an activity like research, and might
encourage opportunistic behaviour that in the long term may have adverse consequences.

One indication of the changing social contract between science and society is the rapid
spread of technology foresight activities over recent years.  Under the Bush model of
basic research, it was assumed that giving researchers autonomy to determine the
distribution of resources through the peer review system was the best way to co-ordinate
scientific progress.  However, if science is to be more closely linked to meeting economic
and social needs, a new approach is needed that brings together the ‘science push’ with
the ‘demand pull’ - in other words, that enables the ‘users’ of the results of research to
have an input to decision-making on basic research as well as the researchers themselves.
Technology foresight is the process that brings together industry and other ‘users’ of
research results, the scientific community and government to consider longer-term
economic and social needs and scientific and technological opportunities (Martin and
Irvine, 1984; Martin and Irvine, 1989; Martin, 1993).

Technology foresight has been carried out extensively in Japan since 1970.  Besides the
well-known 30-year forecasts of the Science and Technology Agency, there are foresight
activities at three other levels: (i) individual ministries such as MITI; (ii) industrial
associations and other informal groupings of companies; and (iii) individual companies and
research institutes.  Each level of foresight draws upon and contributes to the other levels.
The main benefits arise from the foresight process.  That process brings together
research users, performers and funders and stimulates communication, concentration on
the longer-term, co-ordination of research activities, the creation of consensus, and the
generation of a commitment to convert the technological opportunities into economic and
social benefits.

During the 1980s, technology foresight began to spread to other countries such as France
and Sweden, followed by the Netherlands and Australia.  Initially, Germany, the United
States and Britain remained sceptical about the utility of foresight, but during the first half
of the 1990s these countries, too, began to undertake foresight exercises.  Inevitably, the
first attempts at foresight in each country have not always been fully successful as the
foresight process needs to be carefully tailored to local circumstances.  However, gradually
technology foresight has begun to take root and is coming to be seen as one of the tools for
ensuring that research, in return for public funding, meets the expectations of the public and
their elected representatives.

The final question to be considered is how governments assess the value for money from
their investment in basic research.  In 1986, the US Office of Technology Assessment
carried out a detailed study and produced a report entitled Research Funding as an
Investment: Can We Measure the Returns?  In broad terms, the conclusion was that the
various possible approaches were all too simplistic and potentially misleading. This is



consistent with the findings of more recent reviews (e.g. Congressional Budget Office,
1993; Popper, 1995) and with the review of the literature carried out in this study.
Nevertheless, as part of the new social contract for science, in most industrialised
countries there are demands for greater public accountability, with more emphasis on the
evaluation of research funded by government.  In the United States, for example,
Congress passed the Results and Performance Act in 1993 which requires federal
agencies to establish procedures for monitoring and evaluating the output of all federally
funded programmes.  Until now, ‘value for money’ has been less of an issue in
continental Europe than in the UK and the US.  However, as the constraints on public
expenditure grow (not least to meet the Maastricht targets), that situation is likely to
change.  The task over coming years will be to produce better methodological tools to
meet that challenge.

In summary: the expectations that the state and society have in relation to basic research
are changing.  We are witnessing the emergence of a new ‘social contract’ for basic
research under which the public and government expect more direct and specific
benefits from their investments in this research.  Technology foresight offers one means
to link research to longer-term economic and social benefits.  However, there are
currently no methods for estimating the value for money from publicly funded basic
research in a reliable manner.

8.0 CONCLUSIONS

In this brief study, we have carried out a review of the literature on the relationship
between publicly funded basic research and economic performance.  As we have
seen, there is an extensive literature that touches upon this topic.  In Section 8.1, we
summarise the broad findings from our review, while in Section 8.2 we relate these
specifically to the six issues that we were asked to address by the Treasury.

8.1 Main findings

8.1.1 Econometric studies

The principal conclusions to emerge here are the following:

• There have been numerous attempts to estimate the impact of research on
productivity.  Virtually all have found a positive rate of return, and in most cases
the figure has been comparatively high.  However, these attempts have been beset
with both measurement difficulties and conceptual problems such as the
assumption of a simple production function model of the science system.  In
particular, they tend to assume that basic research is, first and foremost, a source
of useful information to be drawn upon in the development of new technologies,
products and processes.  This ignores the other forms of economic benefit
discussed in Section 5.

• The econometric literature on localisation effects and spillovers suggest that
advanced industrial countries need their own, well developed basic research
capabilities in order to sustain technological development.  Personal links and
mobility are vital in integrating basic research with technological development.
This, in turn, points to the importance of linking basic research to post-graduate
training, ensuring that the latter is carried out in organisations at the forefront of
their research field, a point also emerging from Section 5.

• One can attempt to estimate the rate of return to basic research but only on the
basis of very questionable assumptions.  Mansfield’s work suggests that there is a
very substantial rate of return, but the precise figure he arrives at (28 per cent) is
open to some doubt.



• Among the problems with estimating the rate of return are (i) the complementary
linkages of basic research activities with much larger downstream investments in
development, production, marketing and diffusion; and (ii) the complex and often
indirect contributions of basic research to technology, the balance of which varies
greatly across scientific fields and industrial technologies.

• Because of the highly complex ways in which the benefits of basic research are
captured, and because the routes by which this happens often do not lend themselves
to economic quantification, it is neither logical nor feasible to use estimates of the
rate of return to publicly funded basic research in order to decide what should be the
level of public funding  for basic research.

8.1.2 Surveys and case studies of different forms of economic benefit from basic
research

Among the main findings here are:

• The traditional justification for the public funding of basic research is based on the
argument that science is a public good, with the emphasis being on the role of basic
research as a source of new useful knowledge, especially in a codified form.
However, numerous surveys and case studies have shown that there are several
other forms of economic benefit from basic research, and that new useful knowledge
is not necessarily the principal type of benefit.

• New instrumentation and methodologies are important, both within science, and as a
form of output or economic benefit from basic research.  The transfer of a new
instrument from basic research to industry can open up new technological
opportunities or dramatically alter the pace of technological advance.

• The skills developed by those involved in carrying out basic research, especially
graduate students, also lead to substantial economic benefits as individuals move on
from basic research, carrying with them both codified and tacit knowledge.  When
faced with a particular problem, someone trained in basic research may not have the
solution readily to hand, but they may know where to find the information or skills
required to solve it.

• The tacit knowledge and skills generated by basic research are especially important in
newly emerging and fast-moving areas of science and technology.

• Participation in basic research is essential if one is to obtain access to national and
international networks of experts and information.

• Basic research may be especially good at developing the ability to tackle and solve
complex problems - an ability that often proves of great benefit in firms and other
organisations confronted with complex technological problems.

• Basic research may also lead to the creation of ‘spin-off’ companies, where
academics transfer their skills, tacit knowledge, problem-solving abilities and so on
directly into a commercial environment.  However, the available evidence is not so
convincing on the importance of this form of benefit compared with the others
mentioned above.

• The relative importance of the different forms of economic benefit distinguished here
varies with scientific field, technology and industrial sector - in other words, there is
great heterogeneity in the relationship between basic research and innovation.
Consequently, no simple model of the nature of the economic benefits from basic
research is possible.



• In particular, the traditional view of basic research as a source merely of useful
codified information is too simple and misleading.  It neglects the often larger
benefits of trained researchers, improved instrumentation and methods, tacit
knowledge, and membership of national and international networks.  It should
not, therefore, be used as the basis for policy measures.

• The overall conclusion emerging from the surveys and case studies are that: (i)
the economic benefits from basic research are both real and substantial; (ii) they
come in a variety of forms; and (iii) the key issue is not so much whether the
benefits are there but how best to organise the national research system to make
the most effective use of them.

8.1.3 Basic research in the United Kingdom

The conclusions here can be summarised as follows:

• The literature on the relationship between companies and publicly funded basic
research shows that the use made of such research by companies varies widely
across sectors.  Basic research contributes both through trained scientists and as
source of new useful knowledge.  Much of the contribution of publicly funded
basic research to industry comes in the form of small and often largely invisible
flows.  Companies generally need a strong internal research capability in order
to use and exploit external knowledge effectively.

• There is some literature on basic research and national competitiveness.  At the
macro-level, the relationship between basic research and UK industrial
performance is unclear.  At the sector level, in the case of chemicals and
pharmaceuticals, there is both a strong science base and internationally
competitive industrial performance, with many of the links between basic
research and industry being relatively direct.  In electronics, in contrast,
industrial performance has been weaker and the science base is also less strong.

• However, attempting to identify single causes to explain the competitiveness of
specific sectors of industry is fraught with danger.  A more appropriate
approach may be to assess the strength of both the relevant science base and an
industrial sector’s propensity to invest in corporate R&D.  Also of importance
here is the nature of the links between basic research and commercial
exploitation - whether they are simple and direct, or whether they are more
indirect and longer-term, taking the form of a multi-link chain.

• Data on the location of corporate R&D shows that UK industrial R&D is
comparatively internationalised.  Approximately 45% of UK company R&D is
performed overseas, and about 20% of company R&D in UK is carried out by
foreign companies.  This high level of internationalisation brings substantial
spin-off benefits to the UK in terms of being integrated more fully into
international research networks.

• Investment by UK companies overseas, in particular in US biotechnology, is
driven by the need to access US knowledge and capabilities together with other
factors such as the large North American market, access to raw materials and
the US regulatory regime.  In some cases, dissatisfaction with the UK science
base may also be a factor.  Such overseas links may help to strengthen a
company’s research capabilities, but they may also exacerbate existing
weaknesses in UK basic research.

• The high level of investment by overseas companies in UK R&D is driven by
the desire to access advanced skills, the existence of strong basic research teams
in universities, and the relatively low costs of British researchers.



8.1.4 Foreign Experiences

Here, there are two principal findings:

• There is no evidence that other countries use systematic criteria in determining the
level of funding for basic research.  Certainly, there has been no attempt to link
that level to the magnitude of the economic benefits that basic research generates.
However, in most of the major industrialised countries (and more recently in the
fast-growing economies of East Asia), there is an emphasis on strengthening basic
research in order to enhance technological innovation, industrial competitiveness,
and economic and social development.

• The expectations that the state and society have in relation to basic research are
changing.  We are witnessing the emergence of a new ‘social contract’ for basic
research under which the public and government expect more direct and specific
benefits from their investments in this research.  Technology foresight offers one
means to link research to longer-term economic and social benefits.  However,
there are currently no methods for estimating the value for money from publicly
funded basic research in a reliable manner.

8.1.5 The rationale for public funding of basic research

Numerous studies over the last 25 years have indicated that market forces lead to sub-
optimal investments in basic research.  Nevertheless, as we have seen in this review, the
traditional justification for public funding of basic research (as first set out by Nelson and
Arrow) needs to be extended.  Not only is basic research a ‘public good’ and a source of
codified information but it also yields a variety of other forms of economic benefit.  A more
effective rationale for the public support of basic research should take these fully into
account.  Such a rationale has yet to be constructed.  However, this review of the literature
has pointed to some of the likely constituent elements:27

• the argument of Klevorick et al. (based on the results of the Yale survey of
industrial R&D managers) that basic research represents a source of technological
opportunities;

• the view of Callon that basic research provides a source of new interactions,
networks and technological options, thus increasing technological diversity;

• the work of Pavitt and others showing the importance of basic research as a source
of (i) the skills (particularly those based on tacit knowledge) required to translate
knowledge into practice, (ii) an enhanced ability to solve complex technological
problems, and (iii) the ‘entry ticket’ to the world’s stock of knowledge, providing
the ability to participate effectively in networks and to absorb and exploit the
resulting knowledge and skills.

8.1.6 Policy implications

This review of the literature has demonstrated that, although its economic benefits are hard
to quantify, basic research is absolutely crucial for the UK’s strategic position in the world
economy, and for remaining at the leading edge of technology.  This has been true in the
past (especially in chemicals and pharmaceuticals) and will remain true in the future as new
technologies draw increasingly on the outputs of basic research, on leading-edge scientific
problem-solvers, and on the emerging fields based on a combination of scientific and
technological know-how.

27 Another possible contribution (although it has not been discussed here) is the work of Gibbons
et al. (1994) on the new production of knowledge - in particular, the concept of ‘Mode 2’ production.



However, for a number of reasons emerging from this review, it is difficult to arrive at
simple policy prescriptions.  Those reasons include:

• variations in the forms of interaction between basic research, technology and
innovation, and in the relative importance of the different forms of economic
benefit, with scientific field, technology and industrial sector;

• the dependence of new products and processes on a range of technologies, and
the dependence of new technologies on a large number of scientific fields;
another way of expressing this is in terms of growing technological complexity
and the need to ‘fuse’ previously separate streams of science or technology;

• the importance of ‘spillovers’, including both localisation effects and the
interactions between one activity and another.

In short, there can be no simple unified policy for basic research.  Nevertheless, a
number of lessons emerge from this review:

• Policies must ensure that basic research continues to be closely integrated with
the training of postgraduate students.

• Given the significant contribution to innovation which can flow from new
instrumentation, research grants should include adequate resources for acquiring
or accessing the latest instrumentation, for developing experimental facilities and
new methodologies, and for funding technicians to assist in these tasks.

• The evidence that skilled graduates who enter industry are one of the major
channels through which basic research is transformed into economic benefit
suggests that policies should be directed towards increasing the industrial
recruitment of qualified scientists and engineers, particularly in the case of firms
that currently lack this resource.

• Since a single piece of basic research may contribute to a large number of
different technological and product developments, we continue to need a
portfolio-based approach to the public funding of basic research, along with a
continuing emphasis on responsive mode funding.

• The return from research depends crucially on having access to the outputs of
publicly funded basic research, whether skilled people, techniques,
instrumentation or other outputs.  Without access to these, none of the
downstream benefits are likely to be captured.

8.2 Conclusions on the six issues

In this study, besides reviewing the literature on the economic effects of basic research
more generally, we were also asked to consider the six issues set out in Section 1.  Our
conclusions in relation to these can be summarised as follows:

• Publicly funded basic research seems to have a substantial impact on
productivity.  Most of the productivity increases this century have come from
our mastery over technology, and a large part of this has derived from a better
understanding of the basic scientific processes underlying technology.

• This trend seems likely to continue since new technologies appear to be
increasingly dependent on advances in basic research.  Without the basic
research, we cannot explore the underlying scientific processes and this will
greatly hinder our ability to produce further technological advances in the
future.



• However, the methodologies to quantify the impact of publicly funded basic
research on productivity are seriously flawed.  In particular, they tend to ignore the
non-information forms of output or benefit.

• The relationship between basic research and performance in specific industries
depends as much on the attitude and approach of companies as on the strength of
the basic research.  In the UK, that attitude seems to be more positive and far-
sighted in companies drawing upon the results of basic research in chemistry and
biology than those drawing upon physics and much of engineering research.
However, just as important may be the fact that the latter companies are faced with
the multi-link chains between basic research and commercial exploitation that are
more difficult to nurture and manage.

• In the specific case of the chemical and pharmaceutical industry, there is a good
deal of evidence to suggest that the UK’s strength in these sectors is linked to the
strength of basic research in universities. The link, however, is two-way.  The
traditional linkages between the chemical industry and university chemistry
laboratories stimulated that area of research.  This is less true in the case of
molecular biology which was supported for many years by MRC before potential
pay-off began to emerge.

• Until recently, most multinational companies conducted the great majority of their
research in their home country.  However, evidence is emerging that some are now
locating research activities in areas which have a strong science base and in
particular are rich in scientific skills.

• There is only a small amount of evidence on how aware British companies are of
publicly funded basic research, or on whether they are better or worse informed
than foreign competitors.  Although many are aware of government-funded
collaborative research programmes, with a few prominent exceptions they do not
appear to adopt as systematic approach to gathering intelligence about scientific
research from around the world as some of their competitors in Japan and the
United States.

• There is no sign that explicit criteria are used in other countries to determine the
level of public funding of basic research.  That level depends partly on general
perceptions as to how important a role basic research is likely to play in relation to
the development and exploitation of new technologies, but just as important are
other factors such as the prevailing government philosophy and international
comparisons or pressures.

• Government expectations about the benefits from basic research are changing.  A
new ‘social contract’ is emerging in which there are more specific expectations that
basic research should generate economic and social benefits in return for the
substantial public funds that it receives.
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A2. Recommendations for Future Research

In the original invitation to tender for this study, one of the objectives listed was to act as a
scoping study for possible future research on the relationship between publicly funded basic
research and economic performance.  In what follows, we identify key issues that might
benefit most from future research and suggest how they might best be approached.

1. Econometric studies

We would not advocate giving particularly high priority to econometric studies compared
with theoretical work and empirical case studies and surveys.  Nevertheless, there may be
some merit in carrying out certain of the following:

• a Mansfield-type study in the UK (or, better still, a study comparing Britain with
other leading European countries);

• research at more disaggregated levels focusing on sectors or firms (cf. Malerba,
1992, which is based on the Yale Survey data);

• developing and incorporating into econometric approaches a broader range of
science and technology indicators;

• exploration of alternatives to the blunt production function approach (e.g. through
systems or non-neo-classical procedures).

2. Theoretical analysis

The major theoretical challenges are:

• to devise a basis for public support for basic research that does not rely solely on
the informational properties of its ‘output’, and which recognises that nation states
live in an increasingly globalised world with open borders;

• to explore the argument, first advanced by de Tocqueville and Marx, that it is the
dynamics of business firms that generate demands on the basic research system;

• to question the assumption (held, for example, by the ‘new growth’ theorists) that
the main factor determining technology’s contribution to growth is the strength of
spillovers.

3. Surveys and case studies

The main empirical requirements are for surveys and case studies that:

• systematically analyse the relationship between basic research and technology - in
other words, studies to analyse and compare the various forms of links (based on
the transfer of codified or tacit knowledge, people, instrumentation and so on)
between basic research and technological practice, looking at how these vary with
scientific field, sector of application, country and degree of internationalisation, as
well as how they evolve over time;

• assess whether British firms’ weaknesses in sectors like electronics are having
harmful effects on related fields in basic research, and the degree to which foreign
firms establishing research laboratories in the UK can compensate for these
deficiencies.

APPENDIX 2



4. Combining data with models

Besides the theoretical and empirical studies proposed above, work is also needed that
links the data to the theoretical models.  Suggestions here include:

• using the SPRU innovations database to construct a sectoral input-output model
for the UK (see Section 4.1 above);

• taking up the suggestion of Romer that what ‘new growth’ theory most needs at
present is more inputs from case studies and data such as patent indicators;

• developing dynamic models to integrate the results of the various studies
suggested above.


