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ABSTRACT

Click-through rate is a quantity of interest to online ad-
vertisers, search engine optimizers, and sponsored search
providers alike. The rate at which users click on advertise-
ments presented to them serves as both a metric for evaluat-
ing advertising effectiveness and a financial tool for cost and
revenue projection. To predict future click-through rate, in-
vestigators typically use historical click information since it
provides tangible examples of user behavior. In some cases
plentiful historical data are available and this method pro-
vides a reliable estimate. More often, however, insufficient
historical data exists and creative aggregation must fill the
gap. In this work, we hypothesize that different terms have
an inherently different likelihood of receiving a sponsored
click. For example, the search terms “digital camera” and
“brain structure” clearly express more and less shopping-
oriented intent, respectively. We seek to estimate a term-
level click-through rate (CTR) reflecting these inherent dif-
ferences. At times even aggregation to the term level leaves
us with insufficient historical data for a confident estimate,
so we also propose the use of clusters of related terms for
less frequent, or even completely novel, terms. We reviewed
other broad estimates of CTR (rank CTR and query-volume
decile CTR) and compared them to the estimates computed
using hierarchical clusters of related terms. We found that
using historical data aggregated by cluster leads to more
accurate estimates on average of term-level CTR for terms
with little or no historical data.

Categories and Subject Descriptors

1.5.3 [Pattern Recognition]: Clustering

General Terms: Algorithms

Keywords: Click-Through Rate, Sponsored Search.

1. INTRODUCTION

When an advertisement is presented to a user, will they
find it relevant or intriguing enough to click on it? This is an
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important question in sponsored search advertising. For any
given impression, however, the best we can do is estimate
the chance of a click. We can view the impression/click
relationship as a binomial process where the click-through
rate (CTR) reflects p, the probability of a success (click) in
a trial (impression). The maximum-likelihood estimate of
p is then simply the number of observed successes divided
by the number of trials, i.e. clicks/impressions, or CTR.
In this model, confidence in the estimate is a function of
the rate and the number of trials. In the real world the
number of trials does play a major role in our confidence in
this estimate as a prediction of future CTR, but additional
factors must also be considered.

When estimating CTRs for terms from historical data,
we make certain assumptions. First, and most fundamen-
tally, we assume that recent historical CTRs have a bearing
on future CTRs. In most cases we expect a fairly consistent
term-level CTR over time, but there are some notable excep-
tions: isolated events, periodic occurrences, and infrequent
searches.

In the case of isolated events, historical data may not
exist and sustained interest in the topic/term should not
be assumed. However, sponsored search opportunities may
arise and we may wish to estimate CTR in the absence of
history on the specific search term. Such an estimate will
necessarily be rough, but we wish to come as close as possible
to the true rate. We will consider methods for making CTR
predictions in the complete absence of historical information
in section § 6.

Cyclic fluctuations in search volume are another potential
complication in the assumption that recent historical data
is most relevant to current CTR. As volume of the term
“Halloween decorations” obeys a periodic distribution, so
may the rate at which people click through. We do not ad-
dress the variation in CTR for periodic terms in this work.
However, the majority of query terms do not follow a cyclic
distribution. Liu and Jones [11] examined query logs for ev-
idence of periodicity and found that approximately 34% of
terms display some degree of periodic behavior, but nearly
90% show no periodic changes in search volume at granular-
ity greater than one week.

Low volume search terms provide an interesting challenge
in the use of historical data to predict future CTR. With
low-volume searches we may see, for example, two impres-
sions in a specified time period with one resulting in a click.
In such a situation, the maximum likelihood estimate of the
CTR is 50% and the standard error of the estimate is 0.35.
Standard error of this magnitude renders the estimate vir-



tually useless. In some cases, we cannot even evaluate the
confidence interval of an estimate. Specifically, terms with
zero clicks in a given period of time are unlikely to have a
true underlying click probability of zero, but the maximum
likelihood estimate of the rate and of the standard error
of the estimate are both zero. Alternative calculations of
confidence intervals for the parameter estimates of binomial
distributions [9] assume at least one “success” in the set of
trials and provide no additional assistance in this case.

In this work we make the the assumption that, with the
exception of isolated or novel events, the majority of terms
have a fairly consistent underlying CTR. With this assump-
tion, we can use historical CTR to predict future rate with
varying degrees of confidence. We focus on the best way
to predict future click-through rate of a term from historical
data. To begin, we examine the premise that different terms
exhibit different CTRs in section § 2. In section § 3 we dis-
cuss the difficulties presented by low-volume search terms
in predicting CTR across time periods. In section § 4 we
discuss the broad estimates of CTR that can be computed
from query volume quantile and display rank. In section § 5
we introduce the use of clusters of related terms as an addi-
tional source of historical CTR information. In section § 6
we compare the results of predicting CTR using the broad
estimates (rank and query volume) to methods using clus-
ters. We show that the use of clusters for terms with no
historical data reduces CTR prediction error by 40-43% on
average when compared to other estimation methods.

2. CTR VARIATION ACROSS ADVERTIS-
ERS ON ATERM

In considering term-level CTR, we implicitly assume that
a single such rate exists, but in the keyword-based search
advertising system several advertisers frequently bid on the
same keyword (term). When we speak of a “keyword click-
through rate” we must group over advertisers, but of course
there is variation across them. Several factors can influence
an advertiser’s CTR on a term. The quality of the title and
description is important: spelling, grammar, and prominent
featuring of the query term affect a user’s ability to discern
relevance to their needs. Another feature that may play
a role in variation across advertisers is brand recognition,
which different sites will have to different degrees. And, un-
fortunately, advertisers will sometimes select keywords that
are at best remotely related to their products. We hypothe-
size that the majority of variation in CTR across ads shown
at the same rank stems from these features.

To verify the existence of a term-specific CTR we would
like to examine the CTR variation across advertisers on a
keyword. We consider only clicks and impressions at a single
rank because we want to control for the difference in CTR
associated with rank (see section § 4). Unfortunately, in a
bid-based ranking system the number of different advertis-
ers on a term seen at a specific rank is generally smaller
than the total number of advertisers. When bid determines
placement, advertisers with higher bids are seen more fre-
quently at better ranks, potentially edging out competitors.
In any given period of time, the number of advertisers with
impressions at a specific rank will be too small to observe the
full distribution of rates across advertisers. Ideally we would
like to show that the variation in CTR across advertisers is
smaller than the variation between different terms, but we

cannot make this assertion without a reasonable estimate
of the advertiser CTR distribution. In the absence of such
a distribution, we can still test for a term-level distinction
between the CTRs of sets of advertisers bidding on different
terms by using the Wilcoxon rank-sum test [7]. If we can
see significant differences, they support the assertion that
a term-level rate exists despite advertiser CTR variability.
Although we will perform this test on the small set of terms
for which we have a sample of advertisers, we believe the
results hold across many terms.

We selected a set of terms with a relatively large number
of advertisers and collected CTR data over the three-month
period spanning 12/01/05-2/28/06. We determined that 11
terms had more than 25 advertisers (max=29) at rank four
during this period. For each pair of terms, we computed the
significance of the CTR difference between the sets of rates
across different advertisers by using the Wilcoxon rank-sum
test [7]. We found some significant differences between rates
on different terms (see Table 1). A p-value is the probability
of an event occurring by chance. In this case, the “event”
is that the observed set of rates occurred when the samples
were drawn from the same distribution. So a small p-value
means that it is very unlikely that the samples were drawn
from the same distribution or, in other words, it is likely
that the CTRs for the terms are different. We expect to see
some unrelated terms with similar CTRs: the hypothesis
that related terms should have similar CTR does not imply
that terms with similar CTR should be related. However, it
is interesting to note in Table 1 that the p-values associated
with pairs of football teams are relatively high, indicating
that we should not reject the null hypothesis that the rates
are the same. The difference between “detroit lion” and
“doll house,” on the other hand, has a p-value of 1.1e-8,
indicating a genuine distinction between their CTRs. This
supports our contention that different terms have inherently
different CTRs, despite variation across advertisers.

3. ESTIMATING CTR FOR INFREQUENT
TERMS

True underlying CTR may vary across time periods, but
that process is independent of our ability to make a confident
estimate from historical data. If we assume the existence of
a reasonably consistent CTR over time for the majority of
terms, the terms with the most pervasive difficulty in CTR
estimation are those that occur infrequently. These terms
are particularly vexing since they comprise the majority of
all search terms. Since query frequency, like many other
aspects of the www [6], tends to obey a power law-like dis-
tribution (see Figure 1), a large number of terms will have
only a small number of searches in a given period. A smaller
number of searches implies a smaller number of potential
impressions and, thus, a smaller sample size from which to
estimate the CTR. If we assume that a term’s underlying
CTR remains consistent over time, sampling error will lead
to greater observed variation across time periods for terms
with a smaller number of impressions.

The following analogy illustrates both the sampling prob-
lems and motivation for the use of clustering. Consider an
opinion poll with responses from all over the USA, on a sub-
ject where people from different regions have different views.
It would be relatively easy to compare states to each other,



P-value of difference mercedes breast denver christmas san diego detroit doll philadelphia fairy house karaoke
in rate across benz cancer bronco greeting charger lion house cagle plan machine
advertisers on term card

mercedes benz 1.00E4-00 4.35E-03 3.37TE-02 1.65E-01 5.27E-03 2.02E-07 1.60E-07 3.36E-05 3.41E-03 1.18E-04 1.50E-04
breast cancer 1.00E4-00 2.42E-03 8.75E-01 1.33E-04 5.95E-07 5.31E-05 4.03E-06 4.91E-01 1.64E-03 9.19E-04
denver bronco 1.00E4-00 5.70E-02 3.59E-01 3.59E-03 5.53E-07 4.25E-02 6.16E-03 5.27E-05 5.41E-05
christmas greeting card 1.00E4-00 7.55E-03 9.69E-04 3.46E-03 2.05E-03 6.29E-01 3.55E-03 3.71E-03
san diego charger 1.00E+00 1.27E-01 3.29E-08 3.76E-01 3.31E-04 8.40E-06 9.31E-06
detroit lion 1.00E+00 1.10E-08 5.42E-01 2.98E-05 3.41E-06 5.62E-06
doll house 1.00E+00 2.01E-08 1.52E-03 3.89E-01 2.70E-01
philadelphia eagle 1.00E4-00 6.14E-05 5.20E-06 8.21E-06
fairy 1.00E+00 6.01E-03 2.75E-03
house plan 1.00E+4-00 9.51E-01
karaoke machine 1.00E400

Table 1: Significance (Wilcoxon rank-sum test p-value) of the difference between the observed CTRs on pairs
of terms across advertisers. We selected these terms because clicks and impressions were observed at the
same rank (rank=4) for a relatively large set of advertisers (25-29) during the period 12/01/05-2/28/06.
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Figure 1: Histogram of query volume across search
terms and log-log plot of frequency. In this case the
smallest values are by far the most frequent. Specif-
ically, there are a large number of cases with small
search volume and progressively fewer cases with
larger search volumes. The log-log plot illustrates
the roughly linear relationship between the log of
the frequency of an observation (i.e. a search vol-
ume) and the rank of that frequency: the most com-
monly occurring value will have frequency rank one,
the second most common value will have rank two,
etc. This relationship is commonly seen in power
law distributions, such as the Zipf distribution.

but for an individual city, there might be few responses or
none. In such a case, one could look at the responses from
an area including nearby cities (as counties typically do). If
the county, in turn, does not include enough responses, the
entire state’s data could be used. If the survey is repeated,
the responses from the small cities will be more variable than
the responses from the large regions, simply due to sampling
effects.

To make this example concrete, suppose that 100,000 peo-
ple responded. The number of expected responses from the
City of Burbank, California based on its proportion of the
country’s population [2] is 35. This is comparable to the
number of searches on the low volume terms we consider in
this paper. We would expect 12,200 responses from Califor-
nia, and 6,570 responses from New York State. In California,
we would expect 3,377 responses from Los Angeles County.
If 25% of the Burbank responses are “yes” (i.e., the under-
lying “success” rate is 0.25), our 95% confidence interval for
our estimate of the success rate would be 25% +/- 14.5%.
For LA County, the interval would be 25% +/- 1.47%, and
for California, 25% +/- 0.77%. So if we repeated the survey
on twenty successive days, we would expect a day on which
Burbank would respond “yes” at a rate above 39% or below
11%. For California as a whole, the figures would be 25.7%
and 24.3%. The wide variation in success rate is an inherent
feature of the small sample size.

In most cases (see Figure 1) the number of impresions we
observe will be insufficient to conclusively determine the un-
derlying CTR for a term in a given historical period. Given
this shortage of information, we need alternative approaches
to make CTR predictions. Query search frequency and rank
give us broad estimates of CTR that we can use in the ab-
sence of a confident estimate of rate from a term’s historical
data. We will discuss these estimates in the next section.

4. ESTIMATES OF CTR FROM SEARCH
FREQUENCY AND RANK

Query frequency distributions tell us to expect a large
number of the infrequent search terms for which estimat-
ing CTR poses great difficulty (see Figure 1). Interestingly,
query volume itself appears to have a relationship to CTR
(see Figure 2), although the reasons behind this relationship
are not clear. To illustrate this relationship, we divided the
search volume of a 1.7TM term sample into “deciles,” where
decile one represents the bottom 10% of volume, decile two
represents terms in the 10-20th percentile of search volume,
etc. The highest CTR on a data set spanning the first week
in December 2005 occurs for terms in deciles 2-5 (see Figure
2). This is an interesting phenomenon that may reflect the
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Figure 2: Relative CTR by search volume decile and
rank for the first week of December 2005.

higher information content of relatively low-volume terms.
However, there is substantial variation across weeks in a
three-month period, with several weeks displaying the high-
est CTR for terms in the bottom decile, or 10% of frequency.
Query-volume decile provides a CTR to use when we cannot
make a confident estimate, but this rate may fluctuate over
time.

Rank has a strong influence on CTR and this effect has
been well studied [3, 8]. Joachims et al [8] showed that rank
has such a strong effect that even when they switched the
top two results (such that the first result was somewhat less
relevant than the second) users clicked more frequently on
the first result. Joachims refers to this effect as search en-
gine “trust bias.” The broadest estimate of CTR is that
based on the rank at which an impression occurs. In Fig-
ure 2 we illustrate the relative CTR for each search volume
decile and rank 1-5. “Relative” CTR is the ratio between
the largest observed CTR for any volume decile or rank and
the observed CTR for a given volume decile and rank.

5. ESTIMATING CTR USING KEYWORD
CLUSTERS

We propose a method that uses the historical CTR of
related terms to estimate the rate for low-volume or novel
terms. The underlying hypothesis of this method is that the
more closely terms are related, the closer their CTRs will be.
This approach therefore relies on a reasonably accurate mea-
sure of “relatedness” which reflects the semantic proximity
of the terms. We have used a hierarchical clustering of terms
based on the partitioning of a keyword-advertiser matrix [5]
as a source of term relationships. The clusters were evalu-
ated by calculating the textual similarity of advertisements
for terms within and between clusters. This gave a heuristic
for selecting between clustering algorithms, but it did not
necessarily measure the true semantic coherence of the clus-
ters. Inspection of the clusters reveals that this procedure

facial blemish rid blemish
blemish blemish cream
get rid blemish | blemish treatment

blemish removal | blemish remover

face blemish blemish remedy

Table 2: Example of clustered terms. These terms
are related at hierarchical clustering height two.

groups conceptually related terms quite well (see Table 2 for
an example), but a general measure of semantic similarity
is beyond the scope of this paper.

Grouping of terms by keyword stem and advertisement
landing page has been suggested [1] and is a similar concept,
but the hierarchical nature of the clustering we used allows a
systematic grouping of terms at different levels of specificity.
We would expect alternate clustering methods to produce
similar results if cluster members have a similar degree of
semantic relatedness.

Our clustering contains 5,409,430 terms with 1,596,484
clusters at the bottom level, 222,621 at the second level,
39,888 at the third level, and 6,805 at the fourth level.
We have collected CTR data for 1.7M terms, 1,044,158 of
which can be found in the clustering. These terms represent
723,072 bottom-level clusters, 167,382 second-level clusters,
37,459 third-level clusters, and 6,773 fourth-level clusters.
Many of the bottom-level clusters are singletons: the mean
number of terms from our sample contained in bottom-level
clusters is 1.4. One step up the hierarchy leads to an average
of 6.2 terms per cluster, an additional step gives 27.9 terms
per cluster, and one more gives 154.2. Since the cluster CTR
and the term CTR will be identical for clusters containing
a single term, singleton clusters will generally not assist us
with CTR prediction.

For each term in a cluster, we predict future rate from a
combination of historical data on the term and the histori-
cal data at each level up in the hierarchy. This is analogous
to the “back-off” method used for smoothing n-gram prob-
abilities in language models [10]. In the back-off method,
estimates of n-gram probabilities make use of the associated
(n-1)-gram probabilities when an n-gram has not occurred
in the corpus. Other language models use clustered word
classes [4, 12] to estimate n-gram probabilities. CTR pre-
diction also suffers from data sparsity issues, so we propose
making use of data from a higher level in the cluster hi-
erarchy. Incorporating information at increasing levels of
generality may help to refine the estimate of rate for terms
with a small quantity of historical data. This is compara-
ble to using data for “California” and “LA County” to help
smooth the rate estimate for “Burbank” in the example in
section § 3.

We computed predictions using a term’s historical rate
and its contributions to its clusters, and also using the clus-
ter rates with the term’s historical clicks and impressions
removed. To compute a cluster’s CTR, we sum clicks and
impressions across all terms in the cluster. We omit the con-
tribution of the term to the cluster rate for some predictions
to simulate the case of novel terms (those without historical
information).

6. RESULTS

We compared predictions of CTR using several differ-



ent methods across twelve one-week periods from December
2005 to February 2006. At this level of resolution the major-
ity of terms will not display periodicity [11], so we disregard
periodicity considerations. We have also restricted our anal-
ysis to rank one. The large difference in CTR for different
ranks makes grouping across ranks inappropriate. By using
rank one, we capture as much information as possible: not
all terms have more than one advertiser, so not all terms
will have impressions below rank one. We have also limited
our analysis to exact match results. We expect variation in
CTR for different match types, so for our initial analysis we
have used only the most basic match type.

For each period and each term, we made predictions of the
current period’s CTR based on the following values from the
previous period:

1. overall CTR at rank one
2. search volume CTR for the term’s volume decile

3. rate for the term’s cluster and parent cluster, omitting
the term’s clicks and impressions

4. rate for the term’s cluster, parent cluster, and grand-
parent cluster, omitting the term’s clicks and impres-
sions

5. rate for the term’s cluster through great-grandparent
cluster, omitting the term’s clicks and impressions

rate for the term
rate for the term and its cluster.

rate for the term, its cluster, and its parent cluster.

© »®» N>

rate for the term, its cluster, parent cluster, and grand-
parent cluster.

10. rate for the term and its cluster through great-grandparent

cluster.

Each prediction method makes use of the historical data
from the previous period in predicting the current period’s
CTR. Method 1 applies to any term: we simply predict
that the rate will be the same as the overall CTR of the
previous period. This is the broadest possible estimate of
CTR. Prediction method 2 requires knowledge of a term’s
search volume in the previous time period, so does not apply
to terms that have not been seen previously (novel terms).
In this method we predict that the rate in the current period
will be the same as the overall rate for the volume decile of
the term in the previous period.

For our cluster-based prediction methods, the predicted
rate is a function of the observed rates for the term and
the clusters in the hierarchy containing it. This function
may take several forms, including a linear function of the
variables or a recursion (like the back-off method). For this
analysis, we have used a weighted average of the cluster rates
with less weight given to higher level clusters, but other func-
tional forms may prove useful as well. Prediction method 3
makes use of a term’s cluster’s and parent cluster’s historical
CTR, without including any historical clicks or impressions
for the term itself. This method applies to novel terms, since
it does not rely on historical CTR for the term. Prediction
methods 4 and 5 are similar to 3, but also makes use of the
clusters one and two steps up the hierarchy respectively.

Method 6 simply predicts a term’s historical rate as its
current rate. This method cannot be used for novel terms
and, as we have discussed in section § 3, may vary a great
deal in the common case of low search volume. However, it
is the most straightforward estimate of a term’s CTR, so we
will evaluate it here. In method 7 we incorporate the rate
for the cluster containing the term. Note that we omit this
estimate in the absence of term history because of the large
number of singleton clusters at the bottom level. Methods 8
to 10 are the same as methods 3 to 5, but include historical
clicks and impressions for the target term.

We will use

_ |predictedClicks — observedClicks|
- observedClicks + 1

E

as a measure of error. This ensures that an error of a single
click on a term that only receives a single click counts as a
larger error than a single click error on a term that receives
hundreds of clicks. We have selected this measure of error
rather than sum of squared error since we want a penalty
that does not neglect large errors on small rates. For exam-
ple, if we have 10,000 terms with CTR 0.001 and we predict
CTR = 0 for each of them, the sum of squared error will only
be 0.01. However, if each of those terms receives one click,
our total prediction error as defined above will be 5,000.
This more accurately reflects the weight we wish to apply
to prediction errors resulting in inaccurate click estimates.

To measure each method’s accuracy we selected a random
sample of 100,000 terms appearing in our clustering. For
each week, we computed the predicted rate for each term
using the methods described above. The predicted num-
ber of clicks is then equal to the predicted rate times the
observed number of impressions in the current period. We
computed the average error across terms for each week, and
then took the average across weeks. The results are in Table
3. In addition to computing the average across the entire
sample of terms, we divided the terms into buckets based
on the number of impressions in the reference week: 10 or
fewer (B1), 11-50 (B2), and more than 50 (B3).

Methods 1 and 2 are the broadest estimates of CTR, and
they perform relatively poorly on the sample as a whole. On
the entire sample, the term’s historical rate seemed predict
current rate with the lowest error. In the absence of his-
torical rate, however, the prediction incorporating a term’s
cluster and parent cluster rate performed 40% better on av-
erage than the prediction based on rank and 43% better
than that based on query volume. On the whole, therefore,
we can improve the prediction for terms for which we have
no historical information by using cluster rates.

On our set of terms with a small amount of historical in-
formation (B1), we see that the term’s historical rate does
not predict current rate as well as other methods. The
best prediction on this set of terms comes from omitting
a term’s historical rate and using the cluster rates through
the grandparent or great-grandparent (methods 4 and 5).
The wide variation in rate due to sampling error appears to
make term-level historical rate somewhat misleading on this
data set.

On the terms with a moderate number of impressions (10-
50, set B2), cluster rate information led to less error than
the broader estimates for terms without historical rate. On
this set historical rate is comparable to predictions using
cluster information alone. However, historical rate is clearly



Prediction Mean Mean Mean Mean
Method Error Error Error Error
(B1) (B2) (B3)
1 Rank One Rate 0.775 0.204 0.736 2.423
2 Volume Decile Rate 0.824 0.257 0.797 2.442
3 Cluster and Parent 0.468 0.171 0.525 1.177
Cluster Rate (omitting
term)
4 Cluster, Parent and 0.485 0.169 0.539 1.253
Grandparent Cluster
Rate (omitting term)
5 Cluster through Great- 0.499 0.169 0.550 1.311
Grandparent Cluster
Rate (omitting term)
6 Term Rate 0.398 0.268 0.539 0.493
7 Term and Cluster Rate 0.409 0.249 0.537 0.610
8 Term, Cluster, and Par- 0.418 0.230 0.528 0.728
ent Cluster Rate
9 Term, Cluster, Parent 0.430 0.221 0.532 0.816
and Grandparent Clus-
ter Rate
10 Term and Clus- 0.440 0.214 0.536 0.886
ter  through  Great-
Grandparent Cluster
Rate

Table 3: Mean error across terms and weeks on en-
tire 100K sample, on set B1 (0-10 impressions), on
set B2 (11-50 impressions), and on set B3 (more
than 50 impressions) for each prediction method.
Predictions for each week were computed using his-
torical data from the previous week.

superior for terms with larger numbers of impressions (set
B3). We expect the historical rate to be more reliable with
larger numbers of impressions, as we have on set B3. If
historical information is not available, cluster methods (3 to
5) reduce error by over 50% compared to the rank rate.

Historical rate information performed best overall, despite
the fluctuations across periods for low-volume terms dis-
cussed in Section § 3, but supplementing the prediction with
information about cluster membership reduced error on the
set of terms with a small number of impressions. The rate
prediction incorporating the historical observed rate with
cluster through great-grandparent cluster rates performed
comparably to using the historical rate alone on all but set
B3 (terms with more than 50 impressions), indicating that
using cluster rates does little to no harm. The most notable
result is that using cluster and parent cluster rate informa-
tion with the target term omitted leads to an 40% reduction
in error compared to using the rank rate and a 43% reduc-
tion compared to using the query volume rate. This means
that as soon as we assign a novel term to a cluster we have
a method for estimating its CTR that is superior to more
generic estimates.

7. CONCLUSIONS

We have reviewed the difficulty of estimating CTR for ad-
vertisements on the infrequent terms that comprise the ma-
jority of all searches. Despite the high variability of CTR for
low-volume search terms, historical rate appears to be the
lowest-error estimate available, though smoothing with clus-
ter information does not increase the error on the dataset as
a whole. We have shown that using clusters of related key-
words can provide a 40-43% more accurate estimate of CTR
for terms without historical information than broader meth-
ods. We cannot expect to predict events with high variabil-
ity without error, but our results indicate that using cluster
membership can substantially improve prediction accuracy.
Further investigation into different types of term relation-
ships and their effect on CTR variation is warranted.
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