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#### Abstract

The radiation emitted by two charges circling at opposite ends of a diameter at arbitrary uniform speed is considered, with special attention being paid to interference effects. The difference in the rate of radiation from the system and the sum of the powers emitted separately by each circling charge is shown to be equal to the work done by the particles on each other through their exact Liénard-Wiechert fields, in accordance with the Poynting theorem. Some peculiarities of the radiation at high and low speeds are noted and explained. © 1997 American Association of Physics Teachers.


## I. INTRODUCTION

The term interference is used when a joint local (mean) action of two or more waves by their superposition is not additive and depends on the phase difference between them. In particular, for similar coherent point sources (emitting harmonic waves of the same frequency in phase) constructive or destructive interference occurs at a point according to whether the path difference from it to the sources is $N \lambda$ or $(N+1 / 2) \lambda$ (where $N$ is an integer, and $\lambda$ is the wavelength), so that periodic space variations in intensity result.

Since energy admittedly is neither created nor destroyed by the interference process, it comes to just a spatial redistribution of energy (which supposedly remains the same in total), such that the average intensity over the interference pattern is the same as for incoherent sources. However, this is clearly not the case when a separation between coherent sources is less than a half wavelength, because the path difference of superposing waves for any point then also cannot exceed the value $\lambda / 2$, and interference is nowhere entirely destructive (according to the general rule above). At the same time, for equidistant points (on the plane of symmetry midway between the sources) the condition for constructive interference is obviously fulfilled (with $N=0$ ), resulting in intensity which is twice that due to the same sources if interference did not happen. As a result, the total energy flow from a couple of nearby coherent sources exceeds that for incoherent (or distant) ones, and the surplus apparently should be ascribed to the mutual internal work done by the coherent sources on each other (increasing the rate of their exhaustion).

Although interference is usually treated as one of the basic subjects in any serious course of optics, the mutual influence of coherent sources seems not to be attended to properly in textbooks (probably because separations and sizes of luminous bodies are well above corresponding wavelengths). To fill the gap and corroborate the expectation based on energy conservation by an exact calculation, we consider electromagnetic waves emitted by accelerated charges, representing the simplest point sources of radiation. To simplify the consideration, we restrict it to the case of two charges $q_{1}$ and $q_{2}$ circling in an orbit of radius $a$ at opposite ends of its diameter, which rotates with constant angular speed $\omega$. Since the circling particles are always $2 a$ apart, the source-to-source distance in such a system is less than $\lambda / 2$ (at least for the fundamental frequency $\omega$ ), because $\lambda=2 \pi c / \omega=2 \pi c a / v$ $=2 \pi a / \beta>6 a$, in view of the relativistic restriction on the
particles' speed $v: \beta=v / c<1$. This makes the model suitable for a display of the overall effect of interference.

To provide a uniform circling of charges, an external field $\mathbf{E}_{0}(\mathbf{x}, t)$ is to be applied to the system, whose radial component would furnish centripetal acceleration, while the work done on the charges by its tangential component compensates for energy loss due to radiation. If the system is comprised of two similar particles of opposite charges (each of magnitude $e$ ), circling under their mutual attraction (a classical model for the 'positronium atom''), its stabilization against the "fall to the center" (cf. Problem 1 to Sec. 75 in Ref. 1) can be achieved by means of a rotating electric field, say, due to a circularly polarized electromagnetic wave. (In the general case of arbitrary charges it is not so simple, and a more sophisticated guiding field may be required.)

A proper tuning of the wave's frequency and amplitude allows for the compensation of radiative loss with the work done on the particles by the field of the wave, which renders the particles' acceleration just centripetal. Incidentally, if the stabilizing wave is standing and plane, and the particles' orbit lies in one of the antinodal planes for electric field, the magnetic counterpart of the wave's fields is ineffective, because the same planes prove to be nodal for it (see, e.g., Sec. 7.4 of Ref. 2). In particular, the wave then does not exert radiation pressure on the circling particles, since a force perpendicular to the plane of the orbit (in a transverse electromagnetic wave) might result from the magnetic field only (which is zero in the nodal planes).

One more observation is appropriate with respect to the system at hand. Since the Coulomb force between the charges is purely radial, it cannot be responsible for the work done by the circling particles on each other. Therefore, their interaction should be defined by the entire Lienard-Wiechert electromagnetic fields, and the whole treatment must be relativistic.

According to (6.110) of Ref. 3, the total work done on the particles per unit time is

$$
\begin{equation*}
\int_{V}\left(\mathbf{J}_{1}+\mathbf{J}_{2}\right) \cdot\left(\mathbf{E}_{0}+\mathbf{E}_{1}+\mathbf{E}_{2}\right) d^{3} x=d E_{\mathrm{mech}} / d t=0 \tag{1}
\end{equation*}
$$

since the uniform circling implies a constant mechanical energy $E_{\text {mech }}$. Here, $\mathbf{E}_{0}$ is the applied (guiding) field, and $\mathbf{E}_{j}$ is the Liénard-Wiechert electric field of the $j$ th charge.

Inasmuch as the system is stationary, the energy supplied by the external field $\mathbf{E}_{0}$ to keep the charges' motion steady must be given off by the system at the same rate. In a sense,
the circling charges represent an "antenna,'" fed by the guiding field. Therefore, the total power radiated is

$$
\begin{align*}
P & =\int_{V}\left(\mathbf{J}_{1}+\mathbf{J}_{2}\right) \cdot \mathbf{E}_{0} d^{3} x \\
& =-\int_{V}\left[\mathbf{J}_{1} \cdot \mathbf{E}_{1}+\mathbf{J}_{2} \cdot \mathbf{E}_{2}+\left(\mathbf{J}_{1} \cdot \mathbf{E}_{2}+\mathbf{J}_{2} \cdot \mathbf{E}_{1}\right)\right] d^{3} x \tag{2}
\end{align*}
$$

By Poynting's theorem the negative work done on each charge by its self-force,

$$
\begin{equation*}
P_{j}=-\int_{V} \mathbf{J}_{j} \cdot \mathbf{E}_{j} d^{3} x=-q_{j} \mathbf{v}_{j} \cdot \mathbf{E}_{j}\left(\mathbf{x}_{j}\right) \tag{3}
\end{equation*}
$$

(where the $\delta$-functional form of the current density $\mathbf{J}_{j}$ for a point particle has been used), describes its individual radiation in the absence of the partner. Thus the first two terms on the right-hand side of Eq. (2) correspond to incoherent sources; they are mutually independent and expressible via centripetal acceleration by means of the relativistic Larmor formula, see, e.g., (14.26) of Ref. 3.

There are two main difficulties associated with Eq. (3). One is an infinite value of the self-field at the site of a point particle; it can be handled by the mass-renormalization procedure ${ }^{4}$ (see also Ref. 5). The other is the so-called Schott term (containing the second time-derivative of the particle's velocity), which appears in $\mathbf{E}_{j}\left(\mathbf{x}_{j}\right)$ but is absent in the Larmor power formula (see the discussion in the series of papers set forth in Ref. 6). Fortunately, for a uniform circular motion the term becomes ineffective, and the (relativistic) radiative reaction force (see, e.g., (4.18) of Ref. 7) simplifies to

$$
\begin{equation*}
q_{j} \mathbf{E}_{j}\left(\mathbf{x}_{j}\right)=\mathbf{F}_{r}=-2 q_{j}^{2} \gamma^{4} \omega^{2} \boldsymbol{\beta} / 3 c^{2} \tag{4}
\end{equation*}
$$

where $\gamma=\left(1-\beta^{2}\right)^{-1 / 2}$.
Hence, Eq. (2) shows that the difference between the actual power $P$, radiated from the system, and the incoherent radiated powers $P_{1}$ and $P_{2}$ :

$$
\begin{align*}
P-P_{1}-P_{2} & =-\int\left(\mathbf{J}_{1} \cdot \mathbf{E}_{2}+\mathbf{J}_{2} \cdot \mathbf{E}_{1}\right) d^{3} x \\
& =-q_{1} \mathbf{v}_{1} \cdot \mathbf{E}_{2}\left(\mathbf{x}_{1}\right)-q_{2} \mathbf{v}_{2} \cdot \mathbf{E}_{1}\left(\mathbf{x}_{2}\right) \tag{5}
\end{align*}
$$

(which describes the interference effects) is defined by interaction of circling charges. The main objective of this paper is to corroborate Eq. (5) by independent direct calculations of its two sides, through a comparison of the power radiated by the circling charges with their mutual work on each other.

## II. POWER RADIATED BY THE CHARGES

Since the uniform circling is a periodic motion, the energy flow emitted from the system consists of discrete spectral components whose frequencies are multiples of the angular velocity $\omega$.

The intensity of radiation at the frequency $m \omega$ ( $m$ $=1,2, \ldots$ ) per unit solid angle at a distance $R_{0}$ from the center of the orbit is

$$
\begin{equation*}
d I_{m} / d \Omega=(c / 2 \pi)\left|\mathbf{k} \times \mathbf{A}_{m}\right|^{2} R_{0}^{2} \tag{6}
\end{equation*}
$$

where $|\mathbf{k}|=m \omega / c$. If the system of coordinates chosen corresponds to $k_{x}=0, k_{y}=k \sin \theta, k_{z}=k \cos \theta$, the $m$ th Fourier component of the vector potential for one circling particle of charge $q$ is defined by

$$
\left\{\begin{array}{l}
A_{x m}  \tag{7}\\
A_{y m}
\end{array}\right\}=\frac{q}{R_{0}} \exp \left(i k R_{0}\right)\left\{\begin{array}{c}
-i \beta J_{m}^{\prime}(m \beta \sin \theta) \\
J_{m}(m \beta \sin \theta) / \sin \theta
\end{array}\right\}, \quad A_{m z}=0
$$

where $J_{m}$ and $J_{m}^{\prime}$ are the Bessel function (of order $m$ ) and its derivative, respectively; see, e.g., Eqs. (74.6) and (74.7) of Ref. 1. The fields of the second charge are given by similar expressions with opposite sign of $\boldsymbol{\beta}$, which can be allowed for by use of symmetry properties of the Bessel functions and their derivatives:

$$
\begin{equation*}
J_{m}(-x)=(-1)^{m} J_{m}(x), \quad J_{m}^{\prime}(-x)=-(-1)^{m} J_{m}^{\prime}(x) \tag{8}
\end{equation*}
$$

Taking into account that

$$
\begin{equation*}
\left|\mathbf{k} \times \mathbf{A}_{m}\right|^{2}=k^{2}\left(\left|A_{x}\right|^{2}+\left|A_{y}\right|^{2} \cos ^{2} \theta\right), \tag{9}
\end{equation*}
$$

one arrives at the following expressions for the time-average power radiated per unit solid angle by a single circling particle:

$$
\begin{equation*}
\langle d P / d \Omega\rangle_{1}=q^{2} \sum_{m=1}^{\infty} P_{m}(m \beta, \sin \theta) \tag{10}
\end{equation*}
$$

and for the radiation from a system of two circling charges $q_{1}$ and $q_{2}$

$$
\begin{align*}
\langle d P / d \Omega\rangle_{2}= & \left(q_{1}^{2}+q_{2}^{2}\right) \sum_{m=1}^{\infty} P_{m}(m \beta, \sin \theta) \\
& +2 q_{1} q_{2} \sum_{m=1}^{\infty}(-1)^{m} P_{m}(m \beta, \sin \theta) \tag{11}
\end{align*}
$$

Here, $P_{m}$ is the power in the $m$ th harmonic for one charge of unit strength:

$$
\begin{align*}
P_{m}= & \left(m^{2} \omega^{2} / 2 \pi c\right)\left[\beta^{2} J_{m}^{\prime 2}(m \beta \sin \theta)\right. \\
& \left.+\cot ^{2} \theta J_{m}^{2}(m \beta \sin \theta)\right] \tag{12}
\end{align*}
$$

cf. (74.8) in Ref. 1 or Problem 14.8 of Ref. 3.
The Kapteyn series of Bessel functions in (10) can be summed up using the following relations:

$$
\begin{align*}
& \sum_{m=1}^{\infty} m^{2} J_{m}^{2}(m b)=b^{2}\left(b^{2}+4\right) / 16\left(1-b^{2}\right)^{7 / 2}  \tag{13}\\
& \sum_{m=1}^{\infty} m^{2} J_{m}^{\prime 2}(m b)=\left(3 b^{2}+4\right) / 16\left(1-b^{2}\right)^{5 / 2}
\end{align*}
$$

which are derivable by averaging (over the period) squares of the Bessel's solution to the classical Kepler's problem or which can be found in Ref. 8. Incidentally, there is a misprint in Eq. (3), Sec. 17.6 on p. 573 of Ref. 8 (where $1 / 2$ stands for the correct value of $7 / 2$ in the bracket's exponent of our first formula), which is often inadvertently reproduced in reference books: cf. Ref. 9.

The summation in (10) yields [cf. (74.4) in Ref. 1]

$$
\begin{equation*}
\left\langle\frac{d P}{d \Omega}\right\rangle_{1}=(q \omega \beta)^{2} \frac{4\left(1+\cos ^{2} \theta\right)-\beta^{2}\left(1+3 \beta^{2}\right) \sin ^{4} \theta}{32 \pi c\left(1-\beta^{2} \sin ^{2} \theta\right)^{7 / 2}} \tag{14}
\end{equation*}
$$

which, on integration over all possible directions, results in

$$
\begin{equation*}
P_{1}=\int\langle d P / d \Omega\rangle_{1} d \Omega=2 q^{2} \gamma^{4} \omega^{2} \beta^{2} / 3 c \tag{15}
\end{equation*}
$$

which is nothing but the relativistic Larmor power formula for a single particle:

$$
\begin{equation*}
P_{1}=\left(2 q^{2} / 3 c\right) \gamma^{6}\left[\dot{\beta}^{2}-(\boldsymbol{\beta} \times \dot{\boldsymbol{\beta}})^{2}\right], \tag{16}
\end{equation*}
$$

since $\boldsymbol{\beta}$ is orthogonal to $\dot{\boldsymbol{\beta}}=d \boldsymbol{\beta} / d t$ for a circular motion, and $|\dot{\boldsymbol{\beta}}|=\omega^{2} a / c=\omega \beta$ is just a magnitude of the centripetal acceleration.

Although an analogous summation cannot be performed in (11), the expression can be integrated over angles if one uses Schott's result, cited as (74.9) in Ref. 1:

$$
\begin{align*}
\int P_{m} d \Omega= & \left(q^{2} \omega^{2} / c\right) 2 m \beta\left[J_{2 m}^{\prime}(2 m \beta)\right. \\
& \left.-\left(2 \beta^{2} \gamma^{2}\right)^{-1} \int_{0}^{2 m \beta} J_{2 m}(\xi) d \xi\right] \tag{17}
\end{align*}
$$

Thus the total power radiated jointly by both circling charges (which must be supplied, of course, by the stabilizing field) is found to be

$$
\begin{align*}
P= & \int\left\langle\frac{d P}{d \Omega}\right\rangle_{2} d \Omega=P_{1}+P_{2}+2 q_{1} q_{2} \sum_{m=1}^{\infty}(-1)^{m} \int P_{m} d \Omega \\
= & \frac{\left(q_{1}^{2}+q_{2}^{2}\right) 2 \gamma^{4} \omega^{2} \beta^{2}}{3 c}+4\left(\frac{q_{1} q_{2} \omega^{2}}{c}\right) \beta \sum_{m=1}^{\infty} m(-1)^{m} \\
& \times\left[J_{2 m}^{\prime}(2 m \beta)-\left(2 \beta^{2} \gamma^{2}\right)^{-1} \int_{0}^{2 m \beta} J_{2 m}(\xi) d \xi\right] \tag{18}
\end{align*}
$$

where (15) has been used in the first term.
Expression (18) consists of two parts: one, defined by the first term, which would be the only one if each particle were circling alone (incoherent sources), and the second one defined by the series, which describes the overall effect of interference and gives the desired value of the left-hand side of Eq. (5).

## III. LIMITING CASES AND MULTIPOLE FIELDS

To see in more detail the behavior of the combined power of radiation $P$ relative to the incoherent contributions of the single-charge powers $P_{1}+P_{2}$, it is helpful to consider the low-speed limit of the infinite sum in (18). In the case of a nonrelativistic motion of particles, $\beta \ll 1$, the series expansions of Bessel functions for small values of their argument yield

$$
\begin{align*}
& \sum_{m=1}^{\infty} m(-1)^{m}\left[J_{2 m}^{\prime}(2 m \beta)-\left(2 \beta^{2} \gamma^{2}\right)^{-1} \int_{0}^{2 m \beta} J_{2 m}(\xi) d \xi\right] \\
& \quad \approx \frac{\beta}{3}\left(-1+\frac{14}{5} \beta^{2}+\cdots\right) \tag{19}
\end{align*}
$$

where only the first two terms (with $m=1,2$ ) survive in the sum up to order $\beta^{3}$.

In this approximation the interference term in (18) becomes

$$
\begin{equation*}
P-P_{1}-P_{2}=\left(4 c q_{1} q_{2} \beta^{4} / 3 a^{2}\right)\left(-1+14 \beta^{2} / 5+\cdots\right) . \tag{20}
\end{equation*}
$$

On the other hand, for the low harmonics, the expansion in powers of $\beta$ corresponds to expansion in powers of $k a$, which is just the multipole expansion of electromagnetic fields; see Secs. 9.1-9.3 in Ref. 3.

The lowest order multipole fields now (for $\omega \neq 0$ ) are the electric dipole and quadrupole, since the magnetic dipole moment of circling charges remains constant and is ineffective for radiation. The corresponding total powers radiated are

$$
\begin{equation*}
P_{d}=\frac{c k^{4}|\mathbf{p}|^{2}}{3}, \quad P_{Q}=c k^{6} \sum_{\alpha, \beta} \frac{\left|Q_{\alpha \beta}\right|^{2}}{360} \tag{21}
\end{equation*}
$$

where $\mathbf{p}$ and $Q_{\alpha \beta}$ are the Fourier components of the electric dipole and quadrupole moments, respectively; see (9.24) and (9.49) in Ref. 3 or (67.11) and (71.5) in Ref. 1.

For the system at hand,

$$
\mathbf{p}=a\left(q_{1}-q_{2}\right) \operatorname{Re}\left\{\begin{array}{l}
1  \tag{22}\\
i \\
0
\end{array}\right\} e^{-i \omega t}
$$

$\left\{\begin{array}{l}Q_{11} \\ Q_{12} \\ Q_{22} \\ Q_{33}\end{array}\right\}=\frac{a^{2}\left(q_{1}+q_{2}\right)}{2}\left[\left\{\begin{array}{c}1 \\ 0 \\ 1 \\ -2\end{array}\right\}+3 \operatorname{Re}\left\{\begin{array}{c}1 \\ i \\ -1 \\ 0\end{array}\right\} e^{-2 i \omega t}\right]$,
while all other components of the quadrupole moment tensor $Q_{\alpha \beta}$ vanish.

However, to order $\beta^{6}$ retained in (20) we must include a correction to the dipole moment, cf. (9.11)-(9.12) in Ref. 3. An exact expression for the radiated power is an incoherent sum of contributions from all multipoles:

$$
\begin{equation*}
P=\left(\frac{c}{8 \pi k^{2}}\right) \sum_{l, m}\left[\left|a_{E}(l, m)\right|^{2}+\left|a_{M}(l, m)\right|^{2}\right] ; \tag{24}
\end{equation*}
$$

see (16.79) in Ref. 3. The 'amplitudes'" $a_{E}$ and $a_{M}$ (in the absence of intrinsic magnetization) are expressible in terms of the charge and current densities $\rho(\mathbf{x}, t), \mathbf{J}(\mathbf{x}, t)$ as

$$
\begin{align*}
\left\{\begin{array}{c}
a_{E} \\
a_{M}
\end{array}\right\}= & \frac{4 \pi k^{2}}{i \sqrt{l(l+1)}} \int Y_{l m}^{*}\left[\left\{\begin{array}{c}
\rho \frac{\partial}{\partial r}\left[r j_{l}(k r)\right] \\
0
\end{array}\right\}\right. \\
& \left.+\left\{\begin{array}{c}
i k(\mathbf{r} \cdot \mathbf{J}) / c \\
\boldsymbol{\nabla} \cdot(\mathbf{r} \times \mathbf{J}) / c
\end{array}\right\} j_{l}(k r)\right] d^{3} x \tag{25}
\end{align*}
$$

where $j_{l}(k r)$ and $Y_{l m}^{*}(\theta, \phi)$ are spherical Bessel functions and (complex conjugate) spherical harmonics, respectively; see (16.91) and (16.92) in Ref. 3.

A Fourier series expansion for the charge density is suggested, e.g., in Problem 9.1(b) of Ref. 3:

$$
\begin{equation*}
\rho(\mathbf{x}, t)=\rho_{0}+\sum_{n=1}^{\infty} \operatorname{Re}\left[2 \rho_{n}(\mathbf{x}) e^{-i n \omega t}\right] \tag{26}
\end{equation*}
$$

where for our system (in spherical coordinates)
$\rho_{n}(\mathbf{x})=\left(1 / 2 \pi a^{2}\right) \delta(r-a) \delta(\theta-\pi / 2)\left[q_{1}+(-1)^{n} q_{2}\right] e^{i n \phi}$.

Since, in this case,

$$
\begin{equation*}
\mathbf{r} \cdot \mathbf{J}=0, \quad \boldsymbol{\nabla} \cdot(\mathbf{r} \times \mathbf{J})=-\mathbf{r} \cdot(\mathbf{r} \times \mathbf{J})=0, \tag{28}
\end{equation*}
$$

in the sum (24), all $a_{M}=0$, and only electric multipole terms survive. As a matter of fact, (24) provides an expression for $P$ alternative to (18).

To find the necessary correction to the dipole moment, we need just $a_{E}(1,1)$, which is

$$
\begin{equation*}
a_{E}(1,1)=\widetilde{a}_{E}(1,1)(3 / 2)\left[j_{0}(\beta)-j_{1}(\beta) / \beta\right], \tag{29}
\end{equation*}
$$

where the long wavelength value $\tilde{a}_{E}$, corresponding to (22), is given by (16.93) of Ref. 3:

$$
\begin{equation*}
\widetilde{a}_{E}(1,1)=\left(4 \pi k^{3} \sqrt{2} / 3 i\right) \int Y_{11}^{*} r \rho d^{3} x \tag{30}
\end{equation*}
$$

(the recursion formulas for the spherical Bessel functions also have been used to express $j_{1}^{\prime}$ ).

An expansion in powers of $\beta$ yields
$a_{E}(1,1)=\widetilde{a}_{E}(1,1)\left[\frac{\cos \beta}{\beta^{2}}-\frac{\sin \beta}{\gamma^{2} \beta^{3}}\right]=\widetilde{a}(1,1)\left(1-\beta^{2} / 5+\ldots\right)$,
and for powers of radiation, one obtains

$$
\begin{align*}
& P_{d} \approx \frac{2 c\left(q_{1}-q_{2}\right)^{2} \beta^{4}}{3 a^{2}}\left(1-2 \beta^{2} / 5+\cdots\right)  \tag{32}\\
& P_{Q} \approx \frac{8 c\left(q_{1}+q_{2}\right)^{2} \beta^{6}}{5 a^{2}}
\end{align*}
$$

Organized as a sum of incoherent and interference terms, they give

$$
\begin{align*}
P= & \left(2 c \beta^{4} / 3 a^{2}\right)\left[\left(q_{1}^{2}+q_{2}^{2}\right)\left(1+2 \beta^{2}+\ldots\right)\right. \\
& \left.+2 q_{1} q_{2}\left(-1+14 \beta^{2} / 5+\ldots\right)\right] \tag{33}
\end{align*}
$$

which is to be compared with (20).
The following features of expression (33) should be noted.
(a) If $q_{1}=q_{2}$, there is no dipole radiation, only a quadrupole one occurs. The sum of the powers is proportional to $\beta^{6}$. This is also seen in the exact result (11) as the absence of power radiated in the fundamental, because the terms with $m=1$ are then canceled out.
(b) If $q_{1}=-q_{2}$, there is only dipole, but no quadrupole radiation. To order $\beta^{6}$ inclusive, the power is given, due to interference, by 4 times (not twice!) the power of a single charge; cf. Problem 1 to Sec. 67 of Ref. 1.
(c) The incoherent term has a correction factor $\left(1+2 \beta^{2}\right)$ which is just the expansion of the factor $\gamma^{4}$ in the first term of (18).
(d) The interference term is just the order $\beta^{6}$ approximation (20) of the exact result (18).
It is to be mentioned that one-to-one correspondence between multipoles and harmonics extends here only to the fundamental and the first harmonic. Incidentally, the exact expression for $a_{E}(1,1)$ is not to be used in our approxima-
tion, because the radiation into the fundamental frequency receives contributions from higher multipoles; e.g., the third moment contributes to frequencies $\omega$ and $3 \omega$, and so on.

Quite another interplay between the incoherent and interference contributions is observed in the high-speed limit, when terms of higher order in $\beta$ become important. In the case of ultrarelativistic motion, the effect of interference relatively lessens, because the first member of (18) contains the factor $\gamma^{4}$, which becomes increasingly large since $\gamma \rightarrow \infty$ as $\beta \rightarrow 1$. This is understandable in view of the confinement of the fast particle's radiation to a narrow pencil parallel to its velocity. Since the velocities of the circling particles are always opposite each other, their radiations at high speeds take place mainly in mutually opposite directions, so that their fields just do not overlap; such overlap is necessary for interference. Thus, as $\beta \rightarrow 1$, the particles radiate effectively as incoherent sources. This is in accord with another observation, that for fast particles the higher harmonics become important, for which the intersource distance $2 a$ may considerably exceed the wavelength $\lambda_{m}=2 \pi c / m \omega=\lambda / m$, when $m$ is large enough. Therefore the same circling particles are to be considered, for the fundamental mode $\omega$, as adjacent sources of the dipole radiation whose mutual work is important in the energy balance, but for spectral components of higher frequencies $m \omega, m \gg 1$, they should be treated as distant ones (with a negligible inter-influence).

## IV. A DYNAMICAL APPROACH

To calculate the work done by the particles on each other (and thereby justify our main inference), we should find the force of their interaction, which is defined by the LiénardWiechert electromagnetic fields:
$\mathbf{E}_{i}=\mathbf{E}_{v}+\mathbf{E}_{a}, \quad \mathbf{B}_{i}=\mathbf{n}^{\prime} \times \mathbf{E}_{i}, \quad \mathbf{E}_{v}=q\left(\mathbf{n}^{\prime}-\beta^{\prime}\right) / \gamma^{2} R^{\prime 2} s^{3}$,
$\mathbf{E}_{a}=q \mathbf{n}^{\prime} \times\left[\left(\mathbf{n}^{\prime}-\beta^{\prime}\right) \times \boldsymbol{\beta}^{\prime}\right] / c R^{\prime} s^{3}, \quad s=1-\mathbf{n}^{\prime} \cdot \boldsymbol{\beta}$.
The prime by a symbol indicates that the corresponding function of time is to be taken at a previous moment $t^{\prime}=t$ $-R\left(t^{\prime}\right) / c$, where $R\left(t^{\prime}\right)$ is the distance from the previous position of the particle generating the fields, $\mathbf{x}_{q}\left(t^{\prime}\right)$, to an observation point, $\quad \mathbf{x}, \quad$ i.e., $\quad R^{\prime}=R\left(t^{\prime}\right)=\left|\mathbf{R}\left(t^{\prime}\right)\right|=\mid \mathbf{x}$ $-\mathbf{x}_{q}\left(t^{\prime}\right) \mid, \mathbf{n}^{\prime}=\mathbf{R}^{\prime} / R^{\prime}$.

Focusing for definiteness on the charge $q_{1}$, we calculate the fields in its close vicinity due to the second particle. Since the observation point, $\mathbf{x}$, and the source of the field, $\mathbf{x}_{q}$, are both assumed to move in the same circle with equal angular velocities, this implies the following time dependence of their coordinates:

$$
\begin{align*}
x & =-a \cos \omega t, \\
y & =-a \sin \omega t,  \tag{35}\\
y & =a \cos \omega t, \\
y_{q} & =a \sin \omega t, \quad z=z_{q}=0 .
\end{align*}
$$

Here, the counterclockwise rotation in the $X O Y$ plane is supposed, with the initial condition corresponding to the symmetric arrangement of the particles on the $O X$ axis at $t$ $=0\left(q_{1}\right.$ being on the left and $q_{2}$ on the right of the origin, which is placed at the center of the orbit).

For the retarded separation of the particles, we have

$$
\begin{align*}
R^{\prime}= & {\left[\left(-a \cos \omega t-a \cos \omega t^{\prime}\right)^{2}\right.} \\
& \left.+\left(-a \sin \omega t-a \sin \omega t^{\prime}\right)^{2}\right]^{1 / 2} \\
= & 2 a \cos \frac{\omega\left(t-t^{\prime}\right)}{2}, \tag{36}
\end{align*}
$$

whence the retardation relation defining $t^{\prime}$ in (34) becomes

$$
t-t^{\prime}=(2 a / c) \cos \left[\omega\left(t-t^{\prime}\right) / 2\right]
$$

or

$$
\begin{equation*}
\varphi=\beta \cos \varphi \tag{37}
\end{equation*}
$$

with $\varphi=\omega\left(t-t^{\prime}\right) / 2$ (that can also be seen from a simple geometry or found in Ref. 10).

The interaction fields (34) are expressible in terms of the same angle $\varphi$. Since the circling is supposed to be uniform, it suffices to consider it at an arbitrary moment of time, say, for $t=0$ when $\varphi=-\omega t^{\prime} / 2$. Then the corresponding retarded vectors in (34) have the following components:
$\mathbf{R}^{\prime}=\{-a(1+\cos 2 \varphi), a \sin 2 \varphi\}, \boldsymbol{\beta}^{\prime}=\beta\{\sin 2 \varphi, \cos 2 \varphi\}$,
$\mathbf{n}^{\prime}=\mathbf{R}^{\prime} / R^{\prime}=\{-\cos \varphi, \sin \varphi\}, \dot{\boldsymbol{\beta}}^{\prime}=\left(c \beta^{2} / a\right)\{\cos 2 \varphi, \sin 2 \varphi\}$,
whence $\quad \mathbf{n}^{\prime} \cdot \boldsymbol{\beta}^{\prime}=-\beta \sin \varphi, \quad$ so that $\quad s=1+\beta \sin \varphi$ ( $\beta=a \omega / c$ ). Substituting these expressions into (34) yields

$$
\begin{align*}
E_{i x} & =q\left(\beta^{2} \cos ^{2} \varphi-s^{2}\right) / 4 a^{2} s^{3} \cos \varphi, \\
E_{i y} & =\frac{q}{4 a^{2}}\left(\frac{\beta+\sin \varphi}{\gamma^{2} s^{3} \cos ^{2} \varphi}-\frac{2 \beta}{s^{2}}\right),  \tag{39}\\
B_{i z} & =-\left(E_{i x} \sin \varphi+E_{i y} \cos \varphi\right),
\end{align*}
$$

while all the other components of the fields vanish.
The expressions (39), though useful, suffer from a shortcoming because they contain an as yet unknown function $\varphi(\beta)$, implicitly defined by the retardation relation (37). It can be found explicitly as Lagrange's expansion in terms of Bessel's functions (cf. No. 829 in Ref. 11):

$$
\begin{equation*}
\varphi(\beta)=2 \sum_{n=0}^{\infty}(-1)^{n}\left\{J_{2 n+1}[(2 n+1) \beta]\right\} /(2 n+1) \tag{40}
\end{equation*}
$$

Some details of derivation can be found in the Appendix, as well as the results of a numerical solution of (37), illustrating the convergence of the series. Another useful series for $\sin \varphi$ can be also obtained in a similar way (or found in Sec. 17.21 of Ref. 8):

$$
\begin{equation*}
\sin \varphi=\beta / 2-2 \sum_{n=1}^{\infty}(-1)^{n}\left[J_{2 n}^{\prime}(2 n \beta)\right] / 2 n \tag{41}
\end{equation*}
$$

where the prime again denotes a derivative of the corresponding Bessel functions (not retardation).

Differentiating these uniformly convergent series with respect to $\beta$, using the relation $d \varphi / d \beta=(\cos \varphi) / s$ immediately obtainable from (37), and substituting finally for $J_{\nu}^{\prime \prime}(\nu \beta)$ from Bessel's differential equation, one can derive a family of expansions for several useful functions of the 'angular retardation'" $\varphi$ :

$$
\begin{align*}
& \frac{1}{s}=(1+\beta \sin \varphi)^{-1}=1+2 \sum_{n=1}^{\infty}(-1)^{n} J_{2 n}(2 n \beta) \\
& \frac{1}{s \cos \varphi}=1-2 \sum_{n=0}^{\infty}(-1)^{n} \int_{0}^{(2 n+1) \beta} J_{2 n+1}(\xi) d \xi  \tag{42}\\
& \begin{aligned}
\frac{d\left(1 / s \cos ^{2} \varphi\right)}{d \beta} & =\frac{\sin \varphi}{s^{2} \cos ^{2} \varphi}-\frac{\beta}{s^{3}} \\
& =-2 \sum_{n=1}^{\infty}(-1)^{n} 2 n \int_{0}^{2 n \beta} J_{2 n}(\xi) d \xi
\end{aligned}
\end{align*}
$$

Incidentally, these relations are similar to those in Sec. 17.22 on p. 556 of the book by Watson (Ref. 8).

To find the corresponding expressions for the LienardWiechert fields, it is enough now to transform the right-hand sides of (39) to combinations of the left-hand sides of (42). Fortunately, this can be accomplished after some manipulations, and the results have the following form:

$$
\begin{align*}
& E_{i x}=-\frac{q}{4 a^{2}} \frac{d(\beta / s \cos \varphi)}{d \beta} \\
& E_{i y}=\frac{q}{4 a^{2}}\left[\left(1-\beta^{2}\right) \frac{d\left(1 / s \cos ^{2} \varphi\right)}{d \beta}+2 \beta^{2} \frac{d(1 / s)}{d \beta}\right]  \tag{43}\\
& B_{i z}=-\frac{q \beta^{3}}{4 a^{2}} \frac{d(1 / \beta s \cos \varphi)}{d \beta}
\end{align*}
$$

Thus the Lorentz force of interaction $\mathbf{F}=q\left(\mathbf{E}_{i}+\boldsymbol{\beta} \times \mathbf{B}_{i}\right)$ experienced by $q_{1}$ is found to have the following components:

$$
\begin{align*}
& F_{x}=\frac{q_{1} q_{2}}{4 a^{2} \gamma^{4}} \frac{d}{d \beta}\left(\frac{\gamma^{2} \beta}{s \cos \varphi}\right)  \tag{44}\\
& F_{y}=\frac{q_{1} q_{2}}{4 a^{2}}\left[\left(1-\beta^{2}\right) \frac{d\left(1 / s \cos ^{2} \varphi\right)}{d \beta}+2 \beta^{2} \frac{d(1 / s)}{d \beta}\right]
\end{align*}
$$

where $\left(\boldsymbol{\beta} \times \mathbf{B}_{i}\right)_{y}=0$ since $\beta_{x}=0$ at $t=0$. Notice that both the components in (44) are just proportional to the Coulomb force $q_{1} q_{2} / 4 a^{2}$.

At the moment under consideration, $t=0, q_{1}$ finds itself at the point $\{-a, 0\}$ on the $O X$ axis with its velocity vector just opposite to the $O Y$ direction, $\beta_{1}=\{0,-\beta\}$ (counterclockwise circling). Therefore, the $x$ component of the force (44) corresponds to the radial direction, thus being responsible (in conjunction with the $x$ component of the guiding field $\mathbf{E}_{0}$ ) for the centripetal acceleration. It controls the size of the orbit $a$, but being orthogonal to trajectory it does not contribute to the work done on the particles, which is determined by the tangential (at $t=0$ ) component of the force $F_{y}$. It is worthy to note that the first term in the square brackets of the second expression (44) comes from $\mathbf{E}_{v}$ in (34), while the second one represents the acceleration field $\mathbf{E}_{a}$ of $q_{2}$, so that (44) incorporates the whole electromagnetic interaction of the particles including their radiation field. To provide a uni-
form circling, the $y$ component of the stabilizing field $\mathbf{E}_{0}$ should compensate $F_{y}$ of (44) as well as for radiation damping.

Multiplying $F_{y}$ of (44) by $v=c \beta$, we get an expression for the work done (per unit time) on each particle by the interaction force. Substituting there for $s^{-1}$ and $d\left(s \cos ^{2} \varphi\right)^{-1} / d \beta$ from (42) (and doubling the result to incorporate the contributions from both particles) shows that it is identical to the series in (18). On the other hand, the first term in (18) is also obtainable as the work due to the radiative reaction force (4).

Thus we have accomplished a proof that the work done by the tangential component of the interaction force between two circling charges is equal to the interference contribution to the total power radiated from the system. This enables one to treat the component as a dynamical effect of interference analogous to the radiation damping force. The result is certainly a corollary of energy conservation (5), but our rather involved calculation seems to fill a gap between a mere inference and a rigorous treatment (cf. Ref. 6 to see that going from energy conservation to dynamics might not be trivial).

To conclude the section, it is worthwhile to consider the low-speed approximation for (44). An iterative solution of (37) through $\varphi_{n+1}=\beta \cos \varphi_{n}$ (with $\varphi_{0}=0$ ) to fifth power in $\beta$ yields

$$
\begin{align*}
& \cos \varphi \approx 1-\beta^{2} / 2+13 \beta^{4} / 24-\left(541 \beta^{6} / 720\right)+\cdots \\
& \sin \varphi=\sqrt{1-\cos ^{2} \varphi} \approx \beta\left(1-2 \beta^{2} / 3+4 \beta^{4} / 5-\cdots\right)  \tag{45}\\
& s=1+\beta \sin \varphi \approx 1+\beta^{2}-2 \beta^{4} / 3 .
\end{align*}
$$

Substituting into the second expression of (44), one gets for the tangential force due to "velocity interaction field"' $\mathbf{E}_{v}$ in (34)

$$
\begin{equation*}
\left(\frac{q_{1} q_{2}}{4 \gamma^{2} a^{2}}\right) \frac{d\left(1 / s \cos ^{2} \varphi\right)}{d \beta} \approx\left(\frac{q_{1} q_{2} \beta^{3}}{3 a^{2}}\right)\left(1-\frac{22}{5} \beta^{2}\right) \tag{46}
\end{equation*}
$$

while the action of the 'acceleration field'" $\mathbf{E}_{a}$ is defined by

$$
\begin{equation*}
\left(q_{1} q_{2} \beta^{2} / 2 a^{2}\right) \frac{d(1 / s)}{d \beta} \approx-\left(q_{1} q_{2} \beta^{3} / a^{2}\right)\left(1-10 \beta^{2} / 3\right) \tag{47}
\end{equation*}
$$

The results are also obtainable by use of series expansions for Bessel functions in (42).

A sum of these two expressions, multiplied by the particles' speed $c \beta$ and doubled (because the same work is done on the other charge), coincides with the corresponding expressions for the electric dipole-quadrupole radiated power (20) and (33) in Sec. III. Noteworthy are the opposite signs of the expressions (46) and (47) showing the competitive contributions from the velocity and acceleration interaction fields of (34).

## V. CONCLUDING REMARKS

The results of this study may be summed up as follows.
(1) The total power radiated from a system of nearby coherent sources, exemplified by two circling charges, is shown (by a rigorous calculation) to differ from the sum of
their individual radiations due to interference. (As another extreme example of the overall effect of interference, the fact that there is no emission of radiation from a steady current in a loop can be mentioned, notwithstanding centripetal acceleration of the charges constituting the current, see Problems 14.12-14.13 in Ref. 3). This means that interference is not always to be treated as just a redistribution of energy in space around coherent sources, contrary to the widespread assertion in courses of optics.
(2) In the low speed limit, the expression obtained reduces (in the case of opposite charges) to the known result for dipole radiation, whose power is four times that for a single charge. On the other hand, with enhancement of speed the interference contribution becomes of relatively little consequence since superposition of fast particles' fields (which is necessary for interference) is rendered insignificant due to a narrow cone concentration of radiation in the direction of their velocities (mutually opposite for the circling particles).
(3) A calculation of the interaction force using the entire Liénard-Wiechert fields (with no approximations whatsoever) discloses that the excess of radiation due to interference is just attributable to the work done by the opposite charges on each other. This reveals a general mechanism of mutual influence of the coherent sources (in close proximity), stimulating their excessive radiation. On the other hand, for the case of charges of the same sign, the tangential component of the interaction force changes its direction to opposite, so that the mutual work becomes negative and suppresses the radiation from the system (the situation then corresponds to coherent sources with a phase difference of $\pi$ ).
(4) The preceding conclusion is so natural that the results obtained appear to be rather modest to repay for the tedious manipulation of Bessel functions, but this is not quite so. The point is that, strictly speaking, in Eq. (5) (based on the Poynting theorem) a term is missing, which is to describe (in general) the rate of change of the total energy inside the boundary surface. This is justified if (5) is averaged over the period of motion. In our calculation of the radiated power (18) we have considered indeed its average value; however, treating the right-hand side of (5) in Sec. IV, we never employ any averaging procedure. To justify (5) by a direct calculation of instantaneous power of radiation in its left-hand side (bypassing the Fourier expansion) would be a rather difficult problem.
(5) By the way, a misprint in the comprehensive book by Watson ${ }^{8}$ in a sum of Kapteyn series of Bessel functions has been noticed.
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## APPENDIX

To find explicit expressions for $\varphi(\beta)$ from (37) and for some functions of this angle, we can use the following Lagrange's result (see, e.g., p. 133 of the course by Whittaker and Watson ${ }^{12}$ ).

If $f(z)$ and $g(z)$ are analytic on and inside a contour $C$ surrounding a point $a$, and if $w$ is such that $|w g(z)|<\mid z$ $-a \mid$ at all points on $C$, then $z=a+w g(z)$ has one root in the interior of $C$, and

$$
f(z)=f(a)+\sum_{n=1}^{\infty} \frac{w^{n}}{n!} \frac{d^{n-1}}{d a^{n-1}}\left\{f^{\prime}(a)[g(a)]^{n}\right\}
$$

Using this expansion with Eq. (37) for $a=0, f(z)=z$ $=\varphi, w=\beta, g(\varphi)=\cos \varphi$, we obtain

$$
\begin{equation*}
\varphi(\beta)=\sum_{n=1}^{\infty} \frac{\beta^{n}}{n!}\left[\frac{d^{n-1} \cos ^{n} \xi}{d \xi^{n-1}}\right]_{\xi=0} \tag{A1}
\end{equation*}
$$

The derivatives in (A1) can be found if one writes $\cos \varphi$ as a sum of two exponentials and employs the binomial expansion:

$$
\frac{d^{j}}{d \xi^{j}}\left[\frac{\cos ^{n} \xi}{n!}\right]=2^{-n} \sum_{k=0}^{n} \frac{1}{k!(n-k)!} \frac{d^{j}}{d \xi^{j}} e^{-i(n-2 k) \xi}
$$

Splitting the sum for $n=2 m+1$ into two parts, $0 \leqslant k \leqslant m$ and $m+1 \leqslant k \leqslant 2 m+1$ (for $n=2 m$ the splitting can be 0 $\leqslant k \leqslant m$ and $m \leqslant k \leqslant 2 m$, since the term with $k=m$ is zero because of $n-2 k=2 m-2 k$ in the exponential), it is easy to see that the odd derivatives with $j=2 i+1$ vanish, while the even ones are

$$
\frac{1}{n!}\left[\frac{d^{2 j}}{d \xi^{2 j}} \cos ^{n} \xi\right]_{\xi=0}=\frac{(-1)^{j}}{2^{n-1}} \sum_{k=0}^{E(n / 2)} \frac{(n-2 k)^{2 j}}{k!(n-k)!}
$$

Substitution of these into (A1) yields

$$
\begin{equation*}
\varphi=\sum_{m=0}^{\infty}(-1)^{m} \frac{\beta^{2 m+1}}{2^{2 m}} \sum_{k=0}^{m} \frac{(2 m+1-2 k)^{2 m}}{k!(2 m+1-k)!} \tag{A2}
\end{equation*}
$$

Although the series in (A2) converges only for $0<\beta$ $<0.66$ (see, e.g., Ref. 11), an analytic continuation is possible in the following way (if to change the order of summations):

$$
\begin{align*}
\varphi & =\sum_{m, k=0}^{\infty} \frac{(-1)^{m+k} \beta^{2 m+1+2 k}(2 m+1)^{2 m+2 k}}{2^{2 m+2 k} k!(2 m+1+k)!} \\
& =2 \sum_{m=0}^{\infty} \frac{(-1)^{m} J_{2 m+1}[(2 m+1) \beta]}{2 m+1} \tag{A3}
\end{align*}
$$

This Kapteyn series converges even for $\beta=1$ (see p. 553 of Watson's book ${ }^{8}$ ).

The expansion (A3) coincides with the Bessel's solution to the classical Kepler's problem, $\psi-\boldsymbol{\epsilon} \sin \psi=\boldsymbol{\tau}$. It is readily
seen that for $\tau=\pi / 2, \epsilon=\beta$, this is nothing but (37) if $\varphi$ $=\psi-\pi / 2$. Using the Lagrange's expansion with other $f(z)$ and $g(z)$, or drawing the corresponding formulas from Chap. XVII of Ref. 8 and differentiating them with respect to $\beta$, one can derive all necessary expressions. For example, from

$$
\frac{d \psi}{d \tau}=(1-\epsilon \cos \psi)^{-1}=1+2 \sum_{n=1}^{\infty} J_{n}(n \epsilon) \cos n \tau
$$

the first of the relations (42) follows at once.
Finally, to estimate the convergence of the series, it is worthwhile to compare the results of calculations by means of (A3) using, say, the first four terms, $0 \leqslant m \leqslant 3$, with a numerical solution of (37):

| $\beta$ | $\gamma=\beta \cos \gamma$ | $(\mathrm{A} 3)$ | $\beta$ | $\varphi=\beta \cos \varphi$ | (A3) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.099505 | 0.0995 | 0.6 | 0.520533 | 0.5190 |
| 0.2 | 0.196164 | 0.1962 | 0.7 | 0.583989 | 0.5796 |
| 0.3 | 0.287672 | 0.2877 | 0.8 | 0.641134 | 0.6314 |
| 0.4 | 0.372559 | 0.3725 | 0.9 | 0.692619 | 0.6749 |
| 0.5 | 0.450183 | 0.4498 | 1.0 | 0.739085 | 0.7118 |
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## VOUS VS TU

After I passed the theorminimum, Landau told me that I could now use the singular (familiar) form of the second-person pronoun with him. It was like a medieval ritual: When the apprentice passes some threshold, the master craftsman permits the familiar mode of discourse.

[^0]Letters are selected for their expected interest for our readers. Some letters are sent to reviewers for advice; some are accepted or declined by the editor without review. Letters must be brief and may be edited, subject to the author's approval of significant changes. Although some comments on published articles and notes may be appropriate as letters, most such comments are reviewed according to a special procedure and appear, if accepted, in the Notes and Discussions section. (See the "Statement of Editorial Policy" in the January issue.) Running controversies among letter writers will not be published.

## RADIATION FROM CIRCLING RELATIVISTIC CHARGES: COMMENT ON A PAPER BY GORDEYEV

A paper on the radiation from a system of uniformly circling relativistic charges appeared recently in this Journal. ${ }^{1}$ With the references given in this paper, the readers may be surprised to learn that similar aspects of this interesting problem had already been investigated, ${ }^{2,3}$ with findings and conclusions very similar to those of Ref. 1. In particular, these investigations have demonstrated, in numerical calculations ${ }^{2}$ as well as analytically, ${ }^{3}$ that the rate of radiation from such a system equals the rate of work against the forces of the Lorentz-Dirac radiation reaction and the retarded Lienard-Wiechert interaction of the charges. ${ }^{4}$
${ }^{1}$ A. N. Gordeyev, 'Interaction of circling relativistic charges and interference in their radiation," Am. J. Phys. 65 (11), 1060-1066 (1997).
${ }^{2}$ V. Hnizdo, "The Lorentz-Dirac equation, Lienard-Wiechert potentials, and radiation by a system of uniformly circling charges," Phys. Lett. A 129, 426-428 (1988); see also K. Briggs, "On the radiation from a rotating dipole," Austr. J. Phys. 41, 629-631 (1988).
${ }^{3} \mathrm{~V}$. Hnizdo, "Radiation from a system of uniformly circling charges,'' Problem 89-5, SIAM Rev. 32, 149-150 (1990); Solution by W. B. Jordan, ibid. 32, 150-153 (1990); misprints corrected in ibid. 34, 126 (1992).
${ }^{4}$ Thus refuting a claim to the contrary, see E . Comay, "A test of Lorentz-Dirac and LienardWiechert equations,' Phys. Lett. A 126, 155158 (1987); 'Erratum," ibid. 129, 424-425 (1988).

Vladimir Hnizdo<br>Department of Physics University of the Witwatersrand, Johannesburg, 2050 South Africa<br>7 November 1997

## THE IUPP AND THE INTRODUCTORY CALCULUSBASED PHYSICS COURSE

This letter refers to the paper by Coleman, Holcomb, and Rigden on the IUPP project in the February 1998 issue of $A J P^{1}$

According to the authors, "the calculuslevel introductory physics course, typically taken by prospective scientists and engineers, became the focus of the IUPP." Shortly after this, objective (3) of the IUPP was listed as "(3) Contemporary physics should be a prominent part of the course content."

Insofar as physics majors are concerned, the typical physics major certainly sees modern physics in his or her introductory course and many, many times afterward. Moreover, physics majors are only a small fraction of those taking the introductory calculus-based course. So, objective (3) makes no sense for physics majors.

Insofar as engineering students are concerned, here again, engineering curricula usually include modern physics as part of the curriculum, so objective (3) makes no sense for them, either.

Who are the remaining students in the introductory calculus-based course? Perhaps biology/pre-med majors, chemistry majors, computer science majors, math majors, etc. Each one of these groups has its own special interests in objective (3) and it is unlikely that one new course, or one new text, will satisfy all. Let me single out the biology/pre-med group. Is there any reason for them to be immersed in the subtleties of relativity, or quantum mechanics, other than "general ed" reasons? This is probably why many in this group opt for the 'algebra-trig'" course.

My conclusion is that the present classical physics one-year calculus-based introductory course, followed by a modern physics course, adequately serves most of the students. Perhaps the IUPP should have addressed the biology/pre-med group with a new one-year course between the "algebra-trig"' course and the full calculus level.
${ }^{1}$ Lawrence A. Coleman, Donald F. Holcomb, and John S. Rigden, "The Introductory University Physics Project 1987-1995: What has it accomplished?,’ Am. J. Phys. 66 (2), 124137 (1998).

Herman Erlichson The College of Staten Island Department of Applied Sciences 2800 Victory Boulevard Staten Island, New York 10314-6600<br>9 April 1998

## A WAKE-UP CALL FROM IUPP

The report by Coleman, Holcomb, and Rigden on the Introductory Physics Project ${ }^{1}$ was quite informative and thought provoking. The physics community owes them, and those who have participated on the project, a sincere vote of thanks.

Clearly, there remains a substantial list of unresolved issues, some of which beg for urgent action. It should bring us all up short to read in the report that the introductory course has been found to lower the students' regard for physics, which apparently applies to both new and old calculus-level introductory courses. What a wake-up call! Perhaps we still need a more comprehensive survey on this point, but, in any event, we would do well to add, in boldface type, a criterion for both existing and new course models to emphasize that the course should turn students on to physies.

It also may be useful to raise some additional questions concerning the standard calculus-based course. (1) Is the mathematical level for most of the course in or near the comfort range for the majority of the students? It is questionable, if not erroneous, to assume that students are comfortable with calculus after taking a course or two, where more performed at the $\mathbf{C}$ level than at the A level. It seems almost axiomatic that students who do not understand the mathematics being used will also miss whatever physics is meant to be conveyed.
(2) Have we allowed the mathematization of intermediate and advanced physics courses to dictate an introductory course that is counterproductive? Perhaps we need to make the introductory course a recruitment tool, and readjust the subsequent


[^0]:    Alexander I. Akhiezer, 'Recollections of Lev Davidovich Landau," Physics Today, June 1994, pp. 35-42.

