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A Direct Derivation of a Single-Antenna Reciprocity
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Abstract—In this paper, a single-antenna reciprocity relation is
derived for the time domain. First, the antenna is considered on
transmission; next, the same antenna is considered when it is re-
ceiving an incident plane wave. The two states, transmission and
reception, are related by the application of a modified form of the
reciprocity theorem for electromagnetic fields with general time
dependence due to Cheo. The derivation of the reciprocity rela-
tion for the antenna makes use of simple geometric arguments to
evaluate the spatial/temporal integrals that occur in the theorem.
A few extensions of the reciprocity relation are also described.

Index Terms—Antenna theory, reciprocity relation, time
domain.

1. INTRODUCTION

ECIPROCITY relations play an important role in several

branches of physics. The earliest reciprocity relations
for electromagnetism appear to be those of J. W. Strutt (Lord
Rayleigh) presented in 1894 and H. A. Lorentz presented in
1896 [1], [2]. Rayleigh’s theorem applies to electric circuits,
whereas Lorentz’s theorem applies to the electromagnetic field.
Over the years, these two theorems have been elucidated and
extended by a number of authors [3]-[11]. A version of these
theorems specialized to the case of harmonic time dependence
is now included in many textbooks on electromagnetic theory.

Surprisingly, the first detailed discussion of a reciprocity the-
orem for electromagnetic fields with arbitrary time dependence
was given in a paper by Welch in 1960, some 64 years after
the paper by Lorentz [12], [13].! Welch’s paper was quickly
followed by others presenting different formulations [14]-[16].
Reciprocity theorems for fields with arbitrary time dependence
are discussed in only a few advanced textbooks on electromag-
netism [17]-[19].

Since the earliest days of radio communication, the reci-
procity theorems of Rayleigh and Lorentz have been applied
to the antenna problem [3]-[7], [20]-[24]. Results obtained
from these theorems for the special case of harmonic time
dependence are now presented in most textbooks on antenna
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! Actually, the first result in Lorentz’s paper is for general time dependence;
however, in the remainder of the paper the field is taken to be time-invariant or
time-harmonic. Rayleigh’s results are for the time-harmonic case.

analysis, e.g., the fact that the far-zone field pattern for an
antenna is the same on transmission and reception [25]-[27].

More recently, there has been considerable interest in an-
tennas excited by signals with general time dependence, viz.,
pulses. This interest is motivated, in part, by a number of po-
tential applications for ultra-wideband (UWB) technology. Dif-
ferent formulations have been offered for describing the perfor-
mance of antennas in the time domain, some of which include
a statement of reciprocity [28]-[32]. Often, the reciprocity rela-
tion is constructed by first considering a pair of antennas, then
one of the antennas is eliminated to obtain a relationship be-
tween transmission and reception for the remaining antenna.

In this paper, we present a direct derivation of a single-an-
tenna reciprocity relation for the time domain. First, the antenna
is considered on transmission; next, the same antenna is con-
sidered when it is receiving an incident plane wave. The two
states, transmission and reception, are related by the applica-
tion of a modified form (presented in the Appendix) of the reci-
procity theorem for electromagnetic fields with general time de-
pendence due to Cheo [15]. The derivation of the single-antenna
reciprocity relation presented in this paper makes use of simple
geometric arguments to evaluate the spatial/temporal integrals
that occur in the theorem.

In Section II of the paper, a physical model is constructed for
the antenna that applies both for transmission and for reception.
In Section III, the reciprocity theorem presented in the Appendix
is applied to this model to obtain the reciprocity relation for the
antenna, and in Section IV, a few extensions of the relation are
given.

II. MODEL FOR THE ANTENNA

In this section, we will present a fairly detailed electromag-
netic model for the antenna that applies both for transmission
and for reception. This model will later be used with the
reciprocity theorem for Maxwell’s equations, presented in
the Appendix, to derive a reciprocity relation for the antenna.
Many of the details of the model are included simply to provide
physical significance in the derivation, and they will not appear
in the final relation.

A. Antenna on Transmission

Fig. 1 shows the physical model for the antenna when it is
transmitting. This is a schematic drawing giving the details of
the feed region and only a very general representation for the an-
tenna structure. We will assume that the antenna is constructed
from simple materials and perfect electric conductors (PECs).

0018-926X/04$20.00 © 2004 IEEE
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Fig. 1.

The electromagnetic constitutive relations for the simple mate-
rials are

—

1

D(7t) = eE(7,t), B(F.t) = pH(7,1),
To(7,t) = o B(7, 1) M

in which €, u, and o are the permittivity, permeability, and elec-
trical conductivity, respectively, and the subscript ¢ indicates a
conduction current. The coaxial line attached to the antenna is
formed from PECs and is filled with free space. It has an inner
conductor of radius ¢ and an outer conductor with inner ra-
dius b. At the reference plane z; = 0, only the TEM mode is
propagating within the coaxial line, and the fields of all other
modes are negligible. The reference plane can be thought of as
the junction or connector between the antenna and the feeding
transmission line. At the reference plane, the current for the out-
ward-propagating wave is I, (¢). This is the current in the center
conductor of the coaxial line, and it is taken to be positive when
it is in the +2; direction. The source that produces this wave
consists of discs of impressed electric and magnetic currents at
the source plane z; = —I[. The volume densities for these im-
pressed currents (subscript ) are

_ LHt+1 R
Jit(T7t> = _t(Tﬂl/C)(s(zl + l)pl*,
W - OI+ t‘l‘l “
Mit(’f'7t> = —%M/C)(S(Z[ + l)¢l (2)

in which (p;, ¢, z;) are the cylindrical coordinates in the coaxial
line, 4 is the Dirac delta function, c is the speed of light in free
space, and {, = +/to/¢€, is the wave impedance of free space.
Note that these currents produce the outward traveling wave to
the right of the source (z; > —I) and no field to the left of the
source (z; < —I).2 At the left-hand end of the coaxial line,

2The derivation does not require both electric and magnetic currents for the
source. An electric current density that is twice the value given in (2) will suffice.
However, the field for z; < —I then will not be zero; this does not affect the
derivation.

Schematic drawing showing the model for the antenna on transmission.

there is a matched (reflectionless) termination formed by a disc
of material with the surface resistance Rs = (.
The radiated or far-zone field (r — o0) of the antenna is?

. 1
E'" (7 t) = =" (F,t —1/c)
T
. 1o
B (7,t) = =b" (F,t —r/c)
r
Lo e
= i x &M (Rt — 3
crr x & (r, r/c) 3)

with & and b'" orthogonal to each other and orthogonal to
7. Notice, when lower case letters are used for the field, e.g.,
&' the direction in which the field is evaluated, 7, and the
space-time interdependence are explicitly shown in the argu-
ment. We will assume that the source is on (is nonzero) for a
finite length of time, so the radiated field has a maximum dura-
tion of ¢;:

t—r/c<0

t—rfe>t )

e (F it —r/c) =0 {
When an antenna is excited by a pulse, the antenna generally
radiates a signal that is a different function of time for each
direction in space. Here, ¢; is the maximum duration when all
directions are considered.

B. Antenna on Reception

Fig. 2 shows the physical model for the antenna when it is
receiving. This is the same as the model used for transmission
except the impressed currents are absent (the source is turned
off). The incident plane wave is propagating in the direction i
and has the electromagnetic field

(&)

3The superscript 1 is used throughout to indicate the radiated or far-zone field.
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Fig. 2. Schematic drawing showing the model for the antenna on reception.
with &% and b’ orthogonal to each other and orthogonal to k;. S, -7 N -
We will assume that the incident field is a pulse that exists (is \,’ N
“ . . AN
nonzero) for a finite length of time ¢;: . - \
o \
II \
R ' \
~ild A t—Fk;-T 0 !
e (ki t—k;-7/c)=0 { . C/C< . (6) b !
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Notice that both the radiated field (3), (4) in the transmitting case Y ,'
and the incident field (5), (6) in the receiving case are referenced N ,
to the same point in space, r = 0 or O in Figs. 1 and 2, and at AR d
this point both fields are zero for ¢ < 0. S -7 Incident
S - Plane Wave

For the receiving case, the total field in the space surrounding
the antenna is the sum of the incident field and the scattered field

!

)

t
‘(7 1)

*(
*(

?

t
1),

!

+E
+B (7

In the far zone of the antenna (1 — o), the scattered field has
the form

1
ES" (7 t) = =@ (F, t —r/c)
T
1=
B (7, t) = =b*"(#,t —r/c)
T
1
= —7x&"(r,t—r/c) (8)

cr

with & and b°" orthogonal to each other and orthogonal to 7.

The incident field (5) produces an inward-propagating wave
in the coaxial line with the voltage V™ (¢) at the reference plane,
z = 0. This is the voltage of the inner conductor of the coaxial
line with respect to the outer conductor. The electromagnetic
field for the TEM mode of this wave is

o Vilttal).
r(T7t - plln(b/a) Pl
Vitt+a/d,
cprIn(b/a) a

€))

Fig. 3. Geometry used in applying the reciprocity theorem to the antenna.

III. DERIVATION OF THE RECIPROCITY RELATION

Now we will apply the reciprocity theorem obtained in the
Appendix to the geometry shown in Fig. 3. Here we have the
antenna located at the center of a sphere of radius r,. We will
let r, — oo so that the surface of this sphere, S, is in the far
zone of the antenna. The incident plane wave propagates in the
direction k;, from right to left in the figure. The orientation of
the antenna is arbitrary.

The reciprocity theorem (A11) with the transmitting antenna
being case a and the receiving antenna being case b, becomes

- / ///[/toﬁi(ﬁr—t)-ﬁt(flt)
t=—o00 1%
— By (77— t) - Mi(7,t)]dV dt
_ / #{[gi<1;,i,7_t_ki~f/c>
t=—o00 .So
1 0. Lo o
+ @ (T —t—r/e)| x B (# b —r/c)
r T
— 1éd:’r(’r/\)t_’r/c) X |:gl(];-177'—t— kl .F/C)
.
1

+ ;gsr(f,T—t—r/c)]} -7 dS dt. (10)
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After substituting (2) and (9), the volume integral on the
left-hand side of (10) can be evaluated, see (11) at the bottom
of the page. And, after using (3), (5), and (8), and considerable
vector algebra, the right-hand side of (10) reduces to

RHS—E / #{ kiym —t — ki 7)c)

. é’t’"(r,t —Ar/c)_](l -7 kz)
— A[(# x k) - b (7t —1/c)]

NP X ki) B (ks 7 — t — ki - 7)) }rdQdt. (12)
After substituting (11) and (12), (10) becomes
/ Vo (r — t— o) IF (t+ 1c) dt
t—'—oo

2(0 / #{ ]Cz,’i’—t— i - T/c¢)

t=—o00
e (Pt — ’I‘/C)](l — 7 kz)

(7 x ki) . b”(f,t —r/c)]

NP X ) b (ks 7 — t — ki - /)] }rd2dt. (13)

Notice that this equation only involves the radiated field on
transmission and the incident field on reception; the scattered
field on reception does not appear. Now all that remains to com-
plete the derivation is the evaluation of the surface integral on
the right-hand side of (13).

In Fig. 4 we present snapshots for three instants in time (¢ =
0,7,/c,3/2r,/c) showing the extent in space (gray areas) of the
radiated field on transmission &' (7, ¢ — 7 /c), Fig. 4(a), and the
incident field &% (k;, t — k; - ¥/ ), Fig. 4(b). The radiated field is
a spherical wave that leaves the antenna at the time £ =~ 0 and
expands outward at the speed of light. The field of the incident
plane wave travels from right to left (in the direction of k;) at the
speed of light, and it is at the antenna when ¢ =~ 0. In (13), we
actually have the incident field with the argument 7 —¢ — ;-7 /e,
not the argument ¢ — ; - #/c. This field, &% (k;, 7 — t — k; - 7/c),
is shown in Fig. 4(c). It is a plane wave traveling from left to
right: a time-reversed version of the incident plane wave (with a
small shift ¢7). To visualize this situation, think of a movie made
of the incident plane wave. In each frame of the movie, arrows
are used to indicate the amplitude and direction of the field.
When the movie is played, it shows the progression in space
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of the incident plane wave, Fig. 4(b). When the movie is played
backward, it shows the progression in space of the time-reversed
incident plane wave, Fig. 4(c).

Now, in the integrand on the right-hand side of (13), we have
the scalar product & (k;, 7 — t — k; -7/ c) - € (7, —r/c), which
is represented by the superposmon of the corresponding pic-
tures from Fig. 4(a) and (c). Notice, on the spherical surface .S,
(the dashed circle), the gray areas in these pictures only overlap
on the right-hand side of the surface, i.e., for # ~ —Fk;, when
t = ro/c [center pictures in Fig. 4(a) and (c)]. Thus, we can
conclude that the contribution to the integral in (13) comes from
a small area on the surface of the sphere S, centered at 7 = —lAc,L-
for times near ¢ = r,/c. We will now use this information to
evaluate the surface integral.

We have assumed that 7 is finite and that r, — oo; therefore,
et /ro < 1. This inequality was used in making the pictures
in Fig. 4, and now it will be used in the evaluation of the sur-
face integral on the right-hand side of (13). To help with the
evaluation of the integral, we introduce the spherical coordinate
system (7,0, ¢), shown in Fig. 5, with the polar axis in the di-

rection Z = —k;. Equation (13) then becomes
/ Vo(r—t—1/c)IF(t+1/c)dt

t=—o00

:% 7 ]7{[é’i(ki,7—t+rocos€/c)

t==00 =0 $=0
et (Rt — ro/c)]
(14 cosf) — Zsin? 0]p - b7 (7, — ro/c))]
d b (ks T — t 4+ 1o cos0/c)]}rosin B dop d6 dt. (14)

In Fig. 5, we show the extent in space of the radiated field on
transmission " (7,t — r/c) (dark gray) and the time-reversed
incident field &% (k;, T — t — k; - 7/c) (light gray) at the instant
t = ro/c. From this figure, we see that the two fields overlap
on the sphere .S, and, therefore, the integrand of the right-hand
side of (14) is nonzero, only for 0 < 6 < f,,.«. Here, the very
small angle 6, is given by

€08 (Omax) =1 — 7 /70. (15)
After introducing the change of variable
t' =7r,(1 —cosh)/c (16)

—l+A 2w - T—t+zl/c)l+(t+l/c)
LHS:t__/OO :—[M/o,)/a[ 27 p? In(b/a)
Co T(r—t+z/e) T (t+1/c)
c2mp?In(b/a)

§(zi+1)| prdprdoy dz dt = 2, / V.-

5(21 + l)

(r—t—=1/c)IF(t+1/c)dt. (11)

t=—o0
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Fig.4. Snapshots in time showing the extent of the electric field in space for (a) transmitting antenna, (b) incident plane wave, (c) incident plane wave time-reversed
and shifted in time by 7.

and using (15), (14) becomes After the successive changes of variable ¢ — r,/c — ¢ and 7 —
t — t' — t’ to the right-hand side, (18) becomes
/ Vo(r—t—=1/c)I(t+1/c)dt oo
oo / Vo (r — t— o)L (t+ 1c) dt

T 27 = 0o

L[ ] [ ’
= {[e*(ki, 7=t +ro/c—1t) o0 Tt
240 _2r / /é’i(ici,t’)dt' L& =k, t)dt. (19)

t=—o0 t'=0 ¢=0 m
e (Pt — 1o /)] t=loo s

.(2_C_tl)_c2
To

2ct’ '\ - Dt a
I [¢- b7 (7,1 —7o/c)]  The lower limit on the # integration can be changed to —oo

L o o without affecting the outcome of the integration, because €*" =
b ki, —t+1o/c— )]} do dt’ dt. (17) 0,t < 0,andé’ = 0,¢' <0
Now, dropping terms of order ct'/r, < eT/ro < 1 or less, iy
setting # = —k; in the argument of &', and evaluating the / Vo (r—t—1/c)IF(t+1)c)dt
integral with respect to ¢, (17) simplifies to become =" oo
oo T—t
o0 27 o a .
=— e (ki t)dt'| - &' (—ks, t)dt. (20
/ Vo(r—t—=1/c)I(t+1/c)dt Ho / / ( ) ( ) 20
t=—o00 '=—00
t=—o00 *
2T it , Equation (20) is essentially the single-antenna reciprocity re-
= — € (ki,T —t+10/c—1) . . h . .
Lo lation we sought; however, it can be put in a more convenient
t=—00t'=0 form by removing some of the temporary notation we used in

L& =kt — 1o /)] dt! dt. (18)  the derivation. First, we make the change of variable t+1/c — ¢
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z=et — 1)

z=c(t—1+1)
&k, T — £ — k70)] <

[6"(F, t — r/c)|

< Cl; >

Fig. 5. Coordinates for evaluating the surface integral. Picture is for the time
t=r./c.

on the left-hand side to remove the length /. Another way to re-
move this length is to move the source plane to the reference
plane in Fig. 1. On the right-hand side, we change r, to 7, and
use (3) and (5) to rewrite the fields in their original form. Then,
our final result for the single-antenna reciprocity relation is

oo [e'S) T—t
/ V= (r — ) IF(t) dt = 2° / / (0,
t=—o00 Motzfoo t'=—o0
BT (=rkit+r/e)dt (1)
or
t
Vo ()« I (t) = 2 EH0,)dt'
fo t'=—o0
BT (—rki t 4 1/c) (22)

in which * indicates time convolution, and -* indicates the scalar
product with time convolution. This relationship says that the
time convolution of the voltage on reception with the current on
transmission is equal to the scalar product with time convolu-
tion of the integral of the incident electric field, evaluated at the
antenna (7 = 0), with the radiated electric field on transmission
(field in limit » — o0), evaluated in the direction from which the
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incident field arrived (—l::i), scaled by 277 / i, and advanced in
time by r/c.

An alternate form for the single-antenna reciprocity relation
can be obtained by using the commutative property of convolu-
tion with the left-hand side of (21) and then differentiating with
respect to 7:

oo

Il

t=—o0

or T . - .
_ / F(0,7 — ) - 1B (—rlos, t 4+ 1/c) dt (23)
Ho .

t=—o00
or
+ ~
V.7 (t) * dlz—t(t) = 2—WE”'(O,t) B (=rkit +1/c). (24)
o

In some applications, (23) may be easier to use than (21), be-
cause it does not involve an integration of the incident field with
respect to time.

One result that we can immediately obtain from the reci-
procity relation is the “derivative relation” for transmission and
reception. In the transmitting case, let the current be the pulse
I (t) o< p(t), and in the receiving case, let the jth component
of the incident electric field vector be the same pulse, (0, t) o
p(t). Then the jth component of the radiated electric field vector
in the transmitting case is proportional to the time derivative
of the voltage in the receiving case, TEJ":T(—rl;'i7t +7r/c) x
dV,~ (t)/dt. To show this, we use integration by parts with (21)
to obtain

oo oo

/ Vo(r— DI dt o / V=(r — B)p(t) dt
t=—o0 t=—o0
= [ -V
t=—o0
[e'e) T—1 dv ()
—(t
— / / T\
- / [ owyar| == ar
t=—o0 [t'=—cc
oo [ 71—t
x / p(t")dt’ ’I‘E;T(—’I"];‘i,t-l-T/C) dt (25)
t=—oc0 |t'=—oc0

and, since p(t) is arbitrary, it follows from the last line of this
equation that TE;T(—rlAci,t +7/c) oc dV,7(t)/dt.

In deriving the single-antenna reciprocity relation, we used
a specific physical model for the antenna. Notice, many of the
details of the model, such as the parameters for the source and
the coaxial transmission line, do not appear in the final result,
(21) or (23). This relation has general validity, it applies not
only to an antenna fed by a coaxial transmission line propa-
gating the TEM mode, but also to an antenna fed by any other
lossless, wave-guiding structure propagating a single mode for
which equivalent (symbolic) voltages and currents can be de-
fined. Also, in the derivation, we assumed that the antenna was
constructed from perfect conductors and simple materials with
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Antenna 2

Antenna 1

Fig. 6. Geometry for use with the two-antenna reciprocity relation.

the constitutive relations given by (1). As Cheo has shown, the
reciprocity theorem on which the derivation is based applies for
materials that have more general, linear constitutive relations,
such as, [15]

o
—~~
.

v
bjl

(7t —t')dt'. (26)

So we can infer that the reciprocity relation, (21) or (23), should
also hold for antennas constructed from such materials.

IV. EXTENSIONS OF THE RECIPROCITY RELATION

Starting from the basic single-antenna reciprocity relation,
(21) or (23), it is possible to obtain other useful results for prac-
tical application. In this section, we will discuss a few of these
results.

A. Two-Antenna Reciprocity Relation

Consider the two antennas (1 and 2) shown in Fig. 6. Each
antenna is in the far zone of the other, so at one antenna the field
of the other behaves locally as a plane wave. The separation be-
tween the antennas is r, and the unit vector pointing from an-
tenna 1 (2) to antenna 2 (1) is 7y (7o = —#1 ). Both antennas sat-
isfy the requirements for the single-antenna reciprocity relation,
e.g., the transmission line attached to the antenna is matched at
the far end.

The field incident on antenna 1 when it is receiving is the field
radiated by antenna 2 when it is transmitting

Ej(0,t) = EY (ria,t) 27)

and the field incident on antenna 2 when it is receiving is the
field radiated by antenna 1 when it is transmitting,

E3(0,t) = B (rfy, t). (28)

IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 52, NO. 6, JUNE 2004

Now for antenna 1, the single-antenna reciprocity relation (22)
with (27) gives

VIt « I (t) = . / EL (r#g, t')dt'

t'=—o0

kB (rf t+ 1)) (29)

and for antenna 2, (22) with (28) gives

Via(t) = I5(t)

. ;
2 ., S
s / By (riy, t)dt’ | - By (ria,t + 7/c)
Lo
/ Lt/ =—o0 _
i t+1’/c T
_ 2 B (e 1) Btr ()
= — 1 (rr, t)dt | - xrES (r7g, t)
Ho PR |
=, :
2 L, o
=T / EY (rig, t)dt"| - xrEY (riq,t +1/c) (30)
o
Lt/ =—o0 _

in which the last result was obtained using integration by
parts. Notice that the right-hand sides of (29) and (30) are
equal. Equating the left-hand sides of these equations gives the
two-antenna reciprocity relation

Vit )*Itl():Vrz( )*ItZ()

The voltage at antenna 1 when it is receiving convolved with the
current at antenna 1 when it is transmitting is equal to the voltage
at antenna 2 when it is receiving convolved with the current at
antenna 2 when it is transmitting.

3D

B. Vector Effective Heights

For a linear, time-invariant system, the output g(¢) is related
to the input f(¢) by a time convolution [33]

g(t) = / h(t —t") f(t")dt" = h(t) = f(t) (32)

when f(t) — 0,t — =oo. Here, h(t) or k(¢) is called the
system function.

When the constitutive relations for all materials involved are
linear and all objects are stationary, Maxwell’s equations de-
scribe a linear, time-invariant system. So we can define system
functions that characterize the antenna for transmission and re-
ception. We can use (33) to relate the radiated electric field to
the derivative of the current for the transmitting case

dI; ()
/h, t—t) T dt’

t’—foo

rET(Ft+r/c) =

n
ht( )(H?d—t(t)

27 (34)
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and (32) to relate the voltage to the incident electric field for the
receiving case

Vo(t) = ho(P = =kt — ') - E°(0,¢")dt!

\8

t'=—o00
= (7 = —kj, t) - xE° (0, 1). (35)
Here, for historical reasons, we call the system function i_it (7,t)
the vector effective height on transmission and the system func-
tion 72,(7% t) the vector effective height on reception. The com-
ponents of both vector effective heights are orthogonal to the di-
rection in space, 7. They are functions of the direction in space
and time, and they have the units of m/s. The definitions for the
vector effective heights are not unique or standard, and other au-
thors have used different definitions from those presented here
[28], [30], [32].

When (34) and (35) are substituted into (24), we obtain

dIf (t)

[ET(f = —hit)- *Ei(o,t)] T

(aww[aw:_aiwdqu

. . . dI;f (t

= [ht(f:—k“t)*El(O,t)} * L ( )

dt

in which we have used the associative and commutative prop-

erties of convolution on the right-hand side of the equation.

On comparing the first and last entries in (36), and noting that
E(0,t) and I;" (t) are arbitrary functions of time, we see that

(36)

hu(F,t) = by (7, 1) (37)
i.e., the vector effective heights (the system functions) are the
same for transmission and reception.* Instead of using (22) or
(24), (37) together with (34) and (35) can be used to express
reciprocity for the antenna.

The vector effective heights are convenient for determining
the response of a two-antenna link, such as the one shown in
Fig. 6. For example, the voltage at antenna 2 due to the current
at antenna 1 is simply obtained by using (28) and (34) with (35)

o7 ~ [N d[+ t
Vit = £outono s 250]
t—r/c
o g ~ = . d[+t
= 2/;7" {hz(—rht) -k [hl(rl,t) * #()] }t_r/('

(38)

C. Frequency Domain

Any of the results we have obtained for the time domain can
be converted to results for the frequency domain by using the
Fourier transformation: f(t) « f(w). Specifically, for a time
convolution we have

A(t) * B(t) — A(w)B(w)
4This result is in keeping with earlier work for the frequency domain, in which

the vector effective heights are defined to be equal on transmission and reception
[23].
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where
A(t) < A(w), B(t) < B(w).
(39)

As an example, we will consider the two-antenna reciprocity
relation given by (31). After Fourier transformation, it becomes
Vi)l (w) = Vi3 (W) L (w)

where
Vi) « Vi(w), etc.

r

(40)

This expression is in terms of partial voltages and currents, e.g.,
It+, not the total voltages and currents, e.g., I; = It+ + 1,
that are customarily used in frequency-domain analysis. We will
now rewrite (40) in terms of the total current on transmission I;
and the total open-circuit voltage on reception V..

For the two cases we have considered so far (transmission and
reception), the total voltages and currents at the plane z; = 0 in
the transmission line are

Vi(w) = Vif(w) + V7 (w) = [1+ Tv(w)]V;F (w) @1)
Li(w) = It1+ (W) + I; (w) = [1 = Ty ()]} (w)
—[1 =Ty (W)]V;H (w)

= (42)

Vo(w) =V, () 43)
1

L) = I (@) = =5V (@) (44)

in which Z, is the characteristic impedance of the transmission
line, and I'y (w) is the voltage reflection coefficient for the an-
tenna. Solving (42) for I;% (w), we obtain

I (w) = I(w)/[1 = Tv(w)]. (45)

The case where the antenna is receiving with the transmission
line open-circuited at the plane z; = 0 can be obtained as a
superposition of the transmitting and receiving cases already
discussed, with the currents for these two cases adjusted to make
their sum zero’

Iyo(w) = Ii(w) + I-(w) = 0. (46)
After substituting (42) and (44), (46) gives
Vit (w) = V" (w)/[1 = Ty (w)]. (47)

So the open-circuit voltage is

Voo(w) = Va(w) + Vo (w) = [ + D))V, " (w) + V.7 (w)
=2V, (w)/[1 = T'(w)] (48)

5The two electromagnetics problems, the open-circuit case and the superpo-
sition of the transmitting and receiving cases, are equivalent for the exterior
volume, i.e., the volume bounded on the interior by the surface of the coaxial
line and the disc at z; = 0 and on the exterior by a spherical surface of infi-
nite radius. For both problems, the sources within the volume are the same (the
incident field), and the tangential components of either the electric field or the
magnetic field are the same on the interior surface: On the surface of the PEC
transmission line E,,, = 0, and on the disc Byan = 0(Ioc = 0).
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in which we have used (41), (43), and (47). Solving (48) for

V.7 (w), we have
1
V7 (@) = 1 = Ty (@) Voc(w). (49)
Finally, using (45) and (49) with (40), we obtain
Vocl(w)ltl(w) = VOCQ(W)ItQ(w) (50)

which is the two-antenna reciprocity relation for the frequency
domain presented in most textbooks on antenna analysis, e.g.,
[25]-[27].

APPENDIX
RECIPROCITY THEOREM FOR ELECTROMAGNETIC FIELDS WITH
GENERAL TIME DEPENDENCE

In this Appendix, we present a brief derivation for a modified
version of a reciprocity theorem due to Cheo [15]. Fig. Al is a
schematic drawing of the geometry to be used in the derivation
of the theorem. The surface S separates space into two regions:
the interior volume V' that contains simple materials and perfect
conductors and the exterior volume that contains free space. The
electromagnetic constitutive relations for the simple materials
are given in (1). There are impressed currents (subscript ) of
the electric and magnetic type. The volume densities for these
currents are Jm and Mm within V and sz and Mzb outside of
V. We will assume that these sources are on (are nonzero) for
a finite duration in time, so that within V' all electromagnetic
quantities are zero for{ — —oo and t — o0.

In each material region, Maxwell’s equations for the field
E' B produced by the sources Jm Mm are

VX By 1) = ——5 = - M, (7)) (A1)
. - - E (7
V x Ba(7t) = pu |0 Ba(7t) + T 1) + 2 ‘éj’t)
(A2)

a_I}d similarly for the field Eb,éb produced by the sources
Jiv, My,

V x By(7 1) = === = My (7' ) (A3)
V x B’b(f‘7 t) =pu UE},(T t) + j (F,t) +68El;9(2‘7t)‘|
(A4)

Now we introduce the change of variable { — 7—¢ with 7 finite
into (A3) and (A4) to obtain

V x Ey(7, 7 —t)

_2BMETY) g (A5)
V x By(7, 7 — t)
= |oBEy(Fm —t) + J(F,m — t) — —8Eb(az_t)
(A6)
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Simple Materials and S
Perfect Conductors

Impressed
Currents

>

Impressed

Currents /}/1'

Free Space
Eo’ fuo

Fig. Al. Schematic drawing showing the geometry used in deriving the
reciprocity theorem.

Next, we make use of the vector relation [34]

V- (AxB)=B-(VxA) —A-(VxB) (A7)
to write
V- [Ey(7, 7 — t) X Bo(Fyt) — Eq(F)t) X By(7, 7 — t)]
= Bo(F,t) - [V x Ey(F,7 — 1))
— By(F, 7 —t) - [V x By(7,1)]
- { _'b(":: - t) [v X Ea F7t>] - EH(F7t)
v

o = _ S
:E[ ;(T,T—t) Ba(7,1)]
— e | (77 — t) - Ea (7, 1)]

(A9)

Now we integrate this expression over the volume V' and over
all time to obtain

//// By(7, 7 — ) x Ba(i1)

t=—o0

- E, (7,1) XBb(r T—1)]dV dt

///Bbrf—t Ba(7,1)

— uaEb(F,T — 1) By (A )2 dV
/ ///uEb T — 1) Jw( , 1)
t=—o0 A%

— By(7,m — t) - My (7,)] dV dt. (A10)
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After applying the divergence theorem [34] to the volume inte-
gral on the left-hand side of this equation, and recognizing that
the first term on the right-hand side is zero because of the con-
ditions already assumed at ¢ — 00, we obtain our final result
for the reciprocity theorem

/Oo ﬂ[ﬁb(f’,T —4) x Ba(F,1)

t=—o0 S
— E,(7t) x By(7,7 —t)] - dS di
—— [ [[[wsr -0 Fuio
t=—oc0 V

— By(F, 7 — t) - My (7, 1)) dV dt. (A11)
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