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Abst r act

In the comrercial market Linux running on comodity PC hardware is
reaching critical nass. In H gh Energy Physics the Linux operating
systemis already established. There it proved in the |ast few years
that it is well suited for desktop conputing, for batch farns and for
so cal l ed workgroup servers. Wthin some of these conputing nodels it
conpetes with the old established UNI X operating systens and also with
W ndows NT.

But conpared to the already supported UNI X flavors at DESY it
i ntroduces nore than the difficulty of a new UNI X operating system The
installation basis especially for decentralized desktop systemnms is
| arger, the technical devel opment of this young operating system and
the PC hardware is incredible fast. Moreover due to the wi despread use
of Linux special attention has to be focussed on a secure setup of a
Li nux PC.

Starting with full central Linux workgroup server and farm support,
central conputing at DESY devel oped an installation support for the
personal use on the desktop as well. The challenge was and still is to
satisfy the support requests with a mninmumeffort of human resources
so that the | ow cost for the hardware should not be conpensated by high
cost for the support. This could be achieved using a hands-off
net wor k- based installati on mechani sm whi ch takes | ess than one hour
The resulting systemhas the sane functionality as other supported UN X
flavors at DESY

1. Introduction

The notivation to establish another operating systemin a Hi gh Energy
Physi cs conputing environnment are different fromthe col |l aborations
point of view and fromthe conputer centers point of view both of them
want to have a stable and reliable UNI X operating system Linux as of
now (kernel 2.0.35) basically fulfills this point well. The Linux
operating systemrunning on Intel based PCs has a good perfornmance and
the hardware is cheap. But for the conputer center which has to provide
a service for an operating systemand for the hardware the total cost

of ownership (TCO [1] is the nmore inportant issue. The TCO i ncl udes



apart fromhardware costs as well costs for preparing, maintaining and
performng the installation, for the administration as well as
techni cal and user support. Moreover the application software has to be
provi ded and di stri but ed.

Especially for Linux desktops there are nore frequently used
arguments fromthe collaborations: e.g. having a nore honpbgeneous UNI X
envi ronnent accessi ng workgroup servers or e.g. SMP batch or disk
servers. There's also the effect of having a 'personal’ conputer on the
desk.

Fig.1.: DESY computing nodel

At DESY existing different conputing nodels: SMP conpute or SMP disk
servers, workgroup servers accessing these servers, batch or farm nodes
and the individuals' termnal accessing these kind of conputers: the
desktop device. Linux seens to be a nulti purpose operating system
apart fromthe SMP disk servers it’s well suited for all conputing
nodel s. Whereas e.g. Wndows NT is rather used for desktop conputing
(at DESY) and e.g. Solaris/Sparc is the classic workgroup server

pl at f or m

2. The concept

2.1. Workgroup servers

A wor kgroup server at DESY Hanmburg is defined as a server which offers
services for a workgroup using this conputer. These are up to ~30
people. UNI X services like mail, news or web are hosted by speci al
central servers where no interactive work is all owed.

The distributed filesystem plays a keyrole at DESY for the workgroup
server environnent. Currently AFS is used for distributing the honme
directories (integrated login with a token) and the application
software (e.g. netscape, emmcs, TeX, paw, gcc). This nmeans that only
the basic system system software is stored locally on disk. Fromthe
adm nistrators point of viewthis nmakes their tasks of providing a
reliabl e and honbgeneous service easier. Fromthe users point of view
the distributed directory trees via AFS are a part of the "DESY | ook
and feel". Another part is the "DESY environnent" (HEP-/Iogin- and
X11-environnent, setup of mail, printing). Both of them guarantee the
users the sane honbgeneous wor ki ng environnent independent of their
UNI X flavor.

Wor kgroup servers do not have a |local display or a keyboard. They



are centrally located either in the conputer center or in dedicated
roons. A high bandw dth network (FDDI, fast ethernet) is needed for
t hese nachi nes, basically they have NFS access to data disks via
aut onounter. To guarantee a certain |evel of service the workgroup
servers are nonitored

Li nux wor kgroup server support means that the expected nunber of
addi ti onal conmputers are |ow, probably a few 10 Linux PCs will replace
exi sting workgroup servers fromother UNI X brands. The functionality
and the setup of these machines is nearly the sanme. They can be easily
adm nistrated with existing tools and concepts. Since spring 1998 the
DESY computer center has supported Li nux workgroup servers. The |eve
of support is the sane as for the established UNI X flavors: Centra
conputing provides installation support, the admnistration is shared
with the |l ocal group adm nistrator, the application software is
avai |l abl e and the users can contact the User Consulting Office in the
case of questions or problens. 17 workgroup servers are currently
installed, additional 18 machi nes are batch nodes but have a workgroup
server |ike setup.

Soneti mes batch machines or farns nodes have special hardware or
software requirements. E.g. 20 non-centrally supported farm conputers
don’t run AFS and YP. Or the cluster has to have brand new kerne
features which are only available in the so-called hacker kernels
(currently the 2.1 series). These individual solutions need sone hunan
resources which the conputer center cannot provide, Central Conputing
supports only nachines with a workgroup server setup

2. 2. Desktops

Desktop conputing in general neans that there is a | arge nunber of
geographically distributed systens. Therefore a good concept is needed
in order to support any kind of desktops centrally.

At DESY Hanburg there are currently about 1200 X terninals. Because
of their technical sinplicity the central support is a relatively easy
task. But al so because of this technical sinplicity the possibilities
and the usabilities are restricted.

Supported at DESY are also PCs running Wndows NT. The functionality
of the X terminal is replaced by a commercial X server (Exceed) and one
can run locally web browsers or office applications which disburdens
the UNI X servers. AFS could be optionally installed on the NT PCs.

Interesting is the NT administration nodel at DESY: It’s being
di stingui shed between green, yellow and red NT PCs. Green neans that
the user doesn’t have any privileges on his machine, red neans that he
can do whatever he likes with his PC, it is used only the installation
method [2] and it’s in the DESY NT donain.

For Linux however there were (and still are) in the past lots of self
installed systens on the individuals desk. Not only a few of them were
badly installed fromthe security point of view so that breakins took
pl ace and endangered the operation of other conputers. If one conpares



[4] the nunber of exploits for different UNI X platforns, Linux scores
as the "best". Thus for a |arge number of decentralized Linux desktop
systens special attention has to be focussed on a secure setup of the
PC. In order to guarantee the secure setup after the centra
installation there have to be rules for the operation

At DESY support for Linux desktop systenms is very often requested. An
estimation yielded some hundred PCs. Thus a well scal abl e sol ution
(fromthe organi zational as well as technical point of view) is needed.
Har dwar e st andards nmake the support much easier. At DESY a group is in
charge of defining in certain intervals the so called "DESY standard
PC'" [3]. This PC has a certain network card, a certain graphic card, a
certain notherboard and so on. The functionality is guaranteed for al
supported pl atforns.

The setup of the Linux desktop systemis based on the Linux workgroup
server. The system has as well the DESY | ook & feel (AFS, DESY
environnent). The basic differences are the support of local in- and
out put devi ces, the absence of autonmpunts to data disks and a nore
restricted access to this conputer. However in order to keep the | oad
for the conputer center |low, for hundreds of PCs the |level of centra
support has to be different fromthe workgroup server support. Thus
only an easy to use network installation is being provided. The
installation and adm nistration has to be performed by the
col | aborati ons who have prior to the installation procedure noninate a
group administrator. The rules for operation of these desktop system
are conparable to those for the green Wndows NT systens: e.g. users
don’t have root privileges, root and user access has to be granted for
the conputer center all the tinme. This neans al so that dual boot systens
are not supported. Currently at DESY Hanburg there are nore than 40
test installations. Production will start within 1998.

2.3. Prerequisites

The PC hardwar e undergoes frequent changes. For the Linux devel opers
it’s hard to keep track with this rapid devel opnent especially for
brand new network-, SCSI- or graphics cards. For a service provider
like a computer center it is even nore difficult to keep track of the
kernel or driver devel opnent because the driver or the kernel release
has to be tested, the central installation repository has to be
nodified in order to distribute or at |least provide the recent rel ease.
The procedure of applying, testing and providing causes |oad which in
other cases is undertaken by the operating systemvendors. For other
UNI X flavors there’'s often not a big choice fromwhich vendor the

har dwar e shoul d be bought. For PC hardware however the choice is made
very often for the cheapest but not best offer. In sone cases this |ead
to hardware which was sinply badly assenbled or e.g. after one year
there were broken CPU fans or broken harddi sks which turned out not be
suited for long duration operation

Li nux is a young operating system The kernel which is being used now
(in fall 1998) is basically nore than two years old, though a
devel opnent with certainly sone inprovenents took place from kerne
2.0.0 to the currently used 2.0.35 kernel. The future user kernel 2.2



however has a lot of basic innovations [5]. E.g. as of 2.1.30 the SMP
code [6] was rewritten from scratch. The NFS code was revised [7],
resulting in much better performance, the sane for menory managenent,
net wor ki ng and PCl subsystem [5].

There are al so changes going on this year for 3rd party software:
Al t hough for the Linux operating systema lot software is still not
avai l able or only available with a reduced functionality (batch
facilities |like Loadl eveler or LSF, DFS client), sone conpani es nade or
will make also their software available for Linux within this year
Sonme exanples are hjectivity, Oacle, I1BM (ADSM, Sun (JDK) or even
Transarc, which recently announced to provide AFS 3.5 clients for the
upcom ng Linux kernel 2.2.

Up to now there was no support from Transarc for the Linux AFS
client. A graduate M T student was devel oper and naintai ner [8], the
AFS version was an outdated one (3.3a), there was no guarantee that
once DESY upgraded their AFS servers to the upconming 3.5 release the
client will still work as it should. The Linux AFS client distributions
were not conplete, sone nore (for renpte access: rsh, rlogin or
inetd.afs) or |less (package, dlog, scout) inportant binaries were
nm ssing. The AFS libraries were due to export restrictions not
avai |l abl e outside the US, hence it was al so not possible to conpile the
i mportant binaries. Because in the DESY UNI X environnent AFS plays a
keyrol e, the status was not satisfying.

3. The net hod

DESY uses currently the SuSE distribution. The history behind that is
that DESY | ooked in fall 1997 for an easy to use network based
installation nmechanism conparable to e.g. the Solaris junpstart
procedure. Later that year the RedHat 5.0 distribution was |aunched,

whi ch provided a simlar nechanism The drawback was that for
production systens a glibc based distribution was not the best choice:
The AFS client and nosts of the HEP software (e.g. CERNLIB) was not
available in glibc format. Thus DESY decided to go for SuSE and ordered
t he devel opnent of the network based installation mechanism Meanwhile
it was reintegrated into the official SuSE release 5.2. A disadvantage
of this installation server is, that it is a "nonolithic" one: The
client gets everything according to the settings on the server, for the
client there is only a small degree of freedomfor influencing the
installation procedure. This means that the maintainer of the
installation server (the DESY conputer center) has to do nost of the
wor k.

The SuSE distribution uses as well RPM as a software depl oynent too
but the nanming schene for their RPM packages is (only) 8+3. A further
difference fromthe adm nistrators point of viewis the schene of
booting up the system The nore confortable SuSE schenme uses a gl oba
configuration file /etc/rc.config, the startup scripts and the |inks
are below /shin/init.d (conparable to Digital Unix). A clear
di sadvantage is the lack of Pluggable Authentication Mdule (PAM based
aut hentication service [9,10]. For Linux exists a PAM AFS nodul e [11],
which allows to get (xdm login, ftpd) or to renew (xlock) an AFS



token. Since the PAM software is free, it replaces at DESY the SuSE
aut henti cati on nmechanism For |ocal entries shadow password are used.
The password information (but not the encrypted password itself) is
distributed via YP at DESY Hanburg. SuSE uses the newest |ibc5 library,
whi ch guarantees a nore reliable and faster NI'S service e.g. conpared
to RedHat 4.2 which provides a special version of an outdated |ibc5h
(5.3.12).

The Linux installation server has a crucial role: The setup of al
Li nux conputers which will be or were installed is stored there as a
profile within a class definition. The criterion for the class is the
| P nunber of the client. Wth this class it’'s being distinguished
between the different clusters and the nodel for which the conputer
will be used for. For every class one can specify e.g. the partitioning
schene for the harddisk(s), the software packages, the kernel and
nodul es, the cluster specific setup (netgroups in /etc/passwd,
predefi ned root passwords in /etc/shadow, autofs maps, YP client
configuration) and so on.

For the Linux installation at DESY a fl oppy disk is provided. After
booting the | atest generic Linux kernel, a bootp client, included in
the randi sk on the floppy, sends its request. The central bootp server
checks the MAC address, identifies the systemand sends the NFS servers
| P nunber and the directory which has to be nounted. After nounting
this directory the harddisk is partioned and formatted according to the
rules on the installation server. Hereafter the basic installation of
sel ected RPMs from SuSE takes places. Newer software revisions nmake it
soneti mes neccesary to update the SuSE packages. The SuSE
postinstallation provides an easy nechanismto install own packages. In
this phase e.g. security fixes are being applied, the nodul utilities
for the MT inplenentati on of AFS are downgraded, an own conpatibility
package to execute libc6 binaries is installed. The class definition
specifies in this step which kernel, including the nodules, is
installed and which cluster specific RPMs are to deploy. In order to
boot the selected kernel and to continue afterwards the installation
process, a hook is created in the startup scripts. After the reboot the
hook invokes the DESY postinstallation where AFS, AFS- and PAM aware
bi nari es including the PAM AFS nodul e as well as ssh are installed (as
RPM packages). Wth salad [13] the conputer gets finally the DESY
specific setup (HEP-/X11 environment, access to all printers, nai
setup). After the hook has been renpved the systens reboots and is
ready to go . Depending on the speed of the CPU, network, harddisk, the
nunmber of packages and the size of the AFS cache, it takes about 20-60
m nutes after the initial powercycling of the conputer. The whol e
installation process is a 'hands-off’ installation, the conputer gets
basically its new system wi thout pressing any key.

4. Concl usion

Central Conputing at DESY has succeeded in a short tine to raise a
central Linux support for both conputing nodels, workgroup servers and
desktop as well. In spite of the fast devel opnent of Linux and the PC
hardwar e, the DESY conmputer center has faced up and until now won the



chal l enge to keep the total costs for supporting Linux running on cheap
comodi ty hardware | ow.

This could be achi eved using on one hand technical solutions, nanely
AFS and a fast network based hands-off installation, on the other hand
a distributed support nodel which al so should be scal abl e for hundreds
of PCs.
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