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Abstract

A method is presented for separating corneal reflec-
tions in an image of human irises to estimate illumina-
tion from the surrounding scene. Previous techniques
for reflection separation have demonstrated success in
only limited cases, such as for uniform colored lighting
and simple object textures, so they are not applicable to
irises which exhibit intricate textures and complicated
reflections of the environment. To make this problem
feasible, we present a method that capitalizes on physi-
cal characteristics of human irises to obtain an illumi-
nation estimate that encompasses the prominent light
contributors in the scene. Results of this algorithm are
presented for eyes of different colors, including light
colored eyes for which reflection separation is necessary
to determine a valid illumination estimate.

1 Introduction

Changes in illumination can induce significant vari-
ations in the appearance of an object. Since these dif-
ferences in appearance complicate the identification of
objects in computer vision, much attention has focused
on estimating the lighting conditions in a scene so that
its effects can be accounted for. Recovering scene illu-
mination from a given image, however, has proven to
be a challenging problem that has only been addressed
in rather limited situations.

Because of the direct effects of illumination on shad-
ing, shadows and specular reflections, previous works
have examined these appearance features to infer light-
ing information. Shading-based methods for single-
image input generally solve for light intensities from a
discrete set of directions by analyzing brightness values
according to a given reflectance model [24, 7]. Tech-
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niques that utilize shadows attached to an object seek
to identify pixels that lie along the shadow boundaries,
since they indicate the existence of light from a direc-
tion perpendicular to its surface normal [23, 22]. For
cast shadows that fall onto the object’s surroundings,
brightness values within the shadows have been used in
solving a system of equations for light source intensities
at sampled directions [16, 18, 17].

While these shading and shadow based methods
have produced accurate estimation results, certain as-
sumptions reduce their applicability. Object textures
need to be known or uniform, since texture color varia-
tions modulate brightness values. The geometry of the
object also must be known to analyze image intensities
or shadow formations.

Methods based on specular reflections are also de-
pendent on known object attributes, and similar to
shading and shadow based techniques, they generally
handle this problem by introducing a reference object
of known shape and reflectance into the scene. Most
commonly, the object used is a mirrored sphere [2], on
which a detailed image of the illumination environment
can be seen.

While mirrored spheres do not often appear by
chance in general scenes, a similar object that is fre-
quently seen in images is human eyes. Eyes exhibit a
significant amount of specular reflection, and have a
geometry that is fairly constant from person to person
[5]. From eyes, a detailed estimate of frontal illumi-
nation could potentially be derived, and could provide
much utility in the analysis of faces, which substan-
tially change in appearance with respect to lighting
conditions [12].

The use of eyes for imaging the surrounding envi-
ronment was proposed by Nishino and Nayar [14, 13].
From eye images, they demonstrated various uses of
the acquired reflections of the environment, such as
computing retinal images, binocular stereo and face re-
lighting. In these methods, the color and texture of the
eyes are not separated from the reflected environment.



Although the subtle texture of dark colored eyes may
not significantly distort the appearance of the environ-
ment, irises of light color such as blue or green may
substantially obscure reflections of the scene. To de-
termine a more accurate estimate of illumination from
the environment, iris colors and textures should be sep-
arated from the specularly reflected light, and it is this
separation in iris images that is the focus of our work.

There exists much previous work on separating spec-
ular reflections from images, but they address relatively
restrictive scenarios. Among methods that use single-
image input, some identify clusters of specular colors in
an RGB histogram and project their points onto clus-
ters of diffuse colors to remove specular reflections [9].
Because of problems that arise from histogram clutter,
this approach is generally effective only for texture-
less surfaces and a constant illuminant color. Recent
methods have been proposed for handling surfaces with
simple texture [21, 20], but they require specular re-
flections to be formed from a single illumination color.
Because of these limitations, these previous techniques
are not suitable for extracting multi-colored reflections
of an illumination environment from a highly textured
iris. A general separation method based on minimizing
the amount of edges and corners in two decomposed im-
ages has been presented [11], but textures in irises have
complex edge characteristics and smooth color varia-
tions that are problematic for such an approach.

To separate reflections on irises, we propose a
method that takes advantage of physical iris character-
istics to make the problem manageable. Among these
iris features are chromaticity properties, radial auto-
correlation of iris textures, and the occurrence of irises
in pairs, which provides two observations of the illumi-
nation environment. To match corresponding observa-
tions of the environment in a pair of irises, we present a
method for reducing the effects of iris color and texture
on the matching process. With these iris constraints,
prominent components in the illumination environment
can be separated in the iris image to give an illumina-
tion estimate for the surrounding scene. In this work,
we focus on the separation process, and assume that
the iris and pupil areas in an image have been located
by an automatic method such as in [6, 14].

2 Iris Features

Although different irises are distinct enough for bio-
metric identification, their physical structure gives rise
to certain common color and texture characteristics.
In this section, we describe the human eye and the fea-
tures of irises that are utilized in our technique.

As light enters the eye, it first passes through a
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Figure 1. Iris features. (a) Structure of eye; (b)
Radial iris texture.

transparent protective layer called the cornea, from
which much light is specularly reflected. It is this re-
flection that we aim to recover in estimating the illumi-
nation environment. The shape of the cornea is fairly
constant for humans, and the section of the cornea that
covers the iris can be closely approximated by a partial
sphere of radius 7.8 mm that has a maximum circular
cross-section of diameter 11.6 mm [5].

The light then travels through an opening called the
pupil, shown in Fig. 1(a), before passing through the
lens and onto the retina, which senses the light. The
amount of light that passes through the pupil is regu-
lated by the iris, a thin diaphragm composed mostly of
connective tissue and smooth muscle fibers. One fea-
ture of irises, and eyes, is that they generally appear in
pairs. Our illumination estimation method takes ad-
vantage of this characteristic, as well as properties of
iris color and texture.

2.1 Color

Structurally, the iris contains two different layers.
As illustrated in Fig. 1(a), the thin innermost layer is
called the iris pigment epithelium (IPE) and consists
of a compact array of opaque cells. The outermost
layer is referred to as the iris stroma, which contains
more loosely arranged cells, including melanocytes that
synthesize the pigment melanin.

From the iris structure, there are three principal
elements that contribute to its color [8]. One is the
pigment in the IPE, which is black in irises of all
colors. Another is the melanin content in the iris
stroma, which is the primary cause of color variations
among different irises [15]. Brown irises have a large
amount of melanin, which absorbs much of the incom-
ing light especially at short wavelengths. For blue irises
which have low melanin content in the stroma, long-



wavelength light penetrates the stroma and is absorbed
in the IPE, while short-wavelength light undergoes
Rayleigh scattering and reflection. Green and hazel
irises are products of moderate amounts of melanin.

The spectrum of iris colors basically results from
varying amounts of stroma melanin. From this prop-
erty, it has been empirically shown that the distribu-
tion of iris chromaticities lies approximately along a
line [3]. In our work, we predetermine a gamut line of
iris chromaticities by least squares line fitting to dif-
fuse chromaticity values of different color irises mea-
sured under controlled lighting conditions. This data
is then used in determining eye color and in identifying
parts of an iris that have little obscuration by specular
reflections.

The third structural component that influences color
is the cellular density of the iris stroma. In an area
of low density, little light is reflected by the semi-
transparent stroma, so it shows the black color of the
IPE. Supposing the melanin content to be evenly dis-
persed among stroma cells, variations of cellular den-
sity throughout an iris exhibit the same chromaticity.
We use this information to partially differentiate be-
tween iris texture and illumination colors.

2.2 Texture

The pattern of fibrovascular tissue in an iris accounts
for the stroma cellular density and accordingly the tex-
ture seen in irises. As shown in Fig. 1(b), these bands
of connective tissue generally extend in the radial di-
rection, and are called radial furrows. Because of this
tissue structure, irises exhibit significant radial auto-
correlation of colors. In our technique, we utilize this
property as a texture constraint in separating reflected
illumination from an iris image.

3 Separation Algorithm

Using the characteristics of irises, we formulate an
algorithm for separating the specular reflections on the
cornea from the iris texture. Although there may exist
slight specular reflections from the iris itself, they are
generally of negligible magnitude, so we consider the
iris texture to be diffuse.

From the dichromatic reflection model [19], the ob-
served image color I is produced as the sum of a diffuse
reflection component D and a specular component S:

I = D + S. (1)

For a given iris pixel, there exist numerous possible
combinations of diffuse and specular components that

can produce its image color, so it is necessary to con-
strain the diffuse texture or specular illumination, or
both, in the separation process. For the case of irises,
both the texture and illumination can have complicated
spatial variations, but the iris features described in the
preceding section nevertheless provide information and
constraints that allow our algorithm to determine an
approximate separation. In the remainder of this sec-
tion, we describe a technique for identifying diffuse col-
ors and regions in an iris image, formulate the separa-
tion constraints from these diffuse colors and the char-
acteristics of irises, and then combine these constraints
within an energy function used to compute the separa-
tion.

3.1 Estimation of Iris Chromaticity

Our method begins by estimating the chromaticity
of the iris, which facilitates the use of certain iris con-
straints. In computing this estimate, we make the as-
sumption that some portion of the iris is unobscured
by specular reflections. These unobscured iris areas of-
ten result from reflections of dark scene areas or from
shadowing by eyelids. Although these iris regions may
actually contain some very slight specular component,
the specular magnitude is small enough in relation to
the iris texture that we can approximate these regions
as being diffuse. We also assume that the overall color
spectrum of the illumination environment is approxi-
mately grey, a condition somewhat similar to the grey-
world assumption in color constancy [10], so that dif-
fuse iris regions have a chromaticity that lies on the iris
chromaticity gamut described in Section 2.1, which was
determined under white illumination. Some deviations
from this condition, however, are seen in our results
not to significantly impact the separation algorithm.

The chromaticity of an iris in a given image is deter-
mined by plotting the chromaticity values from the iris
image and examining the points that lie along the iris
chromaticity gamut line. While some of these points
may result from specular reflections of light with a
chromaticity similar to irises, most of these points clus-
ter around the actual iris chromaticity. We note that
light sources generally do not emit illumination the
color of irises, since the locus of Planckian illuminant
chromaticities [4] differs from that of the iris gamut.
Furthermore, as exemplified in our experimental re-
sults, many typical illumination environments exhibit
intensity variances in which relatively dark areas yield
a fair number of diffuse iris pixels.

To identify the iris chromaticity value, we first sam-
ple points along the iris gamut and tabulate the number
of pixels that project within a small radius of each sam-
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Figure 2. Mapping of colors in texture-independent
image. Image color values are projected onto a plane
defined by the iris chromaticity (r,g) to reduce the
influence of iris color and texture.

ple. The sample with the maximum frequency is taken
as the iris chromaticity, and pixels with chromaticity
values within the radius of the iris chromaticity value
are labelled as diffuse areas that do not exhibit an ap-
preciable specular component. While some irises ex-
hibit a variation of pigment concentration that results
in multiple chromaticities, we present our method in
regard to the case of irises without this variation, and
then later describe how chromaticity variations affect
our algorithm.

3.2 Illumination Correspondence

Irises typically appear in pairs, and a specular re-
flection over one iris often occurs over the other iris
as well. For corresponding points of reflected illumina-
tion on the two irises, we form a constraint that their
specular components should be the same.

When computing illumination correspondences be-
tween pixels of the two irises, the influence of iris tex-
ture needs to be reduced as much as possible. This
can be done by projecting image colors onto a color-
space plane defined by the iris chromaticity, as illus-
trated in Fig. 2. By suppressing color components
along the iris chromaticity direction, we obtain a rela-
tively texture-independent image suitable for illumina-
tion correspondence. The texture-independent image,
we note, is not equivalent to the specular component,
which may include some color along the direction of
the iris chromaticity, but it nevertheless provides useful
information on the illumination environment. Our cor-
respondence method computes Hessian features in the
texture-independent image, and then performs match-
ing of these features in the iris pair along epipolar lines
determined from the iris geometry [14].

Hessian features and correspondences of high confi-
dence tend to be rather sparse because projecting 3D
color into a 2D color plane reduces image variation and
can increase the influence of noise, which masks subtle
reflection features. Also, some corresponding specu-
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Figure 3. Constraints on specular component S. For
a pixel in the left iris with image color IL, the solu-
tion for its specular component S is constrained by
the specular components of neighboring pixels (illu-
mination smoothness), the diffuse components of ra-
dial neighbors (radial autocorrelation), and the par-
allel constraints for the pixel in the right iris with the
corresponding illumination.

lar reflections may differ in magnitude due to Fresnel
reflectance effects, particularly for light from nearby
objects that reflect off the two corneas from different
incidence angles. In such cases, the correspondences
will not be detected. However, in contrast to stereo, a
dense correspondence is not necessary for our method.
Our technique utilizes whatever confident correspon-
dences are available, and for pixels without illumina-
tion correspondences, this constraint is not used.

3.3 Illumination Smoothness

The texture-independent image not only provides
information for illumination correspondence, but its
edges indicate discontinuities in the illumination en-
vironment. In solving for the separation, we regularize
the specular component so that it varies smoothly over
the iris, but at each pixel this smoothness constraint is
relaxed in proportion to the strength of its edges in the
texture-independent image T . An energy measure for
illumination smoothness is then formulated for pixel p
as

L(Sp, p) =
∑

q∈Np

||Sq − Sp||2 [1 − ||Tq − Tp||]2

where Sp denotes the specular component at p, Np is
the set of 4-neighbors of p, and the RGB values of T
are normalized to the range [0, 1].



3.4 Radial Autocorrelation

Because of radial autocorrelation of iris textures, the
diffuse component of an iris pixel is related to the dif-
fuse components of neighboring pixels along the radial
direction. To take advantange of this iris feature, our
method forms for each pixel a probability model of its
diffuse component based on the diffuse values in its
neighborhood.

To emphasize the diffuse components of pixels lying
closer to and in a radial direction from a given pixel,
we weight the neighboring pixels according to a bivari-
ate Gaussian function centered on the given pixel and
oriented in the radial direction, as illustrated in Fig. 3.
In our implementation, the standard deviation in the
radial direction is set to 8% of the iris diameter, and
in the perpendicular direction it is fixed to 3%. Pixels
outside the iris or whose Gaussian values fall below a
threshold are excluded from the neighborhood.

The weighted diffuse components form a distribu-
tion of texture colors in RGB space. We represent
this color distribution using a Gaussian mixture model
(GMM) of two univariate Gaussians computed by the
EM algorithm. Then for a pixel p, the energy of a spec-
ular component Sp is expressed in terms of this texture
GMM as

A(Sp, p) =
2∑

i=1

αiN (p, Ip − Sp; µi, σi)

where Ip is the image color of p, Ip − Sp is the diffuse
color of p, and αi, µi, σi are the magnitude, mean and
standard deviation of Gaussian i.

3.5 Energy Function

The set of separation constraints can be expressed
in terms of the specular illumination component S of a
pixel, as illustrated in Fig. 3. The solution of S is de-
pendent on smoothness of the specular component with
respect to illumination discontinuities, texture autocor-
relation along the radial direction, and the constraints
associated with the pixel having a corresponding spec-
ular reflection, if a correspondence has been identified.
It can be seen that these various constraints form a
network both spatially with respect to illumination and
texture, and between the two irises. In this way, vari-
ous cues from different parts of the image are utilized
together in solving for S.

To compute a separation result for irises, these con-
straints are combined into an energy function to be
minimized. For pixels within the pupils, their diffuse
texture is known to be black, so they are processed in

a different manner. Because of dark current in CCD
arrays, the diffuse component in pupils will have a non-
zero value. This diffuse color is determined by simply
fitting a five-Gaussian GMM to the pupil image col-
ors, and then taking the color of the Gaussian center
with the lowest intensity as the pupil diffuse color. The
specular component on the pupil is calculated by sub-
tracting this diffuse color from the image colors, with
a minimum specular value of (0, 0, 0).

Within the iris, for a pixel p without a corresponding
pixel in the other iris, the energy of a specular value
Sp can be expressed as

E(Sp, p) = L(Sp, p) + βA(Sp, p)

where β is an empirical constant. If an illumination
correspondence p′ is identified in the other iris, the en-
ergy of a common specular component Sp for both pix-
els can be written as

E(Sp, p) + E(Sp, p
′)

= L(Sp, p) + βA(Sp, p) + L(Sp, p
′) + βA(Sp, p

′)

To compute the separation over all the pixels in the
two irises, the following total energy is minimized:

E(S, S′) =
∑

p∈I

E(Sp, p) +
∑

p′∈I′
E(Sp′ , p′) (2)

such that Sp = Sp′ when corr(p) = p′.

I, S, I′, S′ are the image colors and specular com-
ponents of the left and right irises respectively, and
corr(p) represents the illumination correspondence of
p if one is found. The first sum represents the energy
for the left iris, and the second sum is for the right
iris. Corresponding points between the two irises are
constrained to have the same specular component.

The energy function in Eq. (2) is minimized by iter-
atively computing local solutions per pixel. The pixels
are recursively processed in breadth-first order from
the diffuse areas identified in Section 3.1. In the first
iteration, pixels are processed in the left iris with tex-
ture GMMs constructed only using diffuse pixels and
pixels whose diffuse component was computed earlier
in the iteration. Correspondences are ignored in this
first step, because diffuse and specular values have not
yet been computed in the right iris. The next iter-
ation similarly processes each pixel in the right iris,
together with its corresponding pixel on the left. Sub-
sequent iterations alternate between the two irises. For
each pixel, a minimum energy is computed by the
Levenberg-Marquardt method using three different ini-
tial values for the specular component S, based on the
two Gaussian means of the texture GMM and the av-
erage specular value among its 4-neighbors.
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Figure 4. Results for green/hazel eyes. Images are
gamma enhanced to increase clarity. For greater vi-
sual detail, please zoom in on the pdf version. (a)
Original image, (b) Texture-independent iris colors,
(c) Pupil and detected diffuse areas, (d) Illumination
correspondence points, (e) Illumination edge strength
(shown in degrees of yellow), (f) Our diffuse compo-
nent, (g) Flash image which shows the iris texture,
(h) Our specular component, (i) Illumination envi-
ronment reflected from metallic spheres.

(a) (b) (c) (d)

Figure 5. Close-up of illumination correspondence
area in left eye of Fig. 4(d). Computed diffuse com-
ponent: (a) with correspondence, (b) without corre-
spondence. Computed specular component: (c) with
correspondence, (d) without correspondence.

4 Results

Experiments with the proposed separation algo-
rithm were performed on eyes of various colors in differ-
ent environments. In converting a computed specular
component into an illumination distribution, Fresnel
reflectance should be accounted for with respect to the
incident illumination angle at the cornea. Since the
illumination directions of specular reflections can di-
rectly be computed from the mirror reflection law and
the cornea geometry, which is fairly constant among
people as previously mentioned, we present results for
only the separation algorithm.

Fig. 4 displays a comprehensive set of results for
an instance of green eyes shown in (a). The texture-
independent image is shown in (b). Although some
illumination detail is lost from this color transforma-
tion, the influence of iris texture on the resulting col-
ors becomes negligible. The pupil and the identified
diffuse areas are highlighted in (c), and the correspon-
dence points in (d). The correspondences in this exam-
ple are relatively few and concentrated in one area, but
nonetheless contribute to the separation solution. Nor-
malized illumination edge magnitudes for regulating il-
lumination smoothness are shown in (e), and our esti-
mated diffuse component is exhibited in (f). For com-
parison, an image taken with a bright flash is shown in
(g) to give an idea of the iris texture pattern. Since the
magnitude of the flash is substantially greater than the
environment lighting, the environment reflections are
mostly washed out by the bright diffuse texture, ex-
cept for reflections of the nose. Our estimated specular
component is displayed in (h), and an approximate illu-
mination environment was captured by placing metal
spheres in front of the eyes, as shown in (i). Since
these spheres are not located precisely at the positions
of the eyes, the recorded illumination environments are
rather inexact; for example, they do not show reflec-
tions of the nose and eyelashes, or shadowing from the
eyelids, and the subject’s hands can be seen holding
the spheres. Additionally, the field of view is not the
same, but this image however provides a general idea
of the surrounding scene.
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Figure 6.Results for blue eyes in an outdoor environ-
ment. (a) Original image, (b) Our diffuse component,
(c) Our specular component (with gamma enhance-
ment), (d) Illumination environment reflected from
metallic spheres.

The effect of illumination correspondences is demon-
strated in Fig. 5, which displays a close-up of a corre-
spondence area given in Fig. 4(d). This region of the
iris is relatively challenging because of the large number
of surrounding high-magnitude edge points. Without
the use of correspondences, separation accuracy is re-
duced as evidenced by some transfer of green iris color
from the diffuse component to the specular component.

Given the difficulty of separating complex reflections
from intricate texture, the illumination estimate is rea-
sonable in that the majority of the more prominent re-
flections have been extracted. We note that because
the iris colors are of similar magnitude to the environ-
ment reflections, the illumination environment cannot
accurately be determined without performing separa-
tion. Although these principal reflections provide only
a rough illumination estimate, it is nevertheless con-
siderably more detailed than what can otherwise be
obtained in a general image.

Noticeable in this example is some variation in eye
color, where the area surrounding the pupil is hazel. In
such regions where the iris color differs from the pri-
mary chromaticity computed in Section 3.1, a couple of
problems may arise. One is that the iris texture in these
regions may influence the texture-independent image.
This may produce illumination edges that do not ex-
ist, which results in less reliance on the illumination
smoothness constraint in these areas. The addition of
this texture to the texture-independent image gener-
ally should not lead to many false illumination corre-

(a)

(b)

(c)

(d)
Figure 7. Results for green eyes in an indoor
scene. (a) Original image, (b) Our diffuse component,
(c) Our specular component (with gamma enhance-
ment), (d) Illumination environment reflected from
metallic spheres.

spondences, because textures between a pair of eyes
are independent of each other [1]. Reduced texture
autocorrelation exists at transitions between different
iris chromaticities, but this problem is mitigated some-
what when transitions are gradual. While our method
is designed for the case of single chromaticity irises,
some amount of chromaticity variation can be tolerated
without significant degradation of separation results, as
demonstrated in this example.

Fig. 6 exhibits a second example with blue eyes in
an outdoor environment. Specular reflections of the sky
can be seen on the similarly colored iris. Such instances
are challenging for color-based separation methods, be-
cause the color difference between the specular and
diffuse areas is close to a difference in shading. With
the radial autocorrelation constraint for diffuse iris tex-
tures, this specular component can be separated. The
grey street area is also extracted despite its subtle ap-
pearance in the eyes. Since the illumination from the
sky is of much greater magnitude than that from the
rest of the environment, many other reflections become
too diminished for extraction.

In Fig. 7, we show a third example with green eyes
in an indoor environment. Although the illumination
estimate is somewhat rough, most of the major com-
ponents of the illumination environment are separated.



5 Discussion

While much illumination reflects specularly from
eyes, a substantial amount of light is also transmit-
ted through the cornea. Consequently, the reflectivity
of an eye is much lower than that of a mirrored sphere,
and much light from an environment produces only dim
reflections that may not be distinguishable from image
noise. In scenes with strong sources of illumination,
the diffuse component of an iris becomes bright, and
this furthermore diminishes the visibility of weak spec-
ular reflections from the eyes. Nevertheless, the more
prominent sources of scene illumination are often dis-
cernible, and contribute appreciably to the appearance
of objects.

Certain illumination conditions can be problematic
for our technique. In iris areas with visible, high fre-
quency reflections full of illumination edges, the illu-
mination smoothness constraint will be mostly inap-
plicable. If few illumination correspondences exist in
these areas, then separation can only be computed from
texture autocorrelation, which may lead to insufficient
accuracy. Another troublesome illumination condition
is bright lights that saturate image pixels. Since sat-
urated pixels do not convey their actual scene colors,
the dichromatic reflection model in Eq. (1) cannot be
utilized, and consequently their specular components
cannot be reliably estimated. The lack of information
in saturated color values is a common problem in color-
based computer vision methods.

Separation of corneal reflections in iris images is a
difficult problem because of the complexity of both the
illumination and iris texture. The separation obtained
by our method is rather approximate and has a resolu-
tion limited by the iris image size, but it nevertheless
provides an illumination estimate that is far more de-
tailed than otherwise obtainable from an image that
does not contain a special calibration object. Particu-
larly for scene entities that are primarily diffuse such as
human faces, this estimate of principal light contribu-
tions from the scene provides meaningful information
for analyzing their appearance.
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