
Annu. Rev. Psychol. 2000. 51:201–226
Copyright q 2000 by Annual Reviews. All rights reserved

0084–6570/00/0201–0201$12.00 201

APPLICATIONS OF STRUCTURAL EQUATION

MODELING IN PSYCHOLOGICAL RESEARCH

Robert C. MacCallum and James T. Austin
The Ohio State University, Department of Psychology, 142 Townshend Hall, Columbus,
Ohio 43210–1222; e-mail: maccallum.1@osu.edu, austin.38@osu.edu

Key Words structural equation models, covariance structures, LISREL

Abstract This chapter presents a review of applications of structural equation
modeling (SEM) published in psychological research journals in recent years. We
focus first on the variety of research designs and substantive issues to which SEM
can be applied productively. We then discuss a number of methodological problems
and issues of concern that characterize some of this literature. Although it is clear that
SEM is a powerful tool that is being used to great benefit in psychological research,
it is also clear that the applied SEM literature is characterized by some chronic prob-
lems and that this literature can be considerably improved by greater attention to these
issues.
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INTRODUCTION

The development of structural equation modeling (SEM) methods and software
has proceeded rapidly since the 1970s. A historical review of the development of
SEM was provided by Bentler (1986), and annotated bibliographies of the tech-
nical SEM literature have been provided by Austin & Wolfle (1991) and Austin
& Calderón (1996). Methodological developments also have been reviewed
(Bentler 1980, Bentler & Dudgeon 1996). Software development, with respect to
both implementation of methodological advances as well as improvement of user
interfaces, has made this sophisticated and powerful method readily accessible to
substantive researchers, and these researchers have found SEM to be well-suited
to addressing a variety of questions arising in psychological research. This com-
bination of methodological advances, improved software, and applicability to
problems of interest has resulted in wide usage of SEM in psychology and related
disciplines (Tremblay & Gardner 1996), which has in turn yielded advances in
substantive knowledge. At the same time, this ease of access and application of
such a complex and sophisticated technique has given rise to a variety of problems
and chronic misuses and oversights in practice.

In this review we assess positive and negative aspects of the applied SEM
literature in psychology. We describe a range of issues and designs to which SEM
has been applied productively. We also discuss a number of problematic issues
in this literature, ranging from concerns regarding perspective, design, and strat-
egy to chronic errors in conducting analyses and presenting and interpreting
results. Our goal is to promote improved usage of SEM by increasing awareness
of the range of research questions that can be addressed using this method and
by helping users avoid some common pitfalls.

OVERVIEW OF SEM

To provide a basis for subsequent discussion, we present a brief overview of SEM
along with some important special cases and extensions of the usual model. SEM
is a technique used for specifying and estimating models of linear relationships
among variables. Variables in a model may include both measured variables
(MVs) and latent variables (LVs). LVs are hypothetical constructs that cannot be
directly measured. In SEM each such construct is typically represented by mul-
tiple MVs that serve as indicators of the construct. A structural equation model,
then, is a hypothesized pattern of directional and nondirectional linear relation-
ships among a set of MVs and LVs. Directional relationships imply some sort of
directional influence of one variable on another. Nondirectional relationships are
correlational and imply no directed influence. In the most common form of SEM,
the purpose of the model is to account for variation and covariation of the MVs.

Some special cases of SEM are of particular interest and are commonly used
in practice. For example, path analysis provides for the testing of models of
relationships among MVs; no LVs are included in the model. Path analysis models
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are used when MVs are of primary interest or when multiple indicators of LVs
are not available. Factor analysis, another special case, provides for testing models
of relationships between LVs, which are common factors, and MVs, which are
indicators of common factors. The factor analysis model allows for correlational
(nondirectional) relationships among LVs but does not include directional influ-
ences as in general SEM.

The usual form of SEM can be extended to great advantage in a variety of
ways. We focus here on two such extensions that are well developed, easily
accessible, and probably underutilized in practice. These extensions have been
described in various SEM texts (e.g. Bollen 1989, Kline 1998, Loehlin 1998,
Maruyama 1998) as well as in the LISREL software manual (Jöreskog & Sörbom
1996). The first such extension is multisample modeling, wherein a model is fit
simultaneously to sample data from different populations. A key aspect of this
approach involves the testing of invariance of critical parameters across groups.
Similarities in the covariance structure of the MVs across groups may be attrib-
utable to parameters that are invariant across groups, and differences attributable
to parameters that vary across groups. A second extension involves the modeling
of MV means as well as variances and covariances. This is especially useful in
multisample models where, for example, group differences in means on MVs
could be accounted for as a function of group differences in means on LVs.
Modeling of means is also used extensively in analysis of repeated measures data.
In this context, a model may account for variances and covariances among
repeated measures of a MV as well as for change in mean level of the MV over
time. By using one or both of these extensions in various ways and contexts,
investigators have developed an array of powerful and elegant models applicable
to particular research designs. Many of these models are described below.

There exist other extensions and generalizations of SEM that undoubtedly will
eventually become widely used but that are not as yet fully developed or acces-
sible. One involves the incorporation of interactions and other nonlinear effects
among LVs into models. Early developments in this area (e.g. Kenny & Judd
1984) have proved difficult to implement in practice, and there is a clear need for
better methods. Schumacker & Marcoulides (1998) reviewed and illustrated
recent efforts to extend SEM in this way. Another developing extension involves
the application of SEM to multilevel data structures, where units at one level of
observation are nested within units at another (e.g. students within schools), and
variables may be measured at each level. Some structural equation models for
such data structures have been discussed by Muthén (1994, 1997) and McDonald
(1994).

LITERATURE REVIEW

Previous Reviews of Applications

Several within-domain reviews of published applications of SEM have appeared.
All limit themselves to four to six journals over variable time periods (6–18



204 MACCALLUM n AUSTIN

years). Breckler (1990) reviewed 72 applications published between 1977 and
1987 in major journals in personality and social psychology. He presented prob-
lematic issues, guidelines for reporting, and an analysis of a typical application.
Two evaluative reviews of applications have appeared in marketing journals. Hul-
land et al (1996) identified 186 applications published between 1980 and 1994,
whereas Baumgartner & Homburg (1996) located 149 applications published
between 1977 and 1994. Hulland et al coded models on dimensions of theory,
measurement, evaluation, and descriptive adequacy, then attempted to replicate
published results for a subset of 112 models; successful replication was achieved
in only 75% of these cases. Baumgartner & Homburg (1996) coded articles in
terms of specification, data screening, and model evaluation. Two reviews of
applications of SEM in organizational research have appeared. James & James
(1989) coded 55 applications (1978–1987) separately for manifest variable (72%)
and latent variable (28%) designs. They found that most a priori models were
disconfirmed and that specification searches were routinely undertaken without
checking for assumptions. Similarly, Medsker et al (1994) coded 28 applications
in five major journals (1988–1993). They described a variety of usage trends by
comparing their sample to that of James & James.

Current Review

We reviewed approximately 500 published applications of SEM appearing in 16
psychological research journals from 1993 to 1997. The journals, grouped by
domain, were Journal of Applied Psychology, Journal of Vocational Behavior,
Organizational Behavior & Human Decision Processes, and Personnel Psychol-
ogy (Industrial-Organizational); Journal of Abnormal Psychology, Journal of
Consulting and Clinical Psychology, Journal of Counseling Psychology, and Psy-
chological Assessment (Counseling-Clinical); Psychology and Aging, Child
Development, and Developmental Psychology (Developmental); Journal of Per-
sonality, Journal of Personality and Social Psychology, Journal of Research in
Personality, and Personality and Social Psychology Bulletin (Social-Personality).
We also included Multivariate Behavioral Research and Structural Equation
Modeling.Our collection of studies included those using the full SEM framework
as well as those using special cases of SEM, such as path analysis and confirm-
atory (not exploratory) factor analysis.

USES OF SEM IN PSYCHOLOGICAL RESEARCH

In this section we organize, describe, and cite examples of usage of SEM in
substantive research in psychology. By necessity our categories are fuzzy and
overlapping and by no means exhaustive. Furthermore, although we have endeav-
ored to identify and cite sound exemplars of various uses of SEM, virtually any
such application might be critiqued on specific aspects of design, specification,
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or analysis. From this perspective, we begin with some comments about research
design. In general, psychological research investigating relationships among vari-
ables can be categorized as either observational (correlational) or experimental.
SEM is by far more heavily used in observational studies. In fact, there seems to
be a common misconception that its use is restricted to that category. To the
contrary, SEM can be used in experimental studies to great advantage, as we
discuss below.

Within the realm of observational studies, designs can be broken down roughly
into two categories: cross-sectional and longitudinal. SEM is heavily used for
both kinds of designs, with applications to cross-sectional designs being more
common in social/personality and industrial/organizational psychology, and appli-
cations to longitudinal designs being more common in studies of development
and aging. We consider applications to these two designs in turn.

Cross-Sectional Designs

As the name suggests, a cross-sectional design is a single-occasion snapshot of a
system of variables and constructs. Its key feature is the concurrent measurement
of variables. The use of SEM in cross-sectional designs is common, with appli-
cations to manifest variable, latent variable, or measurement studies. Multisample
models and models with structured means are often used. For example, Rice et
al (1997) used a cross-sectional design with multiple groups to compare African-
American and Caucasian, as well as male and female, adolescents to investigate
predictors of emotional well-being. Judge & Locke (1993) used reports from
individuals and significant others to estimate the effects of dysfunctional thought
processes on subjective well-being and job satisfaction.

A notable feature of many models used in cross-sectional studies is the spec-
ification of directional influences among variables. The perspective that direc-
tional influences require some finite amount of time to operate suggests that
interpretation of such effects in cross-sectional designs may be problematic
because concurrent measurement of variables precludes such effects from occur-
ring (Gollob & Reichardt 1987, 1991). Nevertheless, numerous cross-sectional
studies that we reviewed framed models as involving noninstantaneous processes
or change over time. This potential conflict between design and model is discussed
in more detail below.

Longitudinal Designs

There are two sorts of longitudinal designs to which SEM is often applied. Both
involve measurements obtained from the same individuals on repeated occasions.
In one type of longitudinal design, which we call a sequential design, different
variables are measured at successive occasions and the model specifies effects of
variables at a given occasion on other variables at later occasions. The researcher
is interested in the pattern of influences operating over time among different
variables. The sequence and timing of measurements are designed to allow for
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these hypothesized effects to operate. In another type of longitudinal design, a
repeated measures design, the same variable or variables are measured at each
occasion. Here the researcher is interested in relationships among the repeated
measures of the same variables as well as the pattern of change over time. Occa-
sions of measurement are chosen to represent the range of time and intervals
during which change is of interest. Of course these two kinds of designs are not
mutually exclusive; many studies incorporate elements of both.

In applications of SEM to sequential designs, directional influences in a model
are hypothesized as operating over some time interval, and fitting the model to
observed data yields estimates of such effects. The interpretation of such effects
is bolstered by the use of a design that allows appropriate time for the effects to
occur. Examples include a study by Holohan et al (1997) of effects of social
support and social stressors on subsequent depressive symptoms, a study by Gest
(1997) of relationships between behavioral inhibition and peer relations over time,
and a study by Gold et al (1995) of stability and predictors of intellectual abilities
measured 40 years apart. An important aspect of such designs and models is the
desirability of including autoregressive influences. That is, if one hypothesizes
that variable A at time 1 (A1) influences B at time 2 (B2), one should also measure
B1 and include in the model the influence of B1 on B2 as well as the correlation
of A1 with B1. Failure to do so can result in a highly biased estimate of the effect
of A1 on B2 (Gollob & Reichardt 1991). That is, one might conclude that there is
a strong influence of A1 on B2 when in fact that apparent influence is in part
spurious and due to the autoregressive influence of B1 on B2 and the correlation
of B1 with A1.

Turning to repeated measures designs, the application of SEM to such designs
represents an area of highly creative development of models and novel applica-
tions in recent years. There are two general frameworks for model specification
in such designs. In both approaches it is possible and often desirable to include
means in the model, so that the model accounts for changes in the mean of the
MV over time, as well as for variances and covariances of repeated measures of
the MV. One general approach involves the use of autoregressive models (Jöres-
kog 1979, McArdle & Aber 1990). Given measures of X at occasions 1, 2, . . . ,
t, . . . , T, such a model specifies a series of autoregressive effects wherein each
Xt influences Xt`1. Such models are often called simplex models because they
account for a simplex correlational structure, wherein the correlation between
repeated measures decreases as the lag between the measures increases. The basic
autoregressive model allows for many extensions and variations, many of which
are described by Jöreskog (1979) and McArdle & Aber (1990). These include
modeling of effects over various time lags, modeling of the structure of correla-
tions among error terms, and evaluating whether parameters of interest are stable
across occasions or intervals. One can also model autoregressive effects for LVs,
where a given LV is represented by multiple indicators at each occasion. Examples
of the use of autoregressive models in repeated measures designs include a study
of drug abuse by Aiken et al (1994) and a study of anxiety in children by Lopez
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& Little (1996). Both of these two-wave studies used multisample models with
structured means. Examples of modeling data with more than two waves can be
found in McArdle & Aber (1990) and Curran et al (1997b).

A second general class of models for repeated measures designs is latent curve
models, often called growth curve models. Originating in early work by Tucker
(1958) and Rao (1958), latent curve models represent a rich domain of method-
ological development in recent years (Collins & Horn 1991, Sayer & Collins
1999) and have been used in many elegant applications. A technical overview is
provided by Meredith & Tisak (1990); less technical discussions are offered by
Willett & Sayer (1994), Duncan et al (1994), and Duncan et al (1999). The objec-
tive of such models is to capture information about interindividual differences in
intraindividual change (Nesselroade 1991). In their simplest forms, latent curve
models can be viewed as a type of confirmatory factor analysis model, where the
variances, covariances, and means of repeated measures of a MV are modeled.
Factors, or latent curves, represent aspects of change over time, such as level,
linear change, or acceleration. According to the model, each individual’s vector
of repeated measures on the MV is represented as a linear combination of these
latent curves. Jones & Meredith (1996) presented an application of this model in
a study of personality change across 30–40 years.

There is an array of important extensions of this model, many of which have
been discussed and illustrated by McArdle & Aber (1990) and Duncan et al
(1999). One can introduce additional variables representing predictors, correlates,
or consequences of aspects of change. Such a model would involve an extension
of the latent curve model into a full SEM model, specifying hypothesized asso-
ciations between the latent curves and other LVs or MVs. Willett & Sayer (1994)
described and illustrated this approach in a study using gender and exposure to
deviant behavior to predict change in deviant behavior during adolescence. Ray-
kov (1994) also used this method to study correlates of change in factors of fluid
intelligence. Another extension involves investigating change on more than one
MV simultaneously. In such multiple-outcome models, latent curves are specified
for each MV, and one can then investigate relationships between latent curves
representing different outcome variables. Such models have been discussed by
MacCallum et al (1997), Tisak & Meredith (1990), and Willett & Sayer (1995).
Curran et al (1997a,b) and Stoolmiller (1994) used this approach in empirical
studies. Latent curve models can also be used in multisample designs, where
repeated measures of a variable of interest are collected from samples of individ-
uals from distinct populations. Such a design and model allow for the study of
group differences in aspects of change. Muthén & Curran (1997) have proposed
the use of such multisample latent curve models to analyze data from intervention
studies. Given control and experimental groups, repeated measures of a dependent
variable are obtained. The groups differ in that some treatment or intervention is
applied in the experimental group after the baseline measure is observed. A latent
curve model is specified to model change over time in the control group; the same
latent curves are specified for the experimental group along with an additional



208 MACCALLUM n AUSTIN

latent curve to represent differential change after treatment. This approach had
been used in an earlier application by Raykov (1995) to investigate the effect of
a cognitive intervention on change in fluid intelligence during aging. Multisample
latent curve models are also useful in sequential cohort designs in aging and
developmental research. Such designs avoid the problems associated with obtain-
ing repeated observations on a single sample for an extended period of time.
Rather, multiple cohorts are followed for shorter periods of time, where cohorts
differ with respect to age at the first occasion of measurement. Duncan et al (1996)
described and illustrated the modeling of such data.

Measurement Studies

Confirmatory factor analysis (CFA) models, a special case of SEM, are widely
used in measurement applications for a variety of purposes. Designs for construct
validation and scale refinement, multitrait-multimethod validation, and measure-
ment invariance can be evaluated through specification and testing of CFA mod-
els. We discuss each category in turn.

Construct Validation and Scale Refinement Development of a measure of a
construct requires validation of the hypothesized relationship between the con-
struct and its indicators. The indicators are typically single items or composites
consisting of multiple items. One or more models of this relationship are often
evaluated using CFA. Methods for developing and validating multi-item assess-
ment scales using factor analysis have been described by Floyd & Widaman
(1995). Jackson et al (1993) used such methods to develop five scales for assess-
ing job control, cognitive demand, and production responsibility. They tested a
series of nested measurement models using two samples of shop employees, con-
firming a hypothesized five-factor model as well as invariance for four of the five
factors across their samples. Novy et al (1994) used CFA to evaluate a theoretical
model of ego development. Neuberg et al (1997) illustrated how CFA can be used
to critique an existing scale, specifying and supporting a two-dimensional inter-
pretation for a scale of need for closure that had been thought to be unidimen-
sional. Similarly, some CFA analyses of personality inventories (e.g. Church &
Burke 1994, Parker et al 1993) have yielded poor support for the popular five-
factor theory of personality. McCrae et al (1996) criticized usage of CFA to
validate such dimensional theories and recommended instead the use of explor-
atory factor analysis with target rotation. In our view, the phenomenon underlying
such controversies involves the lack of correspondence between the highly struc-
tured nature of a confirmatory factor model and the somewhat looser criteria used
to develop assessment instruments. Floyd & Widaman (1995) have discussed
some aspects of this issue.

If construct validity is supported by confirmation of a hypothesized dimen-
sional structure, other types of scale refinement or assessment may be considered.
These include the development of short forms, as done by Donders (1997) with
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the WISC-III, or the assessment of construct validity in a different context, as
done by Meyer et al (1993) in extending their measure of the construct of com-
mitment from the context of organizations to the context of occupations. On the
other hand, if CFA results do not support construct validity, it is possible to use
results to revise the scale for future reevaluation. For example, items with a com-
plex loading structure or high unique variance might be omitted, or additional
items might be constructed to better represent a LV. Walker et al (1997) used this
approach in refining a pain-response scale for children.

Multitrait-Multimethod Studies Multitrait-multimethod (MTMM) studies rep-
resent a specific design for construct validation, in which multiple traits are mea-
sured by multiple methods (Campbell & Fiske 1959). Models for such matrices
represent trait and method factors (LVs) as combining either additively (Widaman
1985) or multiplicatively (Cudeck 1988) to yield observed correlations among
MVs. Reichardt & Coleman (1995), Kenny & Kashy (1992), and Widaman
(1985) showed how evidence for convergent and discriminant validity can be
obtained through the comparative evaluation of alternative additive models. Bran-
nick & Spector (1990) demonstrated problems with fitting the additive formula-
tion. They described common identification and specification problems and
reanalyzed data from 18 published MTMM studies, finding estimation problems
in 17 of 18. Applications of the additive model for MTMM designs typically
encounter problems of empirical indeterminacy unless restrictions such as equal-
ity constraints are imposed on model parameters. An application by Coovert et
al (1997) compared the additive and multiplicative models for performance rating
data across seven military jobs and concluded that the multiplicative formulation
performed better.

Measurement Invariance When an investigator wishes to use a given measure
or set of measures to make comparisons across populations or across time, the
validity of those comparisons depends on the assumption that the same construct
is being measured in different groups or at different occasions. This assumption
of measurement invariance can be tested using CFA (Meredith 1993), usually
including mean structures so as to allow for comparison of latent variable means
across groups or occasions. The assessment of measurement invariance across
groups involves the use of multisample CFA. Methods have been described and
illustrated by Widaman & Reise (1997) and Reise et al (1993). Horn & McArdle
(1992) and Tisak & Meredith (1990) described and illustrated methods for study-
ing measurement invariance over time. In either context, one is interested in
testing the invariance of parameters of the factor model, including factor means,
across groups or time. Studies of measurement invariance are common in the
literature. Little (1997) investigated invariance of factors of control expectancy
across gender and four cultural groups. Kim et al (1996) studied invariance of
world views and religious beliefs of older adults over time. Pentz & Chou (1994)
described and illustrated the study of measurement invariance across both groups
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and time simultaneously in a study of adolescent drug abuse. Millsap (1997)
extended research on invariance by examining the relationship between measure-
ment invariance and predictive bias. Given a predictor and criterion set measured
in multiple groups, he found that measurement invariance ordinarily implies pre-
dictive bias (group differences in regression coefficients), and that an absence of
predictive bias ordinarily implies an absence of measurement invariance. Millsap
showed how these conditions can be investigated using simple structural equation
models.

Experimental Studies

We return now to the issue of observational versus experimental designs. Most
of the applications described to this point involve observational studies. As men-
tioned earlier, there seems to be a common misconception that SEM is applicable
only to observational studies and not to experimental studies. This misconception
apparently stems from the fact that models for data gathered in experimental
studies would incorporate categorical independent variables, and the inclusion of
such variables appears to violate the assumption of multivariate normality under-
lying the commonly used maximum likelihood method of estimation. However,
as clarified by Bollen (1989:126–28), the assumption of multivariate normality
need not apply to exogenous measured variables. Rather, this assumption can be
stated as referring to all other variables conditional on the levels of exogenous
measured variables. Thus, given experimentally manipulated independent vari-
ables, one can use SEM to model the relationships of those variables, represented
by coded variables such as dummy variables, to other variables, including covar-
iates, mediators, and outcomes. Russell et al (1998) provided a discussion of
procedures, issues, and advantages in the use of SEM in experimental studies,
along with illustrations. The social cognition literature provides numerous exam-
ples of the use of SEM to study mediational effects in experimental designs. For
example, Prussia & Kinicki (1996) used SEM to investigate mediators of effects
of performance feedback and vicarious experience on group effectiveness, and
Hoyle (1993) used SEM to study mediational effects of perceived attitudinal
similarity on attraction toward a stranger. Another approach to using SEM in
experimental studies is to treat different levels of experimental variables as rep-
resenting different populations and to conduct multisample SEM, where the
model of interest is fit simultaneously to samples representing different experi-
mental conditions. Muthén & Curran (1997) used this approach to fit latent curve
models to control and treatment groups. They illustrated this method using data
from a study of the effectiveness of an intervention intended to reduce aggressive
behavior in school children. In general, the application of SEM in experimental
studies represents a significant but relatively untapped potential area of applica-
tion. The conceptual boundary that is usually defined between observational and
experimental research is probably far too rigid. SEM clearly cuts across that
boundary.
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Twin Studies

In recent years SEM has become a valuable tool in twin and family designs to
model genetic and environmental influences on variables of interest (Loehlin
1989, Plomin & Rende 1991). In the most basic model, relevant data consist of
measures on an observed variable collected from samples of siblings of different
levels of relatedness (monozygotic twins, dizygotic twins, nontwin siblings, etc).
Genetic and environmental influences are then investigated using a form of mul-
tisample confirmatory factor analysis, in which groups are defined according to
relatedness, and factors represent shared or nonshared genetic and environmental
influences. Results provide estimates of the impact of each source of variation
and covariation. Methodological details have been provided by Loehlin (1998),
Neale & Cardon (1992), McArdle & Prescott (1997), and McArdle et al (1998).
There are many applications in the literature, often including other capabilities of
SEM described above. Examples include a study of temperament (Saudino et al
1995), a study of memory performance including a multisample analysis of Swed-
ish and American twin data (Finkel et al 1995), and a study of genetic and envi-
ronmental components of latent curves representing aspects of change in alcohol
consumption (Prescott & Kendler 1996).

Other Areas of Application

We reemphasize that our discussion of types of applications of SEM is by no
means exhaustive, and that many applications involve aspects of several different
categories described above. In addition, many applications and special cases
address problems that fall outside the domain we have described. Such methods
include, for instance, the use of SEM in meta-analysis (Rounds & Tracey 1993)
and test-retest designs (McArdle & Woodcock 1997), the use of multisample
models to study moderator effects (e.g. Eisenberg et al 1997, Harnish et al 1995),
and the longitudinal study of reliability and validity (Tisak & Tisak 1996).

PROBLEMATIC ISSUES IN APPLICATIONS OF SEM

We now turn to methodological problems and issues of concern that emerged in
our review of published applications. We consider several global concerns before
turning to problems involving details of analysis, interpretation, and presentation
of results.

Generalizability of Findings

In our view, much of the applied SEM literature is characterized by inadequate
understanding or acknowledgment of the limitations of single studies. Even in a
well-designed study where analyses are conducted properly, conclusions may be
limited to the particular sample, variables, and time frame represented by the
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design. Such limitations are seldom acknowledged, let alone addressed as a topic
of research. Rather, results are usually interpreted as if substantial generalizability
exists.

More specifically, researchers using SEM must recognize that results are sub-
ject to sampling or selection effects with respect to at least three aspects of a
study: individuals, measures, and occasions (Nesselroade 1991). Most researchers
are familiar with the notion of sampling effects with respect to individuals. Such
effects are taken into account via sampling procedures and the use of inferential
statistics. Another mechanism for taking such effects into account in SEM is
cross-validation (Browne & Cudeck 1989, Cudeck & Browne 1983). Researchers
can use the expected cross-validation index (ECVI) (Browne & Cudeck 1989,
1993), which is computed from a single sample, as an index of how well a solution
obtained in one sample is likely to fit an independent sample. This index is useful
for comparison of alternative models, especially when sample size is not large,
providing an indication of which model yields a solution with greatest
generalizability.

Another aspect of selection effects at the level of observations involves the
population of interest. A structural equation model is a hypothesis about the struc-
ture of relationships among MVs in a specific population. Researchers should
explicitly define the population of interest, although this is often not done in
practice, and should acknowledge that the generalizability of a model beyond that
population may be uncertain. Of course, many studies do address this issue explic-
itly, especially those that involve multisample SEM, where the focus of the study
is the evaluation of model fit and parameter estimates across samples from distinct
populations (e.g. Aiken et al 1994, Lindenberger & Baltes 1997).

Selection effects are also inherent in the choice of measured variables used in
a given study. In SEM this issue is especially prominent with regard to the choice
of indicators to represent latent variables. In any given study, a particular latent
variable is effectively defined as that which its indicators have in common. The
nature of the construct can shift with the choice of indicators, which in turn can
influence results and interpretation. Clearly, valid results and interpretation
depend on having appropriate operationalizations of the latent variables under
study. Little et al (1999) discussed and demonstrated selection effects involving
indicators and offered guidelines for selection of good indicators.

An additional aspect of selection effects involves occasions of measurement.
In any study where one investigates effects that operate over time, those effects
may vary with the length of the time interval (Gollob & Reichardt 1987, 1991).
From this perspective, there is no single true effect of one variable on another,
unless the variables themselves do not change over any time period of interest.
In addition to acknowledging this point explicitly, researchers could conduct stud-
ies of effects of interest over different time lags to more fully understand the
nature of such effects.

In general, we urge researchers to be more aware of the limitations of single
studies with respect to these issues. Such an awareness could manifest itself via
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explicit acknowledgments, qualified interpretations, and studies that investigate
generalizability of findings with respect to these issues.

Confirmation Bias

Results of our review suggested that researchers using SEM are quite susceptible
to a confirmation bias (Greenwald et al 1986), i.e. a prejudice in favor of the
model being evaluated. We see two symptoms of this bias: (a) a moderately
frequent, overly positive evaluation of model fit, to be discussed below; and (b)
a routine reluctance to consider alternative explanations of data. Reichardt (1992)
discussed the fallibility of judgments about models, noting that it is easy to accept
an explanation that fits our data well, and that researchers are not then motivated
to consider alternatives. This is especially problematic in SEM. Given a study
where support is obtained for a specific model, other models that would fit the
data equally well, or approximately so, routinely exist. It is important for research-
ers to consider this possibility and to employ strategies and methods that provide
for examination of alternatives. One such approach is to specify and evaluate
multiple a priori models. Although many studies use this strategy (about 50% in
our review), most such studies investigate a series of nested models, where param-
eters of one model in the series are a subset of those in the next model. Although
this approach helps to indicate which parameters are needed to account for
observed data, it does not address the possible existence of qualitatively distinct
models of approximately equal complexity that provide alternative meaningful
explanations of data. Millsap & Meredith (1994) provide an illustration of the
investigation of qualitatively distinct nonnested models in their study of models
of salary discrimination.

An especially interesting phenomenon in the context of alternative models is
the existence of equivalent models, which are alternative models that fit any data
to the same degree. Such models can be distinguished only in terms of substantive
meaning. Lee & Hershberger (1990) provided some simple rules for generating
equivalent models from a given model. In a study of published applications of
SEM, MacCallum et al (1993) showed that equivalent models occur routinely in
practice, often in very large numbers. Investigators are apparently almost univer-
sally unaware of this phenomenon, or else they choose to ignore it. We urge
researchers to generate and evaluate the substantive meaningfulness of equivalent
models in empirical studies. Ruling out their existence or meaningfulness would
strengthen the support of a favored model. More generally, any effort to examine
alternative models can provide some protection against a confirmation bias and
bolster support of a favored model.

The Issue of Time

Gollob & Reichardt (1987, 1991) suggested that directional effects in structural
equation models can be considered as causal effects in a loose sense wherein a
change in one variable somehow results in a change in another variable, and they
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described three properties of such effects: (a) these effects take some finite amount
of time to operate; (b) a variable may be influenced by the same variable at an
earlier point in time, i.e. autoregressive effects may exist; and (c) the magnitude
of an effect may vary as a function of the time lag. Our review showed that
directional effects are routinely studied using cross-sectional designs, which as
pointed out by Gollob & Reichardt (1987, 1991) cannot incorporate any of the
three properties just defined. Cross-sectional designs allow only for the evaluation
of relationships among variables at one point in time and do not allow for auto-
regressive effects or time lags. Thus, it may be problematic to infer causality or
directional influence in cross-sectional studies. For such an inference to be valid,
a researcher must take one of two positions. One option is to argue that the time
lag during which the causal influence operates is essentially instantaneous,
thereby justifying concurrent measurement of variables in a cross-sectional
design. Such situations may not be unusual. For example, Pajares & Miller (1995),
in a study of the effect of mathematics self-efficacy on performance on mathe-
matics tests, argued explicitly that the effect of interest was essentially instanta-
neous, meaning that the variables should be measured as closely together as
possible in time. If the time lag of interest is not of extremely short duration, then
to justify the study of directional influences in cross-sectional designs the inves-
tigator must assume that the causal variables under study do not change over the
time period of interest, i.e. between the time the causal effect occurs and the time
the causal variable is measured. If this assumption is not valid or if effects of
interest are not essentially instantaneous, estimates of directional effects obtained
in a cross-sectional design may be highly biased (Gollob & Reichardt 1987,
1991). Given the prevalence in the literature of models incorporating directional
effects estimated and tested using data from cross-sectional studies, such biased
estimates of effects are probably a chronic problem in the literature.

We suggest that one or the other of these justifications should be stated explic-
itly for cross-sectional models that include directional influences. In the absence
of such justification, a cross-sectional design may be inappropriate and a longi-
tudinal design preferred to allow for representation of the properties described by
Gollob & Reichardt (1987, 1991). Furthermore, as noted earlier, longitudinal
designs and models should provide for assessment of autoregressive effects. Our
review showed that such effects are routinely overlooked in practice, resulting in
substantial potential bias in estimates of directional influences (for further dis-
cussion of this point and for an application, see Wagner et al 1994). Also, in
designing longitudinal studies to evaluate causal effects, one must not forget
Cliff’s (1983) admonition that a temporal sequence in itself is not sufficient to
imply causality. Even given a temporal sequence, an apparent causal influence
may be due to an intervening variable or to some correlate of the putative cause,
so it is important to make efforts to avoid omitting important variables of this
kind. The critical general point is that many studies show inadequate consideration
of the issue of time in design, and that greater consideration of this issue would
result in improved information about directional influences among variables.
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Model Specification, Design, and Analysis Issues

Latent Variable Versus Measured Variable Models Approximately 25% of the
studies we reviewed used path analysis models, with no LVs. Many researchers
may be unaware of advantages of LV models over MV models. Theories in psy-
chology typically postulate patterns of relationships among LVs. Single MVs
generally do not provide adequate representation of such constructs because of
imperfect (often modest) reliability and validity. Nevertheless, path analysis mod-
els treat single MVs as exact, error-free representations of the constructs of inter-
est. This approach can result in estimates of effects that are highly biased due to
the influence of error (Bollen 1989:151–76, Maruyama 1998:79–87). An alter-
native is to obtain multiple indicators of each LV. A given LV is then defined in
effect as whatever its indicators have in common. Little et al (1999) have dis-
cussed issues and important phenomena relevant to the selection of indicators. A
full LV model then specifies relationships of the indicators to the LVs as well as
relationships of the LVs to each other. Such a model allows for estimation of the
unique variance in each indicator, and estimates of relationships among LVs are
not biased by the presence of error in the indicators.

However, let us consider those situations in which only a single indicator is
available for each LV of interest. The relatively common use of path analysis in
such settings is of concern because results are susceptible to the biasing effects
of error just described. Fortunately, there is a simple method for resolving this
problem in many cases. Given a LV represented by a single multiitem scale, one
approach to obtaining multiple indicators might be to use each item as an indi-
cator. However, this strategy is often ineffective because of the potentially large
number of items, the lack of unidimensionality of the scale, or the relatively low
reliability of single items. An alternative approach that is often viable is to con-
struct parcels. A parcel is simply a sum of a subset of items from the scale.
Multiple parcels can be defined by aggregating distinct subsets of items, and the
parcels then serve as multiple indicators of the given LV. An investigator can thus
gain the advantages inherent in full LV models and avoid some of the difficulties
associated with MV path analysis models. Our review indicated that such an
approach could have been taken in many published studies using path analysis.
Methods for constructing parcels have been described by Kishton & Widaman
(1994). Examples of the use of parcels can be found in Lent et al (1997) and
Lopez & Little (1996).

Sample Size Our review indicated a wide range of sample sizes used in SEM
applications, with small-sample studies not being uncommon. About 18% of the
studies we reviewed used samples of fewer than 100 individuals. Published appli-
cations rarely include explicit consideration of whether the available sample is
sufficiently large, and few well-founded guidelines are available. Developments
in recent years make it feasible to address this question from a power analysis
perspective. MacCallum et al (1996) provided a method for determining the min-
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imum sample size necessary to achieve a given level of power for tests of model
fit. As noted by MacCallum et al, however, a minimum sample size determined
by power analysis for tests of overall fit is not necessarily adequate for other
purposes, such as obtaining sufficiently precise parameter estimates. In any case,
lacking a power analysis or other justification, SEM analyses of small samples
are almost certainly problematic. We are reluctant to recommend rules of thumb
regarding sample size in SEM. Recent work (MacCallum et al 1999) on the
question of sample size in factor analysis has shown rules of thumb to be generally
invalid in that context, which is a special case of SEM, and that minimum sample
size necessary to accurately recover population factor loadings is highly depen-
dent on characteristics such as communality level of the MVs. We expect that
similar phenomena operate in the more general context of SEM, and we anticipate
further research and improved guidelines regarding the sample size question.

The issue of sample size is also relevant in the context of model evaluation.
Hu & Bentler (1998) reviewed literature regarding effects of sample size on fit
indexes. Although important effects exist, investigators should not necessarily
favor measures of fit that are independent of sample size, especially when com-
paring alternative models. This issue has been examined carefully by Cudek &
Henly (1991). Consider the case where sample size is relatively small and one
wishes to compare alternative models of varying complexity, where more com-
plex models have more parameters. As one estimates larger numbers of param-
eters, one loses some precision in those estimates, more so with smaller samples.
A small sample may not be large enough to support the estimation of more com-
plex models. Thus, the model that can be best supported may depend on sample
size, with simpler models favored when sample size is smaller. In comparing
models when sample size is small, it is advisable to use an index such as ECVI
(Browne & Cudeck 1989, 1993), which is sensitive to the phenomenon just
described.

Strategy Jöreskog & Sörbom (1996) described three strategies in model speci-
fication and evaluation: (a) strictly confirmatory, wherein a single a priori model
is studied; (b) model generation, wherein an initial model is fit to data and then
modified as necessary until it fits adequately well; and (c) alternative models,
wherein multiple a priori models are specified and evaluated. Our review showed
approximately the following percentages of studies using each of these strategies:
strictly confirmatory, 20%; model generation, 25%; alternative models, 55%. The
relatively common usage of the first two strategies is unfortunate. The strictly
confirmatory strategy is highly restrictive, requiring the investigator to evaluate
a single model in isolation and leaving little recourse if that model does not work
well. The model generation strategy is potentially misleading and easily abused.
Studies have shown that such data-driven model modifications may lack validity
(MacCallum 1986) and are highly susceptible to capitalization on chance
(MacCallum et al 1992). Any use of a model generation strategy must be subject
to conditions. First, it must be acknowledged that the resulting model is in part
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data driven; second, modifications must be substantively meaningful; and third,
the modified model must be evaluated by fitting it to an independent sample.
Although some applications using this strategy meet the first and second condi-
tions, very few meet the third. Fortunately, there are some pleasant exceptions
providing cross-validation of modified models (e.g. Belsky et al 1996, Marsiske
et al 1997). The alternative models strategy provides an attractive alternative to
the other strategies, avoiding the difficulties just described and providing com-
parative information about alternative explanations of the data, thus lending some
protection against a confirmation bias.

Correlation Versus Covariance Matrices In typical applications of SEM, users
must decide whether to fit a model to a covariance matrix, S, or a correlation
matrix, R. In some designs, such as multisample or repeated measures designs, it
is necessary to use covariance matrices so as to retain information about variances
of variables. Differences in variances of variables among groups or across time
represent important information to be accounted for by a model. This recom-
mendation is followed closely in practice. In most other designs the user may
choose to analyze either S or R, but there are interpretational advantages to using
R. If latent variables are standardized and the model is fit to R, then parameter
estimates can be interpreted in terms of standardized variables. In practice, about
50% of the published applications we reviewed fit models to correlation matrices.
Unfortunately, however, most users seem unaware that fitting a model to R versus
S introduces a subtle but potentially serious problem (Cudeck 1989, Lawley &
Maxwell 1971:100–3). Conventional estimation methods in SEM are based on
statistical distribution theory that is appropriate for S but not for R. It is not correct
to fit a model to R while treating R as if it were a covariance matrix. As discussed
by Cudeck (1989), the consequences of treating R as a covariance matrix depend
on properties of the model being fit. In all cases, standard errors of parameter
estimates as well as confidence intervals and test statistics for parameter estimates
will be incorrect. Correct standard errors will generally be smaller than the incor-
rect values, resulting in narrower confidence intervals and larger test statistics. In
some cases, parameter estimates themselves may be incorrect, and in some cases
values of fit indexes will also be incorrect. As noted by Cudeck, these facts have
significant implications for published applications of SEM where popular pro-
grams are used to fit models to correlation matrices; such studies undoubtedly
include some incorrect results.

At the time of this writing (August 1999) various computer programs for SEM
deal with this issue in different ways. Currently, two programs automatically
provide for correct estimation when analyzing a correlation matrix (RAMONA)
Browne & Mels 1998; SEPATH, Steiger 1999). This same facility is expected to
be implemented in the next release of EQS (PM Bentler, personal communica-
tion). Correct estimation of a correlation structure can be done in LISREL (Jöres-
kog & Sörbom 1996) and Mx (Neale 1997) but requires the user to introduce
specific constraints on parameters. The AMOS program (Arbuckle & Wothke
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1999) does not accept correlation matrices for analysis. Given this variation in
treatment of this issue and the rapid pace of software development, along with
the potential impact of incorrect analyses of correlation structures, we offer a test
whereby users can determine whether a specific SEM program provides correct
estimation of a model fit to a correlation matrix. Jöreskog & Sörbom (1996)
present the widely used stability-of-alienation example (Wheaton et al 1977).
Their model B (Figure 6.3, p. 218, excluding error covariances) can be fit to the
correlation matrix obtained by rescaling the covariance matrix in their Table 6.5
(p. 216). A check of correctness of results can be made with reference to a single
parameter. The correct maximum likelihood estimate of the factor loading of
Alienation67 on Powerlessness67 is 0.999. The correct estimate of the standard
error for this loading is 0.036. If the correlation matrix is treated incorrectly as a
covariance matrix, the resulting incorrect estimate of the standard error is 0.047.
If this latter value is obtained, the implication is that the software in question
provides incorrect results for analysis of correlation matrices, as described above
and as discussed in detail by Cudeck (1989). We urge users fitting models to
correlation matrices to be certain that their SEM software treats such matrices
correctly. Otherwise, it would be preferable to fit models to covariance matrices,
ensuring correct results but sacrificing some ease of interpretation.

Interpretation of Results Our review produced a variety of concerns about
assessment of model fit and interpretation of parameter estimates. With respect
to model fit, researchers do not seem adequately sensitive to the fundamental
reality that there is no true model (Browne & Cudeck 1993, Cudeck & Henly
1991), that all models are wrong to some degree, even in the population, and that
the best one can hope for is to identify a parsimonious, substantively meaningful
model that fits observed data adequately well. At the same time, one must rec-
ognize that there may well be other models that fit the data to approximately the
same degree. Given this perspective, it is clear that a finding of good fit does not
imply that a model is correct or true, but only plausible. These facts must temper
conclusions drawn about good-fitting models.

In addition, a finding of good fit does not imply that effects hypothesized in
the model are strong. In fact, it is entirely possible for relationships among vari-
ables to be weak, or even zero, and for a hypothesized model to fit extremely
well. The resulting parameter estimates would reflect weak relationships among
variables and large residual variances for endogenous variables. Thus, it is criti-
cally important to pay attention to parameter estimates, even when fit is very
good. We found this to be a common oversight in applications. For instance, in
nearly 50% of the studies reviewed, researchers failed to report residual variances
for endogenous variables. For example, a model might hypothesize an influence
of LV A on LV B. The model would be found to fit well; the researcher would
report the estimate of the effect of A on B but would not report the residual
variance in B, which may well be substantial. Good fit does not imply at all that



APPLICATIONS OF SEM 219

such residual variances are small. Such information is critical to a full understand-
ing of the magnitude of effects and should always be reported and discussed.

We observed a wide variety of measures of fit being used, as well as a range
of criteria for determining what constitutes good fit. There was little consistency
in choice of fit indexes or criteria for their evaluation. We encountered numerous
cases of clearly overly positive assessment of fit, with authors stating that fit was
acceptable even though values of fit indexes fell well short of any proposed
criteria for adequate fit. Researchers using SEM need better guidelines regarding
selection and interpretation of fit measures. Some useful information has been
provided in recent papers by Hu & Bentler (1998, 1999). In studies of the per-
formance of various fit measures with respect to sensitivity to model misspeci-
fication, Hu & Bentler (1998) recommended the use of the standardized root mean
square residual (SRMSR) in tandem with one of several other indexes that they
see as more or less interchangeable. These include the non-normed fit index
(NNFI; Bentler & Bonett 1980) and the root mean square error of approximation
(RMSEA; Browne & Cudeck 1993, Steiger & Lind 1980), among others. Sig-
nificantly, Hu & Bentler (1998) recommended against usage of some common
indexes such as the goodness of fit index (GFI) and adjusted goodness of fit index
(AGFI), measures that are widely used in the SEM literature. In addition to being
insufficiently and inconsistently sensitive to model misspecification, these indexes
have also been shown to be strongly influenced by sample size (Marsh et al 1988).
Hu & Bentler (1998, 1999) also emphasized that commonly used criteria for
interpretation of popular fit indexes have a clear tendency to result in acceptance
of poorly specified models. They propose rules of thumb that are more conser-
vative than popular criteria and are also more conservative than criteria recom-
mended in the heavily cited early paper by Bentler & Bonett (1980). We would
add one strong recommendation to those of Hu and Bentler. We especially encour-
age use of RMSEA for several reasons: (a) It appears to be adequately sensitive
to model misspecification (Hu & Bentler 1998); (b) commonly used guidelines
for interpretation seem to yield appropriate conclusions about model quality (Hu
& Bentler 1998, 1999); and (c) most importantly, a confidence interval is avail-
able. This confidence interval provides important information about precision of
the estimate of fit, which is not available for almost all other fit indexes. We urge
the routine use of RMSEA and the reporting and discussion of the associated
confidence interval. Finally, we also encourage use of methods for the assessment
of model fit at the individual level (Neale 1997, Reise & Widaman 1999). These
procedures provide a measure of the contribution of each individual to the overall
lack of model fit, allowing for identification of individuals for whom a model fits
well or poorly, as well as subsequent analysis of such information to assess pos-
sible predictors or correlates of person-fit.

Reporting of Results

In our review we encountered many difficulties associated with presentation of
information about models, methods, analyses, and results. For example, in about



220 MACCALLUM n AUSTIN

10% of the articles reviewed we were unable to determine precisely either the
model or the indicators of LVs. In about 25% we could not determine if the model
was fit to R or S. In about 50% reporting of parameter estimates was incomplete
(omission of nonsignificant estimates, unique variances, and/or residual vari-
ances). Many of these issues can be resolved by attention to published guidelines
for presenting results of SEM (Hoyle & Panter 1995, Raykov et al 1991). We
urge investigators as well as journal editors to adhere to these guidelines and
suggest that every application of SEM should provide at least the following infor-
mation: a clear and complete specification of models and variables, including a
clear listing of the indicators of each LV; a clear statement of the type of data
analyzed, with presentation of the sample correlation or covariance matrix (or
making such data available upon request); specification of the software and
method of estimation; and complete results. We define complete results to mean
multiple measures of fit as recommended above, with confidence intervals when
available, along with all parameter estimates and associated confidence intervals
or standard errors. Criteria for evaluating values of fit indexes should be clearly
stated.

CONCLUSION

Our review confirmed that SEM is a highly versatile tool heavily used in the
psychology research literature to investigate a variety of problems. Although there
are high-quality applications that provide important insights or advances in par-
ticular substantive areas, there are also problematic aspects of this literature. These
range from problems of perspective, design, and strategy to mechanical aspects
of model specification, data analysis, interpretation, and presentation. The prob-
lems we have described can have a substantial impact on the quality of infor-
mation produced in these applications as well as on the validity of interpretations
and conclusions. Paying attention to the concerns raised in this review should
enhance the quality of applications of SEM and in turn increase the quality of
knowledge gained from its use.
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