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Introduction

These notes are based on the course “Geometry” given by Dr. N.I. Shepherd-Barron in
Cambridge in the Easter Term 1996. These typeset notes are totally unconnected with
Dr. Shepherd-Barron.

These notes are incomplete. If you have a problem with this, then you can sort
them out yourself. Dr. Shepherd-Barron has an updated version on his web page.

Other sets of notes are available for different courses. At the time of typing these
courses were:

Probability Discrete Mathematics
Analysis Further Analysis
Methods Quantum Mechanics
Fluid Dynamics 1 Quadratic Mathematics
Geometry Dynamics of D.E.’s
Foundations of QM Electrodynamics
Methods of Math. Phys Fluid Dynamics 2
Waves (etc.) Statistical Physics
General Relativity Dynamical Systems
Combinatorics Bifurcations in Nonlinear Convection

They may be downloaded from

http://www.istari.ucam.org/maths/ .

v

http://www.istari.ucam.org/maths/


vi INTRODUCTION



Chapter 1

Spherical Trigonometry

1.1 Introduction

Fix a sphereS in R3 with centre0 and radius1. A line onS is a great circle (e.g. the
equator). Given any two non-antipodal pointsP andQ onS, there exists just one great
circle throughP andQ. A spherical triangle looks like

n
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n
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b

whereAB, BC andAC are segments of great circles. The length of the lineAB
is the angle subtended at0. Any great circle isS ∩H, whereH is a plane through the
origin. α is defined as the angle between the two relevant planes.

n1, n2 andn3 are the unit normals andA, B andC are the position vectors ofA,
B andC. Note that

n1 =
C×B
sin a

n2 =
A×C
sin b

and n3 =
B×A
sin c

.

Theorem 1.1. sin a sin b cos γ = cos c− cos a cos b.

Proof. Use(C×B) · (A×C) = (A ·C)(B ·C)− (C ·C)(B ·A). Now |C| = 1,
so(C×B) · (A×C) = (A ·C)(B ·C)− (B ·A).

1



2 CHAPTER 1. SPHERICAL TRIGONOMETRY

Now

− cos γ = n1 · n2 =
(C×B) · (A×C)

sin a sin b

=
(A ·C)(B.C)− (B ·A)

sin a sin b

=
cos b cos a− cos c

sin a sin b
.

Theorem 1.2. sinα sinβ cos c = cos γ + cosα cosβ.

Proof. Use the same identity onn2×n3 = A sinα, n3×n1 = B sinβ andn1×n2 =
C sin γ. Now

sinα sinβ cos c = (n2 × n3) · (n3 × n1)
= (n1 · n3)(n2 · n3)− (n1 · n2)
= cos(π − β) cos(π − α)− cos(π − γ)
= cos γ + cosα cosβ.

Theorem 1.3.
sin a
sinα

=
sin b
sinβ

=
sin c
sin γ

.

Proof. Use(A×C)× (C×B) = (C · (B×A))C.

(A×C)× (C×B) = −(n1 × n2) sin a sin b and

n1 × n2 = C sin γ so

− sin a sin b sinα C = (C · (B×A))C.

Now

C · (A×B) = sin a sin b sin γ
A · (B×C) = sin b sin c sinα
B · (C×A) = sin c sin a sinβ.

Divide by sin a sin b sin c to get result.

These results can be compared to the Euclidean case, whena, b and c are very
small. Theorem 1.1 gives the cosine rule, theorem 1.2 is uninteresting and theorem 1.3
gives the sine rule.

The triangle inequality (c ≤ a+ b) can also be deduced ifα, β andγ are less than
π
2 anda, b andc are less thanπ.

cos c− cos a cos b = sin a sin b cos γ so

cos c ≥ cos a cos b
≥ cos(a+ b) thus

c ≤ a+ b.
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1.2 Areas of Spherical Triangles

Theorem 1.4. Suppose∆ is a spherical triangle with anglesα, β and γ. Then the
area of∆ is α+ β + γ − π.

Proof. SupposeA andB are antipodal points on the unit sphereS and suppose we
have two great circles throughA andB. These 2 circles cutS into 4 pieces called
lunes.
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The area of the lune is4π α
2π = 2α.
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P ′,Q′ andR′ are the antipodes ofP ,Q andR respectively and∆′
1, ∆′

2 and∆′
3 are

the antipodal triangles of∆1, ∆2 and∆3 respectively.∆′ is the antipodal triangle of
∆, which is the exterior of the figure shown. Note that∆ + ∆1, ∆ + ∆2 and∆ + ∆3

are lunes with areas of2α, 2β and2γ respectively1.
Now S ⊂ R3, and the transformation sendingx to its antipodesx′ is the matrix

−I, which is area-preserving. Thus∆ = ∆′ and so on. Hence∆ + ∆1 + ∆2 + ∆3 =
∆′ + ∆′

1 + ∆′
2 + ∆′

3. But these 8 triangles make up the whole sphere, and thus
∆ + ∆1 + ∆2 + ∆3 = 2π. From the lunes,3∆ + ∆1 + ∆2 + ∆3 = 2(α + β + γ),
and thus∆ = α+ β + γ − π.

The area thus depends only on the angles. But the sides determine the angles, and
thus the area.

Theorem 1.5 (Polygons on the sphere).SupposeΠ is ann-gon onS with interior
anglesσ1, . . . , σn. Then the area ofΠ is

∑
i σi − (n− 2)π.

1In an abuse of notation∆X will be either the triangle or its area.
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Proof. Cut Π into n − 2 triangles (prove this is possible by induction). Suppose the
angles of∆i areαi, βi andγi. Then the area ofΠ is

n−2∑
i=1

∆i =
n−2∑
i=1

(αi + βi + γi)− (n− 2)π

=
n∑
i=1

σn − (n− 2)π.

Corollary 1.6 (Gauss-Bonnet Formula).Suppose thatS is cut into polygons labelled
Π1, . . . ,ΠF . Say there areE edges andV vertices in total. ThenV − E + F = 2.

Proof. Suppose thatΠi hasni edges and its interior angles sum toτi. Note that
∑
τi =

2πV and
∑F
i=1 ni = 2E. Then

4π =
F∑
i=1

Πi =
F∑
i=1

(τi − (ni − 2)π)

= 2π(V − E + F ).

1.3 Sterographic projection ofS into C
Let C∞ = C ∪ {∞}. C has a co-ordinateζ. Near the point at infinity, use the co-
ordinateω = 1/ζ. Thus to make calculations at or near infinity, useω instead ofζ.

ConsiderP ∈ S andφ : S 7→ C∞ be the map defined by makingN , P and
φ(P ) colinear. To get an explicit formula forφ, takeP = (x, y, z). We know that
φ(P ) = t(x, y, z) + (1 − t)(0, 0, 1) for somet ∈ [0, 1]. Thuszt + 1 − t = 0 and
t = 1/(1− z) and

φ(P ) =
(

x

1− z
,

y

1− z
, 0
)
.

N.B. ζ = x+ıy
1−z and the north pole corresponds to the point at infinity.

Recall thatC∞ has the group of M̈obius transforms acting on it andS hasSO(3).

If

(
α β
γ δ

)
is a2 × 2 complex matrix with non-zero determinant, then it acts onC∞

by (
α β
γ δ

)
ζ =

αζ + β

γζ + δ
.

Theorem 1.7. Viaφ, every rotation ofS gives rise to a M̈obius transform onC∞. (Not
every M̈obius transform comes from a rotation.)

Proof. Step 1. Deal with rotations about thez axis through an arbitrary angleθ (Rz,θ).
This is the same as rotating the complex plane throughθ about0, accomplished by(

eıθ/2 0
0 e−ıθ/2

)
.
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Step 2. Now look at a rotationRy,−π
2

. This is a3× 3 orthogonal matrix 0 0 1
0 1 0
−1 0 0

 ,

andζ 7→ ζ ′ = z+ıy
1−x . The Möbius transformζ 7→ ζ−1

ζ+1 does the trick. (Proof by churn.)
Step 3. NowRν,−π/2 for any horizontalν. Setψ to be the angle betweenν and the

y axis. Then
Rν,−π/2 = Rz,φRy,−π/2 (Rz,ψ)−1

,

and thusRν,−π/2 gives a M̈obius map.
Step 4. Now a general rotationRν,θ. Rotateν about the x axis toν′, which is

horizontal. Thenν′ = Rx,ψ(ν) for someψ. Hence

Rν,θ = Rx,ψRν′,θ (Rx,ψ)−1
,

so the general rotation gives rise to a Möbius map.

The question remains as to which Möbius transforms arise from rotations. Rota-
tions have 3 real degrees of freedom, whereas Möbius transforms have 6 (0, 1 and∞
can each go anywhere onC∞). In fact, Möbius transforms arising from rotations are
the ones given byA ∈ SU(2). A proof is via quaternions.
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Chapter 2

Reflexions and Tessellations

Suppose that in Euclidean spaceRn we have hyperplanesH1, . . . ,HN (not necessarily
containing the origin), with unit normalsni. EachHi dividesRn into two pieces; say
Rn \ Hi = A+

i ∪ A−i , with A+
i being “the vectors on the same side asni”. Put

C = ∩iA+
i .

Define the angleθij ∈ [0, π) betweenHi andHj by ni.nj = − cos θij . Let si
denote reflexion inHi and putS = {s1, . . . , sN}. We shall be interested in the group
W = WS = 〈s1, . . . , sN 〉 generated byS and how the regionsw(C), wherew ∈ W ,
fit together.

Lemma 2.1. If H is a side ofC andw ∈W , then “reflexion in w(H)” is an element of
W .

Proof. If σ is reflexion inH, thenwσw−1 is reflexion inw(H).

Notation. If σ = si, then we sometimes writeA±σ ,Hσ instead ofA±i andHσ.

N.B. σ(A±σ ) = A∓σ .

Definition 2.2. For w ∈ W , define theS-lengthof w, `s(w) as the leastp ≥ 0 such
thatw = si1 , . . . , sip , sij ∈ S.

N.B. If T ⊂ S andu ∈WT , then`S(u) ≤ `T (u).

Assume now that every dihedral angleθij is either a fraction ofπ, θij = π/mij for
somemij ∈ N or θij = 0. In this latter case, we writemij = ∞.

Lemma 2.3. Supposes, s′ ∈ S, s 6= s′, T = {s, s′} andv ∈WT . PutA+
s ∩A+

s′ = P.
Thenv(P ) is contained in eitherA+

s or A−s and in the latter casèT (sv) = `T (v)−1.

Proof. Suppose thatH andH ′ are the hyperplanes corresponding tos ands′ respec-
tively. There are 2 cases to consider.

Case 1:H,H ′ are parallel. Label the imagesv(P) by the elementv. Clearlyv(P)
lies in just one of the regionsA+

s ,A−s . Also,v(P) ⊂ A−s iff

v ∈ {s, ss′, ss′s, ss′ss′, . . . }

and in this casèT (sv) = `T (v)− 1.
Case 2. The dihedral angle betweenH andH ′ is π/m, m ∈ N. Then take a 2-

planeL perpendicular toH ∩H ′ and divideL into 2m equal sectors by lines through

7



8 CHAPTER 2. REFLEXIONS AND TESSELLATIONS

L∩H ∩H ′, which we will regard as the origin inL. One of these sectors corresponds
toP.

WT = {1, s′, s′s, s′ss′, . . . , u = (s′s . . . )} ∪ {s, ss′, ss′s, . . . , w = (ss′ . . . )},
where`T (u) = m− 1 and`T (w) = m. Note thatWT isD2m, the dihedral group with
2m elements or the symmetry group of a regularm-gon.

v(P) is clearly one of these sectors (draw a picture to convince yourself), and so
lies in just one ofA+

s , A−s . Moreover,v(P) ⊂ A−s iff v ∈ {s, ss′, . . . , w}, and thus
`T (sv) = `T (v)− 1.

This next result is the main step in constructing tessellations of Euclidean space
and spheres. By definition, a tessellation of a space is a partition of it into disjoint
congruent regions. Sometimes it is demanded that these regions have finite volume.

Theorem 2.4. If w ∈W andw(C) ∩ C is nonempty, thenw = 1.

Proof. Non-examinable.

2.1 Regular Polyhedra

We are now back inR3. Assume0 ∈ Hi ∀ i. Take the unit sphereS. EachHi cutsS
in a great circle, andC ∩ S is a spherical polygonΠ.

If N = 3 thenΠ is a triangle, with anglesα, β, γ = π/p, π/q, π/r with p, q,

r ≥ 2. The area ofΠ is π
(

1
p + 1

q + 1
r − 1

)
, and so1

p + 1
q + 1

r > 1. Solve these

equations to get

(p, q, r) =(2, 2, n), n ≥ 2,
(2, 3, 3)
(2, 3, 4)
(2, 3, 5).

Identify reflection ofR3 in H with reflection ofS in S ∩H. LetW be the group
generated by reflections in the sides ofΠ. Claim thatw(Π) will cover the sphere.
Suppose otherwise, then somewhere onS there is something like:

region
uncovered

v(  )π

l

Now reflect inl. Thus we have covered the sphere with disjoint congruent spherical
triangles.

Take(p, q, r) = (2, 3, 5). Then the area ofΠ is π/30. Now w(Π) tessellatesS
with 4π

π/30 = 120 triangles. Use these triangles to construct a regular icosahedron -
that is a tessellation ofS by 20 congruent equilateral triangles. Group together the 120
triangles 6 at at time as shown:
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/5π

/5π

/3π

How many vertices does the icosahedron have? NowV − E + F = 2, E = 30,
F = 20, so V = 12. So the sphereS is tessellated into 20 congruent equilateral
triangles with angles2π/5. There are 12 vertices and5 triangles around each vertex.
W is a group of symmetries of the icosahedron becauseW preserves the tessellation.
The 6-grouping is unique because the vertices of the big triangles are those points
surrounded by 10 little triangles. SoW preserves the tessellation into 20 big triangles.

Also,W acts transitively on faces, edges and vertices.

Proof for faces.The elements ofW correspond to 120 small triangles, sow ∈ W
corresponds tow(Π). Now |W | = 120, so|OrbF | = 120

StabF and thus|OrbF | ≥ 20,
so|OrbF | = 20. There is just one orbit, soW acts transitively on the faces. The proof
for edges and vertices is similar.

Also, given a vertexP , there are 5 faces aroundP . StabP acts transitively on
these 5 faces.StabP ∼= D2×5.

At the same time, we can construct a regular dodecahedron. Take 10 small triangles
aroundP . They form a regular pentagon, and by repeating we get a tessellation of the
sphere into 12 regular pentagons – a regular dodecahedron with symmetry properties
analogous to those of the icosahedron.

(p, q, r) shapes number of little triangles
(2, 3, 4) cube and octahedron 48
(2, 3, 3) tetrahedron 24
(2, 2, n) 4n
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Chapter 3

Hyperbolic Geometry

This is the third kind of 2D geometry where the group of isometries has 2 degrees of
freedom.

3.1 Riemannian Metrics

SupposeU ⊆ R2 with co-ordinatesx andy. Then a Riemannian metric onU is an
expressionds2 = Adx2 + 2B dxdy + C dy2 such that the matrix(

A B
B C

)
is positive definite andA > 0.

Note thatA,B andC are not necessarily constant.
Now ds2 can be used to compute lengths of curves, angles between curves and

areas as follows.
SupposeΓ is a path fromP to Q in U , γ : [0, 1] 7→ U with γ(0) = P and

γ(1) = Q. Then the length ofΓ is∫
γ

ds =
∫ 1

t=0

ds
dt

dt

=
∫ 1

t=0

√
A

(
dx
dt

)2

+ 2B
dx
dt

dy
dt

+ C

(
dy
dt

)2

dt, whereγ(t) = (x(t), y(t)).

It is easy to show that ifγ′ is a different parametrisation ofΓ, the length is found
to be the same.

Now, suppose thatv = (v1, v2) andw = (w1, w2) starting atP . Then define the
angleθ between them byv.w = ‖v‖ ‖w‖ cos θ, wherev.w =

(
v1 v2

)(A(P ) B(P )
B(P ) C(P )

)(
w1

w2

)
.

Define‖v‖ =
√
v.v.

If Γ1 andΓ2 are two curves meeting atP , then the angle between them is defined
to be the angle between their tangent vectors.

11



12 CHAPTER 3. HYPERBOLIC GEOMETRY

As for areas: Suppose we have a small parallelogram inU . Measure the lengths
and angles according tods2. Then the area is

√
AC −B2 δx δy. So given some subset

Ω ⊂ U , the area ofΩ is ∫
Ω

√
AC −B2 dxdy.

Definition 3.1. Supposeds2 anddu2 are 2 Riemannian metrics onU . They are said
to beconformalif ds2 = φdu2, whereφ is differentiable and greater than0 onU .

Lemma 3.2. If ds2 anddσ2 are conformal then they define the same notion of angle.

Proof. Let ds2 = Adx2 + 2B dxdy + C dy2 anddσ2 = α dx2 + 2β dxdy + γ dy2.

Let v =
(
v1
v2

)
andw =

(
w1

w2

)
.

Call the angle betweenv andw defined byds2 θ1 and the angle betweenv andw
defined bydσ2 θ2. Similarly, let‖v‖1 be the norm defined byds2 and(v.w)1 be the
dot product fromds2 (and so on for‖v‖2 and(v.w)2).

Now

(v.w)1 = ‖v‖1 ‖w‖1 cos θ1

= vT
(
A B
B C

)
w

= φvT
(
α β
β γ

)
w

= φ(v.w)2
⇒ φ(P )(v.w)2 = φ(P ) ‖v‖2 ‖w‖2 cos θ1

= ‖v‖2 ‖w‖2 cos θ2
⇒ cos θ2 = cos θ1

3.2 The Hyperbolic Plane

Definition 3.3. Define the hyperbolic planeH as{z ∈ C | =z > 0}.

Definition 3.4. Defineds2 = dx2+dy2

y2 – the hyperbolic metric.

The notion of angle is the same as in the Euclidean case, but lengths and areas are
different.

An isometry ofH is one which preserves the hyperbolic metric - that is ifg(x, y) =
(ξ, η), thendx2+dy2

y2 = dξ2+dη2

η2 .
Let

G =
{(

α β
γ δ

)
| α, β, γ, δ ∈ R, αδ − βγ = 1

}
= SL2(R).

NowG acts as a group of M̈obius transforms onC∞ and preserves the real lineR.
ThusG acts as a group of M̈obius transforms onH, and preservesC \ R = H ∪H−.
(Need to check thatg ∈ G cannot flipH andH− – not hard.)

Proposition 3.5. G preserves the hyperbolic metric.
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Proof. We will work with z andz̄, thus

ds2 =
dz dz̄

((z − z̄)/2ı)2
=
−4 dz dz̄
(z − z̄)2

.

Now takeg =
(
α β
γ δ

)
and setζ = g(z) = αz+β

γz+δ .

Now

dζ =
α dz (γz + δ)− γ dz (αz + β)

(γz + δ)2
= (γz + δ)−2dz,

anddζ̄ = (γz̄ + δ)−2dz̄. Then put everything together – it works!

Definition 3.6. A hyperbolic line inH (or aH-line) is either a semi-circle meetingR
at right-angles or a vertical line. We shall see that theseH-lines minimize distance in
H.

It follows from facts about circles that given twoH-linesL andM there are 3
possibilities.

1. L meetsM at 1 point inH.

2. L meetsM at 1 point inR ∪ {∞}. In this case,L andM are said to be parallel.

3. L andM do not meet – they are said to be ultraparallel.

If L andM are not ultraparallel then we can define an angle between them. In case
1, take it to be the Euclidean angle between them, otherwise the angle is 0.

Definition 3.7. A hyperbolic triangle is a region defined by 3H-lines, no two of which
are ultraparallel.

Example.

βα

∆

∆ has three angles,α, β andγ – γ = 0.

Proposition 3.8. The area of∆ is π − (α+ β + γ).

To prove this, we need a few facts about maps preserving the Riemannian metric.
Supposeγ is a curve fromP toQ, andg takesγ to γ1. Now g preservesds2, sods is
preserved and so is ∫

ds = length.
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Now givenΩ ⊂ U , the area ofΩ is∫
Ω

√
AC −B2 dxdy.

Let g(x, y) = (ξ, η), so that

ds2 =
(
dξ dη

)(α β
β γ

)(
dξ
dη

)
=
(
dx dy

)(A B
B C

)(
dx
dy

)
.

Now (
dξ
dη

)
=

(
∂ξ
∂x

∂ξ
∂y

∂η
∂x

∂η
∂y

)(
dx
dy

)
= J

(
dx
dy

)
.

So

JT
(
α β
β γ

)
J =

(
A B
B C

)
,

and thus(det J)2(αγ − β2) = AC − B2 and
√
AC −B2 = |det J |

√
αγ − β2. So

the area ofΩ is∫
Ω

√
AC −B2 dxdy =

∫
g(Ω)

|det J |
√
αγ − β2 dxdy =

∫
g(Ω)

√
αγ − β2 dξ dη,

which is the area ofg(Ω).
We are now in a position to prove the proposition.

Proof. ∃ g ∈ G taking a side of∆ to a vertical line. If one of the sides of∆ is a

semi-circle fromP = (t, 0) to Q, theng =
(

1 −t
0 1

)
shiftsP to 0. Thus we may

assume thatP = 0. Now if Q = (s, 0), g =
(
−1 0
s−1 −1

)
shiftsQ to∞.

Now, we may assume we have something looking like:

∆ 1

α

γ
β∆

Area(∆ + ∆1) =
∫

Γ1+Γ2+Γ3

dx
y

=
∫

Γ2

dx
y
.
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ωφ

r
r

φ

ω

Putz = reıθ, sodx = −r sin θdθ andy = r sin θ. Thus the required integral is∫
Γ2

−dθ =
∫ ω

π−φ
−dθ = π − (φ+ ω).

Thus the area of∆1 is π− (π− β+ δ) and the area of∆ + ∆1 is π− (α+ γ+ δ).
Thus the area of∆ is π − (α+ β + γ).

3.3 Another look at the hyperbolic plane

Now introduce∆ = {z ∈ C | |z| < 1} with dσ2 = 4 dz dz̄
(1−zz̄)2 . We firstly want to find a

Möbius mapψ taking∆ toH and we then want to show thatψ is an isometry.
Now there exists a unique M̈obius map with the properties that:

−1 7→ 0,
0 7→ ı and

1 7→ ∞.

Let ψ(z) be this map, that isψ(z) = −ı z+1
z−1 . Nowψ(ı) is real, soψ must take the

unit circle toR ∪ {∞}. Thusψ must take∆ to eitherH orH−. But ψ(0) = ı, soψ
takes∆ toH.

A hyperbolic line in∆ is a circle meeting∂∆ at right-angles. Sinceψ is Möbius,
it takes hyperbolic lines in∆ to hyperbolic lines inH.

Proposition 3.9. ψ is an isometry.

Proof. Letψ(z) = ζ. Thendx2+dy2

y2 = −4dζ dζ̄
(ζ−ζ̄)2 . Then

dζ =
−ı dz(z − 1) + ı(z + 1)dz

(z − 1)2
=

2ı dz
(z − 1)2

dζ̄ =
−2ı dz̄
(z̄ − 1)2

.
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Now, substituting fordζ anddζ̄, we get

dx2 + dy2

y2
=

4 dz dz̄
(1− zz̄)2

,

and thusψ is an isometry.

OnH we haveG = SL2(R) preservingds2. Thusψ−1gψ is a Möbius transform
from ∆ to ∆ preservingdσ2. SoΓ = {ψ−1gψ | g ∈ G} acts as a group of M̈obius
transforms on∆ preservingdσ2. These are the2× 2 complex matricesA such that

A∗JA = J, whereJ =
(

1 0
0 −1

)
.

N.B. In Γ, Stab 0 =
{(

eıθ/2 0
0 e−ıθ/2

)
| θ ∈ R

}
Proposition 3.10. In ∆ andH, givenP 6= Q, ∃! hyperbolic line joiningP toQ.

Proof. We will prove this in∆.
If P = 0 the hyperbolic lines are precisely the diameters, so givenQ 6= 0 ∃!

diameter throughQ.
If P = ζ 6= 0, claim ∃ γ ∈ Γ such thatγ(ζ) = 0. To show this, go back to the

upper half plane. We must show that givenz ∈ C,∃ g ∈ G such thatg(z) = ı. Let
z = x+ ıy, and then put

g =

(√
y x√

y

0 1√
y

)−1

.

This works, and reduces the problem to the previous case.

Now we want to define a distance in∆ orH. If P 6= Q we will define the distance
from P to Q as the length1 of the unique hyperbolic line joiningP andQ, and0 if
P = Q. We will compute this in∆ when one pointP = 0. PutQ on R+ (say
Q = X). Call theH-line joiningP andQ γ.

`(γ) =
∫ Q

P

ds.

Also, ds =
√

dσ2 =
2
√

dζ dζ̄
1− ζζ̄

=
2dx

(1− x2)
. Thus

`(γ) = 2
∫ X

t=0

dt
1− t2

= log
1 +X

1−X
.

1Measured according tods2 or dσ2.
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3.4 Geodesics

We want to find the paths which minimise distance in∆. We shall use the calculus of
variations to minimise ∫

ds =
∫

ds
dt

dt.

Now ds
dt = 2(ẋ2+ẏ2)1/2

1−(x2+y2) , thus we wish to minimise∫
2(ẋ2 + ẏ2)1/2

1− (x2 + y2)
dt.

Use polars, so thatx = r cos θ andy = r sin θ, to get

F =
2(ṙ2 + r2θ̇2)1/2

1− r2
.

Thus, by the Euler-Lagrange equations

d
dt
Fṙ = Fr

d
dt
Fθ̇ = Fθ.

By applying a M̈obius map we may assume thatP = 0.

Now Fθ = 0, so d
dtFθ̇ = 0. Now Fθ̇ = (ṙ2+r2θ̇2

1−r2 , and evaluating atr = 0 gives

thatFθ̇ = 0, soθ̇ = 0.
Thus in∆, the geodesics are the hyperbolic lines. It is an obvious corollary that the

same result holds inH.

N.B. GivenP ,Q ∈ ∆, the distance fromP toQ gives a metric (in metric space sense).

Theorem 3.11. TakeP ∈ ∆ and fixr > 0. Then the hyperbolic circleC with hy-
perbolic centreP and hyperbolic radiusr (that is {z ∈ ∆ : dhyp(P, z) = r}) is a
Euclidean circle, but possibly with a different centre and radius.

Proof. We may assume thatP = 0 (otherwise apply a M̈obius isometry – which pre-
serves both Euclidean and hyperbolic circles).

If h is Möbius and inStab 0 thenh(C) = C. But thenh is a rotation, soC is
rotationally invariant and thus a Euclidean circle.

Theorem 3.12. In ∆, Euclidean circles are hyperbolic circles.

Proof. Given a Euclidean circleC in ∆, we may rotate it so that its centre is onR, so
we may assume that its centre is onR. Now consider the M̈obius isometries{(

cosh t sinh t
sinh t cosh t

)
| t ∈ R

}
Considergt(C). For t � 0, the centre ofgt(C) > 0 and fort � 0 the centre of

gt(C) < 0. So∃ t′ ∈ R such that the centre ofgt′(C) is 0.
We may now assume thatC is centred about0. C is now rotationally invariant

about0 – but these are M̈obius isometries, so thatC is a hyperbolic circle.

The obvious corollary is that inH, Euclidean circles are hyperbolic circles.
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Theorem 3.13. Any invertible holomorphic mapg : ∆ 7→ ∆ (or H 7→ H) is Möbius.
Any isometry∆ 7→ ∆ (or H 7→ H) is either holomorphic or has a holomorphic
conjugate.

Idea of proof.g preservesds2 and thus geodesics. So it takesH-lines toH-lines. Then
show thatg is determined by 3 points. Then show that 2 triples can be mapped to each
other by a M̈obius transformation.

3.5 Hyperbolic Trigonometry

We now show another model of the hyperbolic plane. InR3 considerΩ defined by
x2 + y2 − z2 = −1 andz > 0. Define a mapψ from Ω to ∆,

(x, y, z) 7→ x+ ıy

z + 1
.

Then hyperbolic lines in the disc correspond to planes through0 which cutΩ. We
define a new dot product onR3,〈xy

z

 ,

ab
c

〉 = ax+ by − cz.

Then

Ω =

u =

xy
z

 ∈ R3 | u.u = −1, z > 0

 .

There is a notion of cross product such that

u.(v × w) =

∣∣∣∣∣∣
u1 v1 w1

u2 v2 w2

u3 v3 w3

∣∣∣∣∣∣ ,
with the properties thatv×w = −w×v and(x×y).(z× t) = (x.t)(y.z)−(x.z)(y.t).

Consider the groupΓ of linear maps which preserve the dot product with determi-
nant+1. ThenA ∈ Γ iff ATJA = J , where

J =

1 0 0
0 1 0
0 0 −1

 , as before.

The positive determinant preventsA from flippingΩ to its opposite withz < 0.

Proposition 3.14. Elements ofΓ correspond byψ to Möbius isometries of∆. (That is,
givenA ∈ Γ, ψAψ−1 is Möbius.)

Proof. First we construct a Riemannian metric onΩ such thatψ is an isometry —
dσ2 = dx2 + dy2 − dz2 does the trick. It is not Riemannian onR3 (it’s Lorentzian),
but its restriction toΩ is Riemannian. OnΩ, xdx+ y dy− z dz = 0, substitute fordz
in dσ2.

Let ζ = ψ(x, y, z) = x+ıy
z+1 . Now

dζ =
(z + 1) dz − xdz + ı(z + 1) dy − y dz

(z + 1)2
,
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and on∆ ds2 = 4 dζ dζ̄
(1−ζζ̄)2 . Substitute away... it works!

Now, supposeL is a plane inR3 with 0 ∈ L andL ∩ Ω 6= ∅. If (0, 0, 1) ∈ L,
thenψ(L ∩ Ω) is a straight lineλξ + µη = 0, with ζ = ξ + ıη. For generalL, ∃
manyA ∈ Γ such that(0, 0, 1) ∈ A(L). NowA(L) 7→ a hyperbolic line, sayM , so
L 7→ ψA−1ψ−1(M), which is a hyperbolic line.

We can useΩ to derive formulae in∆.

Proposition 3.15. If ζ, ζ1 ∈ ∆, with ζ = ψ(u) and ζ1 = ψ(u1) thendist(ζ, ζ1) =
cosh−1−u.u1.

Proof. The LHS is invariant under M̈obius isometries and the RHS is invariant under
Γ. Therefore we may assume thatζ1 = 1 so thatu1 = (0, 0, 1). Then if ζ = x+ıy

z+1 ,
−u.u1 = z. Now cosh dist(0, ζ) = z, so we have proved that

dist(0, ζ) = log
∣∣∣∣1 + |ζ|
1− |ζ|

∣∣∣∣ .

3.6 Hyperbolic Trigonometry

In Ω we have:

n1

n2n3

A

C
B

α

β γ

O

A,B, C ∈ Ω andα, β, γ are the angles in the image in∆.
We want to find these formulae, analogous to those found in the spherical case:

sinα sinβ cosh c = cos γ + cosα cosβ
sinh a sinh b cos γ = − cosh c+ cosh a cosh b

sin a
sinhα

=
sin b

sinhβ
=

sin c
sinh γ

We can makeni · ni = 1, since vectors pointing out of the cone are positive.

Lemma 3.16.
n1 × n2 = − sin γC
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Unfinished
If you’ve got this far... the book by Rees is probably the best for this course. When

you’ve read and understood it, you can complete these notes and remove all of the
errors in the previousN pages.

Have fun,
Paul
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