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This is a history of g-calculus with a new notation and a new method
for g-hypergeometric series. Of course it is not possible to cover all
the details in this vast subject in only one book and the reader is in-
vited to study the book by Gasper and Rahman [343] for additional
information. Some parts of chapter 2 are based on the first chapters
of this book. In section 2.25 a new ¢-Taylor formula is presented. Fur-
thermore generalized Vandermonde determinants, symmetric functions
and representation theory of the symmetric group are treated. These
two parts will later be united when solving linear g-difference equations
with constant coefficients. In the last decades ¢-calculus has developed
into an interdisciplinary subject, which is briefly discussed in chapters
3 and 7. This is nowadays called ¢-disease.

Despite the current increase of pessimism concerning the
quantum group invasion (possibly the quantum group
pest), all these applications should invite one to pursue
the investigations of quantum groups [670].

In this context it would be natural to say something about the his-
tory of the connection between group representation theory and quan-
tum mechanics, which was initiated by Eugene Wigner (1902-1995)
between November 12 and November 26 1926 when Wigner’s first pa-
pers on quantum mechanics reached the Zeitschrift der Physik, and
both appeared in volume 40.

It was John von Neumann who first proposed that group
representation theory be used in quantum mechanics.
Wigner was invited to Gottingen in 1927 as assistant
to David Hilbert. Though the new quantum mechan-
ics had been initiated only in 1925, already in 1926-27
the mathematician Hilbert in Gottingen gave lectures
on quantum mechanics [935].

The Gruppenpest [842] (the pest of group theory) would last for three
decades [935].
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1.1. Partitions, generalized Vandermonde determinants and
representation theory. The theory of symmetric functions appeared
first in Newtons Arithmetica Universalis. A modern account is given
by Macdonald (1995) [594] which we shall use as reference for matters
of notation. The theory of symmetric functions is intimately connected
to the symmetric group as was outlined in [594].

The basic theory of the symmetric group was developed by Young
and Frobenius in the first two decades of the twentieth century. A
partition [594] of m € N is any finite sequence A

(1) A:(Al,A2,...,An),mzZAjzw
j=1

of non-negative integers in decreasing order:
MZA >, 2020

containing only finitely many non-zero terms such that the weight m
of A

)
(2) )\j =1m,

J=1

where [()), the number of parts > 0 of A, is called the length of A. We
shall find it convenient not to distinguish between two such sequences
which differ only by a string of zeros at the end. The Young frame [802]
of a partition A may be formally defined as the set of points (7,5) € Z>
such that 1 < 7 < A;. The conjugate of a partition A is the partition
A whose Young frame is the transpose of the Young frame A, i.e. the
Young frame obtained by reflection in the main diagonal.

Let 2% = H?:l x?j be a monomoial, and consider the polynomial a,,
obtained by antisymmetrizing x:

x?l Igl Igl
a2 a9 : as
(3) aq = an(z1,...,2,) = Z e(w)w(z®) = xl x2 k xTL |
weSnh . : . :

where e(w) is the sign of the permutation w. Given partitions A : A\; >
Ay > > N, >00ofmand § = (n—1,n—2,...,1,0) of (;), the
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generalized Vandermonde determinant is defined by

)\1+n—l xgl—i-n—l le—i_n_l
)\ —2 A —2 : _
_ x12+n x22+n : xq);g-i—n 2
(4) Axi+§5 = .

Some references on generalized Vandermonde determinants are [315],
[785],[909].

To keep this paper as selfcontained as possible we need some defini-
tions and theorems from representation theory. The following formulae

[240] are needed in the proof of the second Frobenius character formula
(21).

Theorem 1.1. Let K be a field and G a group. Further let x and C be
the characters afforded by the irreducible KG-modules V and U. Then
(1) V22 U implies

(5) S x(@)) =0

zeG
(2) If K is a splitting field for G, then
(6) > x( = |G
zeCG

(3) Let K be a splitting field for G. Assume that G has ezxactly r
conjugacy classes Cy,...,C,. Denote r; = |C;|, choose z; € C;,
and denote the irreducible characters of G by x1,...,Xx». Then

0;;|G
(7) ZXm xz Xm _1) j| ‘ - 5z'j|cm]-|7

Ty

where c,; =the centralizer of x; in G= {x € Glzx; = x;x}.

Theorem 1.2. Let x1,...,X, be the irreducible characters of G over
C. Then

8) xi(z™") = xi(),Vx € G,
where the bar denotes complex conjugation.

A Young tableau Y is any placement of the numbers 1,2,...,m in
the boxes of the Young frame belonging to the partition \.

Remark 1. Proctor has defined Young tableau for the classical groups
[722], [723].
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Definition 1. For a given Young tableau Y, let the Young subgroup
Py be the set of all permutations that permute the numbers in each
row of Y among themselves. We denote the permutations in Py by
letters such as p. Let Wy be the set of all permutations in S,, that
permute elements of each column of ¥ among themselves. We denote
the permutations in Wy by letters such as w. Let A be the group
algebra of the group S, : A = Ag,,. We consider the following elements
of the algebra A :

(9) fYZZP

(10) Py = Zﬂwt‘%

where 7, is the sign of the permutation w.

Definition 2. The Young symmetrizer hy corresponding to the Young
tableau Y is defined by

(11) hy = fyoy.
The ideal
(12) Iy = Ag, hy

is a minimal left ideal in Ag,, .

The restrictions Ty =2 Ty of the left regular representation 7" to Iy
form a complete system of irreducible representations of the group 5,,,
as Y runs through all partitions. Now let my denote the dimension of
Ty. The element

(13> Cy = —hy

is an idempotent in [y.
According to the hook rule,

(14) my = m!pqni,
I
j=1

where

(15) lp =M +n—k.

Remark 2. The g-hook rule was defined in [332].
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We know that every element of .S,, is uniquely the product of disjoint
cycles. The lengths of these cycles form a partition of m and, in this
way, the conjugacy classes of S, are indexed by the partitions of m
[358]. The character x, of the irreducible representation T3 of the
group S,, is written in terms of the symmetrizer hy as

m 1
(16) Xa(p) = HY, Z hy(a”lg ™ a),
" a€Sm
where g is any member of the conjugacy class p of .S,,.
Remark 3. For the general linear group GL(n, F') over a field F' with

arbitrary characteristic, an element similar to (13) is called the Schur
module [597].

1.2. The Frobenius character formulae. In our partition A let
(17) Sy =8y X - xSy,

be a Young subgroup. Consider the corresponding irreducible repre-
sentation T\ of the symmetric group S,,, which is induced from the
trivial representation of the subgroup S, by the Frobenius character
formula for induced representations. Let the conjugacy class

(18) o= 10121 ompm
belong to S,,, let n > m and put

n

I =)

j=1 k=1

(19) 8u(x1,. .., 2y)

S

Theorem 1.3. The Frobenius character formula for S,, [802]:
(20) Suas = Y xa(i)axis,
A

where the sum is taken over all partitions of m, adding the appropriate

number of zeros and x is the character of the irreducible representation
Th.

Sketch of proof Simon [802]:

(1) Let A be a partition of m and let F be a Young frame of A
with rows Ay, ..., \,, where we set some \; = 0 if need be. The
notion F < F for an m-frame F and an m — 1-frame F’ means
that you can get F from F by removing a square from F. Each

m-frame F has an associated irreducible representation which
will be denoted U™,
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(2) Using pu as a class label and A as a frame label, we’ll use induced
representations to produce some (not necessarily irreducible)
character ¥, (the permutation character) [358].

(3) We'll compute a generating function for the Wy’s, that is, suit-
able polynomials 8, (z1,...,x,) and Gx(x1,...,2,), SO

Su(z1, ..., 2y) = Z‘I’AGA(ZEL Cey ).
A

n

(4) With as = (1)) ] (2 — 2;), we'll expand

1<j<i<n
a58,u,(x17 R 7‘7:”) = F;L(mla R 7‘7:”) = Z){A(M)ak—k&
A

where
Xv)\ - Z bT}\\IjT

with b, € Z.

(5) We'll prove
a;Ga(w1,...,2n) = Z barGrys.

—

Thus, the x) are integral combinations of characters in S,,,
where S,,, the dual object, is the set of equivalence classes
of irreducible representations, each class consisting of unitar-
ily equivalent irreducible representations.

(6) We'll prove 557 |ul[Xa(p)]* = 1, where |p] = ——— is the
Hﬂj! "
=1

number of elements in the conjugacy class pu.

(7) We'll prove xa({e}) > 0. It follows that the x) are irreducible
characters.

(8) We'll prove a branching law:

XAS,, 1 = E XA s

A |FAD)9F(N)

so that Yy is the character of U¥) by induction.
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This formula can be used to compute the characters of the symmet-

ric group. Namely, x» is the coefficient of z}'t"~1...z M in the
g Yy Xa\H 1 n

polynomial §,a;.
The following corollary gives a formula for the generalized Vander-
monde determinant in terms of the irreducible characters of S,,.

Corollary 1.4. (Frobenius)

(21) D= 3™ (e, '8,

a
J HEST,

where S, denotes the set of all conjugacy classes of S,,, and the order
of the centralizer of any permutation € u [358]

(22) Cu = Hﬂj! g
j=1

Proof. [801] Let A1, A® and A\®) denote partitions of m. We calculate
the right-hand side of (21) and show that it is equal to the left-hand

side.
Z Xa® (1), 8, = @ Z Xaw (e, Z Xam (1)ayw 15 =
Iz A

— Z (Z Xam () xa@ (1)e 1) ONOIE

We must prove that

0, if A®) £ AW
(23) ZXA(D )X (p)e, ' = {17 B — \O)

From the proof of (20) we know that the x,@) (1) are integers. Equa-
tions (7) and (8) now imply that we must prove that

1 0, if A® £ 2D,
(24) ZXA(U )X (1) :{ . 7

Z)\(Q) XA2) (,M)2 1, if AG) = D)

First consider the case A®) = A According to (6),

|M‘ 2
——Xao (1) =1,
2. T

and we find that
| 1

Sl — e xae (1)
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which is equation (7). Now let A® # A1), According to (5),
> b (wxam (1) = 0.
I

Now we only have to use (7) again to complete the proof. 0

Remark 4. The character y;m is equal to the sign of the permutation
which corresponds to the conjugacy class and is therefore called the
signature [358].

The following equation is a consequence of the Frobenius character
formula [802].

(25) X () = (=1)%# x5\ ().

In particular, the dimensions of the representations associated with
conjugate partitions are equal.

There are other methods to compute the irreducible characters x(1).
One method uses the so-called lattice permutation [412], [750]. A
graphical construction is given in [802].

Let M, be the permutation module affording ¥,. M), has a natural
basis {fp|P = A} permuted by S™. Since Y has multiplicity 1 in U,
there is a unique submodule X, C M, affording y, which is called
the Specht module. Let A,, denote the alternating group, and let S*
denote the Specht module. If A is a non-symmetric partition of m then
the restrictions S* | A,, and S | A,, are irreducible and isomorphic
to each other [98].

In [512] and [181] a Frobenius character formula for a Hecke alge-
bra was presented. In [519], [887] a g-analogue of Frobenius character
formula was presented. This was accomplished by calculating the irre-
ducible representations of the Hecke algebra H,(q).

1.3. Symmetric functions. The symmetric group S,, acts on the ring
Zlzy, ..., x,] of polynomials in n independent variabels z1, ..., x, with
rational integer coefficients by permuting the variables, and a polyno-
mial is symmetric if it is invariant under this action. The symmetric
polynomials form a graded subring

(26) Ap =Z2y, ... 20" E@Aﬁ,

k>0

where A consists of the homogeneous symmetric polynomials in n
variables of degree k, together with the zero polynomial.

The element A* is obtained from A* by letting the number of vari-
ables — oo [594, p. 19]. The graded ring A = @,., A" is called the

ring of symmetric functions in countably many variables x;, s, .. ..
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The k:th elementary symmetric polynomial ey (xy, ..., x,) in the inde-
terminates x1, ..., x, is the sum of all possible distinct products, taken
k at a time , of the elements z1, ..., x, [843] i.e.

Z Ljyov v Ly 1§/€§n,
j1<ja...<jp<n
(27) ek(ﬂfl,...,xn) — ]11’ J2---<Jk .
0 k <0ork>n.

Now follows a similar definition. The k:th elementary symmetric func-
tion ey, [594] is the sum of all products of &k distinct variables z;, i.e.

Z Tj, .. T4, 1<k

) 51<g2..<Jk
(28) %=1, k=0
0, k <0.

We make the convention that always when the number of variabels is
not specified we let e, denote the elementary symmetric function etc.
For each partition A = (A1, Ao, ...) define

(29) Ex = EXExgy - - -

For each integer k£ > 0 the k:th complete symmetric polynomial
hi(z1, ..., x,) in the indeterminates xy, . . ., x,, is the sum of all possible
products, taken k at a time, chosen without restriction on repetition,

of the elements x1,...,z, i.e.
Z Tj Ty, 1<k

1<51<g2...<jr<n

(30) hi(xq, ..., x,) =

1, k=0
0, k <O0.
where the summation is extended over all vectors (ji, ..., ji) of k inte-

gers satisfying 1 < j; < --- < jp < n.
Let A be any partition of length < n. The polynomial

(31) mx(Ty, ..., T,) :Zxa

summed over all distinct permutations « of A = (Ay,..., \,) is clearly
symmetric. For each k& > 0 the k:th complete symmetric function
[594] hy is the sum of all monomials of total degree k in the variables
x1, T, ..., SO that
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For each partition A = (A1, Ao, ...) define
(33) ha = i hags - - -
The following equation [433] obtains Vn > 1:

n

(34) > (=DFephnp =0

k=0
Let w be the involution and homomorphism of graded rings
w:A—A
defined by
w(ek) = hk, Vk Z 0.

The ’forgotten’ symmetric functions are defined by
(35) S =w(my),

they don’t have any simple direct description.
The Schur function sy, defined by

_ Qxys
(36) S\ = as 9

13

is a quotient of two homogeneous skew-symmetric polynomials and is
thus a homogeneous symmetric polynomial [594]. The following equa-

tions obtain [433],[594]:

hay o Baaiot e e
S\ — h’)\i-i-l—i N h’)\i-i-j—i N h’)\i—i-n—i =
Bavonst - Paynig - ha,
(37)
6)\/1 C 6)\/1+j_1 C 6)\/1+m—1
= eN41-i -+ EN4j—i s ENgm—i |,
6)\;l_m+1 . 6)\;1_m+j . 6)\;n

where n > [(A) and m > I(\).

Remark 5. The first equation is originally due to Jacobi 1841 [468]
and is sometimes called the Jacobi-Trudi identity. The second identity
was first proved by Aitken 1931 [14]. Aitken from Edinburgh had been
greatly influenced by Young’s work on the representation theory of the

symmetric group [667].
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There are five Z-bases of A:
ex, hy, fr, my and s).

Let R™ denote the Z-module generated by the irreducible characters
of S,,, and let

(38) R=rm
m>0

with the understanding that Sy = {1}, so that R® = Z. The Z-module
R has a ring structure and is called the Littlewood-Richardson ring.
R carries a scalar product: if f,g € R, say

f:mev gngm, Jm> gm € R™,

we define
(39) <fvg>:Z<fm>gm>Sm-
m>0

For each k£ > 1, the k:th power sum is defined by

and as before

(41) DA = DPxDPrgs - - -

If f, is the value of f at elements of cycle type p, the characteristic of
f is defined by

(42) ch(f) = Z ¢, fubp-

lul=m

The characteristic map ch is an isometric isomorphism of R onto A
[594].  Under this isomorphism, the irreducible character x, corre-
sponds to the Schur function s, and the permutation character Wy
corresponds to the complete symmetric function hy, where the per-
mutation character W, is the character on S,, induced by the identity
character of

S)\:S)\1XS)\2X....

The following equation is of fundamental importance for the theory of
the symmetric group:

(43) Xa = det(Wa,_ivj)1<ij<m € R™.
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1.4. The connection between analytic number theory and g¢-
series. It was Euler who started analytic number theory by inventing
the Fuler-Maclaurin summation formula 1732 [256] and 1736 (proof)
[257], which expresses the average value of an arithmetical function
using integrals and the greatest integer function [282], [41].

Then came the Euler product in 1737, which expresses the infinite
sum of a multiplicative arithmetical function as the infinite product
over the primes of an infinite sum of function values of prime powers.
If the function is completely multiplicative, the product simplifies.

Euler developed the theory of partitions, also called additive number
theory in the 1740s. The partition function p(n) is the number of
ways to write n as a sum of integers. There are also other partition
functions, but they have some restriction on the parts, e.g. only odd
parts are allowed. Euler found all the generating functions for these

partitions. In 1748 Euler considered the infinite product H(l —gFtht
k=0
as a generating function for p(n).
By using induction Euler proved the pentagonal number theorem in

1750

m(3m—1) m(3m+1)

(44) 14> (-D™q = +q * )=]Ja-g¢m.0<]q <1,

m=1

which was the first example of a g-series, and at the same time the first
example of a theta-function.

Furthermore Euler discovered the first two ¢g-exponential functions, a
prelude to the g-binomial theorem and at the same time introduced an
operator which would over hundred years later lead to the g-difference
operator.

Yet another example of a ¢-series is the following result of Gauss,
which was published in 1866, 11 years after his death 1855:

O 1 2m

s m+1 . —q
(45) 14‘";(1(2)— m,‘9|<1-

m=1

1.5. Some aspects of combinatorics. We are now going to define a
series of numbers and related polynomials. Some of their g-analogues
will be presented in a subsequent chapter. It is not a coincidence that
the next section is concerned with hypergeometric series. In fact it can
be shown that the two approaches are equivalent as was first observed
by Gauss.
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Let the Pochhammer symbol (a), be defined by
n—1

(46) (@ = [J(a+m), (@) =1.

m=0
Since products of Pochhammer symbols occur so often, we shall fre-
quently use the more compact notation

m

(47) (a1,G9, ... Gp)y = H(aj)n.

j=1

We will take some of the following definitions from Riordan [748].
James Stirling (1692-1770) was a disciple of Newton [246, p. 17] who in-
vented the Stirling numbers of the first and second kind s(n, k), S(n, k),
which are defined as follows.

s(0,0) = S(0,0) =1
(t—n+1), ank

"= Zsm,ma-w 1), n>0.

k=0

(48)

The following recurrence relations obtain:
s(n+1,k) =s(n,k —1) —ns(n, k)
(49) Sn+1,k) =S(n,k—1)+ kS(n, k).

The generalised Stirling numbers and generalised Stirling polynomials
are defined by [799], [352]

(50) S (n,k,v) = (=1)F/kLY (1Y (k/j) (@ + )"

=0
and
(51) T, (2,7, —p) = > S (n, k,7)p 2.
k=0
The Catalan numbers C,, = ?( ") [210] were first discovered in China

about 1730 by J.Luo [566] and were studied by Euler in the middle of
the 18th century. They became famous through the 1838 paper by
Catalan.
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The Bernoulli numbers B,, are defined by

z z 2. By, 22"
52 =1-= )
(52) er —1 2 * ; (2n)!

The Bernoulli polynomials are defined by

(53) Bu(z) = (B+a2)" = ; (Z) By,

where B™ must be replaced by B, on expansion. The generalized
Bernoulli polynomials B (x) are defined by [684, Ch. 6], [827]

0 (@) n
< o Tz Bn (‘T)Z
(54) (62—1) € _nE:OW7 ‘Z| <27T, a € C.

The generalized Bernoulli numbers are defined by B, (a) = B (0).
The Eulerian numbers H,(\) are defined by [157], [331], [259, p.
487).

(55) “izzw.

These numbers must not be confused with the Euler or secant numbers
defined in (81). The Genocchi numbers G, are defined by

ng.T
(56) e+ 1 Z

The Bell numbers B,, are defined by
(57) B, =Y _ S(n, k).
k=0

In 1877 Dobinski [231] proved the remarkable formula

IR
58 Bl =— —_—
(58) i ez (k—1)!
k=1
1.6. A short history of hypergeometric series ... This section

is about how some wellknown formulae from complex analysis, most of
them hypergeometric series were discovered. In later sections we will
prove their g-analogues. We start with a few definitions.
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The generalized hypergeometric series, I, is given by

oF(ar, .. apby, . b 2) =

_ ar, ... ap | > (a1)n .. (ap)n
(59) - PF"{bl,...,br Z} _Zn!(bl)n...(bT)nz'

Denote the series (59) > A,2". The quotient AZ—:l is a rational func-
tion R(n) (Askey).

The following notation for the gamma function will sometimes be
used [810]:

ap, ... a, | _ Tlar)...T(ap)
(60) F{bl,...,b,«}:r(bl)...r(m)'

An 1 F, series is called k- balanced it by +...+b. =k+a1+...+a,41
and z = 1; and a 1-balanced series is called balanced or Saalschiitzian
after L.Saalschiitz (1835-1913). The hypergeometric series

(61) r1Br(ar, ..o a1y b1, by 2)
is called well-poised if its parameters satisfy the relations
(62) 1+a1:a2+b1:a3+b2:...:a,«+1+bw.

The hypergeometric series (61) is called nearly-poised [934] if its pa-
rameters satisfy the relation

(63) 1+ a1 = Aj4+1 + bj
for all but one value of j in 1 < j < r. If the series (61) is well-poised
and a; = 1+ %al , then it is called a very-well-poised series.

The Oxford professor John Wallis (1616-1703) first used the word
"hypergeometric’ (from the Greek) for the series

Z(@)k
k=0
in his work Arithmetica Infinitorium (1655).

The concept of differentiation (and integration) to a noninteger order
appeared already in a letter from Leibniz to L’Hopital dated September
30, 1695, and in another letter dated May 28, 1697, from Leibniz to
Wallis [825]. For an extensive bibliography on occurences of fractional
derivatives see [691].

The binomial series, first studied by Newton, is defined by

(64) (1—2)"= i (a)"z”, 2| <1, a € C.

n!
n=0



THE HISTORY OF ¢-CALCULUS AND A NEW METHOD. 19

Leonhard Euler (1707-1783) proved the following four equations: (see
book by Gasper and Rahman [343], pp.10,19). The beta integral

(65)
' s—1 t—1 3. L(s)L'(t) _ .
/(; X (1 — :L“) d.T = m = B(S,t), RB(S) > 0, Re(t) > 0,

the integral representation of the hypergeometric series o F}(a, b; ¢; 2):

(66) 2Fi(a,byc;z) = %/0 21— 2)° (1 = 2a) " da,

larg(1 — 2)| < m, Re(c) > Re(b) > 0;
Euler’s transformation formula:
(67) oFi(a,b;c;2) = (1 — 2) P Fi(c —a,c— b;c; 2).
and finally Fuler’s dilogarithm (Leibniz 1696, Euler 1768, Rogers 1906)
[535],[520]:
(68) Lis(z) = ; % 2] < 1.

Remark 6. In fact Euler considered only the case b = —n in (66) [810,
p. 3]. The general equation (66) is now known as the Pochhammer
integral [810, p. 20], [715].

After Wallis many other mathematicians studied similar series, one
of them was Stirling who

by a remarkable numerical analysis, confirmed a result
which would now be written in the form [246, p. 18]

The only important new discoveries during the next one hundred and
fifty years, except the above results of Euler, were the following three
summation formulas, one of which was discovered in China 1303 ...

In 1772, the Frenchman, A.T. Vandermonde (1735-1796) [189], [669],
[901] stated the Chu-Vandermonde summation formula

(c—b)y,
(©)n
Johann Friedrich Pfaff (1765-1825) was one of the lead-
ing mathematicians in Germany in the latter part of the
eighteenth and early nineteenth centuries, and is per-

haps best known for his work on differential equations.
Beginning in the late 1790’s, he was teacher and friend

(69) oF1(—n,b;c;1) = ,n=0,1,....



20 THOMAS ERNST

of C.F. Gauss at Helmstadt, but it is not known how
much influence he exerted on the latter’s mathematical
work [246, p. 26].

Pfaff [707, pp.46-48] introduces what were later called
contiguous functions by Gauss [246, p. 28].

In 1797 Pfaff [707, pp.51-52] [768] stated a similar formula, which is
now called the Pfaff-Saalschiitz summation formula or the Saalschiitz
summation formula for a terminating balanced hypergeometric series:

(c—a,c—0b),

(70) 3Fy(a,b,—n;e,1+a+b—c—mn;1) = ,n=0,1,....

(c,e—a—0b),
The relevant work of Euler and Pfaff was mentioned by Jacobi and in a well
known textbook by Heine [428, pp. 357-398] [246, p. 29]. Pfaft [707] also
proved a transformation formula for a 2¢;(a, b; ¢; ¢, z) hypergeometric

series, which is now called the Pfaff-Kummer transformation formula
[554]

(71) 2F1(0l’ b; c; Z) = (1 - Z)_azFl(C% c—b;c Ll)
P

In the period 1770-1808 Géttingen had a strong combinatorics school
under C.F. Hindenburg (1741-1808) [810, p. 2].

Eminent figures in this eighteenth century period were
Hindenburg, Euler, Lambert, Lagrange, Kramp, Eschen-
bach, and Toepfer [364, p. 409].

Then on January 20 1812 C.F. Gauss (1777-1855) [347] proved the

famous Gauss summation formula

L(e)l'(c—a—Db)

(72) 2F1(a7 b; C;l) = F(C—&)F(C_b)

, Re(c—a—10) >0,

a generalization of the Vandermonde summation formula. In the follow-
ing year Gauss found that the series o F) (a, b; ¢; ) satisfies the following
second order differential equation

d? d
(73) z(l—z)d—;;+{c—(1+a+b)z}d—z—aby:(),
having regular singular points at 0, 1, co, and at no other points [108,
p. 224]. Gauss also found contiguous relations for the hypergeometric
series. Gauss viewed the function oF}(a,b;c; z) as a function of four

variables.
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The following formula is usually called Gauss” second summation
theorem [262]:

1 1. TG+ la+ 1b)
74 Fi(a,b; (1 b); =) = 2 2 2 22
M) eRhsUr et i) = s Tar a1
Gauss also proved the following equation (y denotes Euler’s constant)
[(x) 1 =1 1
(75) B =T =5 G )

which can be used to give a simple proof of an advanced version of the
Euler-Maclaurin summation formula. Nowadays this function is called
the digamma function.

Furthermore Gauss continued Euler’s work on the I' function and to-
gether with Legendre (1752-1833) found the Legendre duplication for-
mula, which says that

(76) D@)T(5) = 27T + ).

The theory of hypergeometric series after Gauss had continued with
the work of Clausen 1828 [211], who found a formula which expresses
the square of a o F] series as a 3F5 series and with the long and impor-
tant 1836 [554] paper of Ernst Kummer (1810-1893), which contains a
formula for the sum of a well-poised 5 F} series with argument —1.

' ' I(14+a—bI(1+ 3a)

(77) 2F1(CL,b,].+CL b, 1)—F(1—|—a)r(1—|—%a—b)

In the same paper Kummer showed that the differential equation (73)
has in all 24 solutions in terms of similar Gauss functions. The Italian
mathematician Francesco Faa di Bruno studied for Cauchy in Paris
1850-1859 [957]. Faa di Bruno found a beautiful formula for the n:th
derivative of a composite function and introduced the Faa di Bruno
polynomials in several variables. In 1866 Mehler [616] first stated [922]
the famous Mehler formula for the Hermite polynomials H,(z). In
modern notation Mehler’s formula takes the following form:

(78> Z Hn(x)Hn(y> " (1 . 4252)_%6%’]9 (4{L’yt — 4(.7}2 + y2)t2)

nl 1 — 422

The tangent numbers Ty, are integers defined by André 1879 [23],
26, p. 380]:

e}

Ton1
(79) tan x = Z e
“—~ (2n+1)!

2n+1
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The following equation obtains [158, p. 413]:
(80) Tonir = (1 +2%)D)*" ]

The Euler numbers or secant numbers So, are integers defined by André

1879 [23], [158, p. 414]:

82n$
1 =
(8 ) COS T Z

n=0

The following equation obtains [158, p. 414}:
(82) 8an = (z + (1 + 2%)D)*"1|,—0.

In 1880 Sonine [813, p. 41] generalized the Laguerre polynomials. In
1879 Thomae [866] found a transformation formula for a 3 F} series with
unit argument. In the same year Thomae [865] found all the relation-
ships between Kummer’s 24 solutions. At this time Johannes Thomae
(1840-1921) worked in Halle. He would later contribute strongly to
the development of mathematics at the university of Jena [830]. If
the parameters a;,b; in (59) are chosen such that the series does not
terminate and does not become undefined, it can be shown that the
series converges for all z if p < r, converges for |z| < 1 if p = r + 1,
and diverges for all z # 0 if p > r + 1. The differential equation of the
generalized hypergeometric series (59) is

d d d, d d
(83) (za +a)... (ZE +a,)— E(ZE +b—1)... (za +b.—1)=0
[629]. For example, the hypergeometric series

satisfies the third order differential equation
d? d?
212t z((a+b+ect+3)z—(d+e+1)) 2t
(85) dZS dz 2

d
+((bc+ac+ab~|—a+b—|—c+1)z—de)d—y+abcy:O,
z

as was shown by Thomae 1870 [863], by Goursat 1883 [382] and by
Pochhammer 1888 [714]. Pochhammer (1841-1920) from Kiel was one
of the greatest contributors to hypergeometric series during this time.

In the twentieth century the main battle-field had moved to England
and America. Again the history of ¢-calculus took a great leap forward
with the help of hypergeometric series. Several equations for products
of hypergeometric series have been proved by Orr 1899 [702]. In 1903
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Dixon [230] proved the following summation formula for the well-poised
series

sby(a,b,c;1+a—b14+a—c;1) =

1+%a,1+a—b,1+a—c,1+%a—b—c

(86) I 1—|—a,1—|—%a—b,l—l—%a—c,l%—a—b—c ’

provided that the series is convergent, i.e. Re(l+ 3a —b—c) > 0.
In 1907 Dougall [241] proved the following summation formula for the
very-well-poised 2-balanced i.e.

1+2a+n=b+c+d+e

series
«
F 1| =
Al
(87) _(+al+a-b—cl+a—b—dl+a—c—d),
— (l1+a—-bl+a—c,l+a—-dl14+a—b—c—d),’
where

ozEa,l—l—%a,b,c,al,e,—n7

ﬁz%a,l+a—b,1+a—c,1+a—d,1+a—e,1~|—a+n.

The basic idea of representing a function by a contour
integral with gamma functions in the integrand seems to
be due to S. Pincherle (1853-1936) who used contours of
a type which stems from Riemann’s work. This side of
the subject was developed extensively by R.Mellin and
E.Barnes [76] [810, p. 3].

Pincherle and Mellin proved a formula for the asymptotic behaviour of
the factorial function in a vertical strip [583]. In 1908 Barnes (1874-
1953) [77] found a contour integral representation of a oF) hypergeo-
metric series

(88)
2F1(a, b; c; Z) =

L'(c) 1 /"OO [(a+ s)T(b+ s)[(—s)

T(a)T(b) 270 ). T(c+s) (=2)"ds,

where |arg(—z)| < 7.

In 1923 Whipple [933] showed that by iterating Thomae's 3 F5 transfor-
mation formula, one obtains a set of 120 such series, and he tabulated the
parameters of these 120 series [900].
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In 1925 Watson [919] [810] proved the following generalization of
Gauss’ second summation theorem:

1
3Fs(a, b, ¢ 5(1 +a+b),2¢1) =

1 1 1 1 1 1 1 1
(89) p|pzfeztaetaby—ga—gbtc
§+§a,§+§b,§—§a—|—c,§—§b+c ’

provided that the series is convergent, i.e. Re(% — %a — %b +¢) > 0.

The Hille-Hardy formula, Hille [434], Hardy [418] and Watson [921]

for the generalized Laguerre polynomials L) (x) looks as follows:

3 n‘ (@) () n
(90) 2Tt nynie OTWI=

where I,(z) denotes the modified Bessel function.

A formula for the product of two Hermite polynonials was proved in
1938 by Feldheim [280], by Watson [924] and in 1940 by Burchnall [135].
In 1945 Rainville [734] found contiguous relations for the generalized
hypergeometric series (59).

Finally we prove Bailey’s summation formula for a oF) series with
argument % to give a hint of the technique which is used in such calcu-
lations.

L TRanh
ATy

Proof. [810]. Put b=1—a and z = 3 in (66), take (1 —x)? as the new
variable, use the Beta function identity to obtain the identity

(91) 2F1(a7 I —a;¢

1 F(C)F(c-‘ra—l)
(92) 2F1(a7 1 —a;¢ —) =201 = cfi—ay"
2 F(c+a— 1)F(%)
Now use the Legendre duplication formula. 0

The theory of multiple Gaussian hypergeometric series is treated in
the book by H.M. Srivastava & Karlsson [826], where the authors have
collected a huge material which was previously widely scattered in the
literature. Some of the applications of multiple Gaussian hypergeomet-
ric series are [826, p. 47]

(1) Statistical distributions,
(2) Decision theory,
(3) Genetics,
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(4) Mechanics of deformable media,

(5) Communications engineering,

(6) Theory of elasticity,

(7) Perturbation theory,

(8) Theory of heat conduction,

(9) Problems involving dual 1ntegral equations with trigonometric
and Hankel kernels,

(10) Problems involving the Tissot-Pochhammer equation, Laplace’s
linear differential (or difference) equation of higher order, and
Schrodinger’s equation,

(11) Asymptotic theory of Hill’s equation, generalized Lamé equa-
tion, and generalized Weber equation, and

(12) Theory of Lie algebras and Lie groups.

In 1926 Appell & Kampé de Fériet [42] introduced some 2-variable
hypergeometric series. One example is the Appell function

/ / = )tn(0)m (V)0
(93) Fyfa, b b5, ¢ 3,y) = mzn;o (m!n!(c()m(c(')n o
In 1931 J. Horn (1867-1946) showed that there are essentially 34 dis-
tinct convergent 2-variable hypergeometric series which are of second
order [439]. Burchnall & Chaundy 1940 [133] and 1941 [134] found
some interesting expansions of Appell’s double hypergeometric series.
In 1942 Burchnall [136] found differential equations associated with the
Appell hypergeometric functions.

Multiple hypergeometric series have recently been used in connection
with 9-5 coefficients [897], [898], [712], [899], [818]. As was shown in
[609], the Appell functions can be used in SU(2) Seiberg-Witten theory.
We will come back later to more applications of Appell functions.

1.7. A short history of elliptic functions. This section is based on
[485]. The formula for the arclength of the ellipse involves an integral
of the form

(94) / de)

1—:132

where 0 < k£ < 1. Another elliptic mtegml is

(95) / (1 —a?)(1 — (kx)?)’

where 0 < k < 1. F(z) and E(z) are called the Jacobi form for the
elliptic integral of the first and second kind. Legendre first worked
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with these integrals and he was followed by Abel (1802-1829) and Ja-
cobi (1804-1851) , who in the 1820s inspired by Gauss, discovered that
inverting F(z) gave the doubly periodic elliptic function

(96) FHw) = sn(w).

Just as the rational functions on the Riemann sphere ¥ form a field
denoted C(z), the meromorphic functions on the torus C/) are the
doubly periodic elliptic functions on C, which form a field, denoted
E(9), where Q is a fixed lattice. Both E(Q) and E;(Q2), the field of
even elliptic functions, are extension fields of C. Every lattice has a
fundamental region, e.g. the Dirichlet region D(Q) is a fundamental
region for €. Just as the rational functions have order equal to the
maximum of the degrees in the numerator and in the denominator, the
order of an elliptic function f is the sum of the orders of the congruence
classes of poles of f. The order is denoted ord(f) = N. By using
elementary complex function theory, it is possible to prove the following
statements about elliptic functions: An analytic elliptic function must
be constant. The sum of the residues of f within a fundamental region
is zero. There are no elliptic functions of order N = 1. If f has order
N > 0, then f takes each value ¢ € ¥ exactly N times.

About 1850 K. Weierstrass (1815-1897) introduced the Weierstrass
sigma-function, o(z), which is z multiplied with the product over all
lattice points of those elementary factors €, which have simple zeros
at the lattice points. The Weierstrass zeta-function ((z) is the loga-
rithmic derivative of o(z). The Weierstrass p-function € Ey(€) is —%.
The Weierstrass g-function satisfies a differential equation, whose co-
efficients are the Eisenstein series for €).

Let Q be a lattice with basis {w;,ws}, and let

W3 = W1 + Wy

If P is a fundamental region with 0, %wl, %wg, %W3 in its interior, then
1, 1., 1 dp -
3W1, 3We, sws are the zeros of 22 in P.
Define
1

€ = @(5%)
for j = 1,2,3. These numbers are mutually distinct.

Although the functions ((z) and o(z) are not elliptic, they obey
translation properties, which can be proved using the Legendre relation.
An elliptic function f of order N, which is elliptic with respect to a
lattice © induces a function f : C/Q +— X, which is an N-sheeted
branched covering of ¥ by C/<Q.



THE HISTORY OF ¢-CALCULUS AND A NEW METHOD. 27

Hermite discovered that the general quintic equation can be solved
in terms of elliptic functions.

Elliptic functions are used in many models of mathematical physics,
e.g. the Calogero-Moser system and the Euler top [110].

Weierstrass’ elliptic functions can be expressed in terms of the double
gamma function as was outlined in [74].

Elliptic functions played an important part in Andrew Wiles’ proof
of Fermat’s last theorem.

1.8. The Jacobi theta functions. This section is based on [740] and
[706]. The theta functions were known in special cases to Euler and
Gauss but were completely and systematically explored only by Jacobi
1829. He found the original Jacobi’s four theta functions, one of which
is

(97) O5(z) = 1+2 Z ¢ cos(2nz2),

n=1
where ¢ = exp(mit),t € U. He was then able to express his elliptic
functions in terms of his four theta functions.

These functions have series which converge very rapidly when ¢ is
small. With the aid of his famous transformation formula and his
pupils in Konigsberg Jacobi was able to compute his theta functions
with rapidly converging series. This enabled him to compile highly
accurate tables of his elliptic functions, and hence, of course, of the
elliptic integral F(z). Much more importantly, it led to a beautiful
theory, which is still flourishing.

Another equivalent way to define the theta functions is via the theta
characteristic, which is a two by one matrix of integers, written

o)

Next, given a complex number ¢ and another complex number 7, sat-
isfying I'm7r > 0, and characteristic, we define the first order theta
function with argument ¢ and theta period T, by

0(¢, 1) = Z exp(im(T(n + 2)2 +2(n + %)(C + g)))

This function is analytic with respect to both variables.

Up to sign this theta function is determined completely by the residue
classes, mod 2, of € and €, this is expressed by the reduction formula.
Now we define the reduced characteristics to be those characteristics
in which € and € are either 0 or 1, and the reduced representative
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of an arbitrary characteristic to be that reduced characteristic whose
entries are the least nonnegative residues mod 2 of € and €’ respectively.
We define a characteristic, not necessarily reduced, to be even or odd
according as ec’ is even or odd. The theta function is an even or odd
function of (, according as the characteristic is even or odd.

The theta function considered as a function only of ( is entire and
quasi-double periodic, with periods 1 and 7.

The function sn(u) can now be expressed as a quotient of theta
functions. The theta constant is the function value for ( = 0. By
using the concept of half-period it is possible to express the modulus
of sn(u) as a quotient of theta constants. An n'* order theta function
may be expressed as the product of n first order theta functions. Its
characteristic is given by the matrix sum of the n characteristics. There
is a formula for the number of linear independent even and odd theta
functions of n'* order with a certain characteristic.

The addition theorem for sn(u) can be proved by using the theta
identities. The first period of sn(u) can be expressed in terms of a
theta constant by using the product expansions for the theta functions.

The theta group is the group generated by z — 2z + 2 and z — —%. It
has a fundamental domain bounded by the vertical lines z =1, z = —1
and the unit circle.

One hundred years ago Thomae was able to obtain a formula connecting
hyperelliptic theta functions evaluated at half theta characteristics and the
branch points of a hyperelliptic curve [666].

The theta functions are very important in connection with repre-
sentation theory for Lie groups. In the twentieth century Siegel has
developed theta functions of several complex variables in connection
with quadratic forms. We can associate with a compact Riemann sur-
face a collection of first order theta functions. An attempt to solve
algebraic equations with the help of theta functions is made in [659)].

1.9. Meromorphic continuation and Riemann surfaces. This sec-
tion is based on [485]. Let (D, f) be a function element, a € D and
v is a path in ¥ from a to some point b in ¥. Then a meromorphic
continuation of (D, f) along v is a finite sequence of direct meromor-
phic continuations (D, f) ~ (D1, f1) ~ (D2, f2) ~ -+ ~ (Dy,, fm) such
that:

(1) each region D; is an open disc in ¥ with a € Dy C D;

(2) there is a subdivision 0 = sy < 87 < ... < S5, = 1 of I such

that v([si—1,s:]) € D; fori =1,2,...,m, [ =[0,1].

Let p(z) be a polynomial. The Riemann surface S of /p(z) is a 2-
sheeted covering of ¥, which can be extended to a 2-sheeted branched
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covering map V(z). A point of multiplicity & > 1 is called a branchpoint
of order k — 1.

The monodromy group of a Riemann surface of any many-valued
function is the group of permutations of the sheets induced by mero-
morphic continuation along closed paths in . In the following we
consider a few things similar to the theory of manifolds. An equiva-
lence class of atlases on a surface S is called a complex structure on
S, which is then called an abstract Riemann surface. If € is a lattice
in C then C/Q is a Riemann surface. The set M of all germs [f]a,
for all a € ¥ is called the sheaf of germs of meromorphic functions,
and it is an abstract Riemann surface. Let w(z) be a possibly many-
valued algebraic function of the form A(z,w) = 0 for some polynomial
A(z,w) with Riemann surface S4. S, is compact and if A(z,w) is an
irreducible polynomial then S4 is connected.

Every Riemann surface is orientable. This result together with the
previous theorems and a wellknown theorem from algebraic topology
implies that the Riemann surface S of an irreducible algebraic equa-
tion A(z,w) = 0 of degree n in w, and with branch-points of orders

ni,...,N,, has a genus which is given by the Riemann-Hurwitz formula:
1 T

Thus the expression Y ;_, n;, called the total order of branching is an
even integer, greater than or equal to 2(n — 1).

The universal covering surface S was invented by Schwarz who told
Klein in 1882, and Klein wrote Poincaré soon after. In 1908 Koebe
employed the method in a rigorous manner to prove the general umni-
formisation theorem, which states that every simply connected Rie-
mann surface is conformally equivalent to just one of:

(1) the Riemann sphere ¥

(2) the complex plane C

(3) the upper half plane U
The tori C/Q and C/Q are conformally equivalent if and only if © and
' are similar. A lattice Q acts discontinuously on C as a group of
translations.

Every connected Riemann surface S may be obtained from one of the
three simply connected Riemann surfaces S = X, C or U by factoring
out a discontinuous subgroup G of AutS. This leads to the study of
the symmetric space U.

Some examples of applications of Riemann surfaces are

(1) String theory.
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(2) Solutions of Maxwells equations in radar technology.
(3) Nonlinear differential equations of mathematical physics.
(4) Schottky problem.

1.10. Riemann theta functions, Schottky problem and hierar-
chies of integrable equations. Consider again a Riemann surface S
with genus g. Choose a symplectic basis (v, ..., a4 01, .., 5,) of the
homology group H;(S) [89]. The Riemann period matriz is defined by

(99) Qi = % wy,
5,

where the w;s denote the h holomorphic differentials with the standard
normalization

(100) ]4 ;= b5

For a symmetric g X ¢ matrix B with negative definite ReB (Riemann
period matrix matrix) one associates the Riemann theta function

1
O(z) = exp(= < Bm,m >4+ <m,z >).
(2) n;g P )

In 1888 Schottky [789], [89] posed the Schottky problem: When is B
the Riemann period matrix [214], [393] of a Riemann theta function?
For g = 4 the problem was solved by Schottky 1903 [790]. For g > 4
the problem was solved by Novikov and Hirota with the help of the
KP-hierarchy.

Most nonlinear dynamical systems are non-integrable [834]. In clas-
sical mechanics we find among these non-integrable systems those with
chaotic behaviour. Now it is desirable to have a simple approach for
deciding whether a dynamical system is integrable or not. In classical
mechanics the so-called Painlevé property serves to distinguish between
integrable or non-integrable systems. A necessary condition for an ordi-
nary differential equation to have the Painlevé property is that there be
a Laurent expansion which represents the general solution in a deleted
neighbourhood of a pole. Recently, Weiss et.al. [927] have introduced
the Painlevé property for partial differential equations. They applied
the method to the soliton equations (KdV,KP) and found, in a remark-
ably straightforward manner, the well-known Bdcklund transformation
[64].

Some nonlinear integrable differential equations of mathematical

physics are (the last three equations are systems of differential equa-
tions, which have a Lax pair.)
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(1) sine-Gordon (SG) equation.

(2) Nonlinear Schrédinger (NLS) equation.

(3) KdV hierarchy.

(4) mKdV hierarchy.

(5) KP hierarchy.

(6) Ernst equation.

(7) Toda system.

(8) Whitham hierarchy.

(9) Supersymmetric KP(SKP) hierarchy [600].

10) WDVV hierarchy.

11) Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy.
12) Jaulent-Miodek (JM) hierarchy.

13) Boussinesq hierarchy [92], [606].

14) zyz Heisenberg equation.

15) Liouville equation [611], [578].

16)

tion, almost Mathieu equation.
Discrete Painlevé equation [383].
Nahm'’s equations.

Burger’s equation.

Non-linear o model [340], [441], [585].
Harry Dym equation [726].

7)

8)

9)

0)

1)

2)

3) Kaup equation [708].

4) Zhiber-Mikhailov-Shabat (ZMS) equation [947].
5) Zakharov-Shabat (ZS) hierarchy [896].

6) Kupershmidt’s equation [580].

7) Sawada-Kotera equation [105], [944].

8) BKP hierarchy [795],[582], [188].

9) Calogero-Moser (CM) system.

0)

1) Maxwell-Bloch equation [359], [725].

2) Ablowitz-Ladik hierarchy (ALH) [908].

3) Davey-Stewartson (DS) equation [318], [555], [954].
4) Kundu-Eckhaus equation [555].

5) Landau-Lifshitz equation hierarchy [120], [121].
6) O(3) Chiral field equation hierarchy [120], [121].
7) Tzitzeica equation [885], [787].

8) Hirota-Satsuma equations [928].

9) Hirota’s bilinear difference equation [775].

0) Bullough-Dodd equations [930].

1) Caudrey-Dodd-Gibbon equations [930], [969].

Generalized Hénon-Heiles system [83] [248] [202] [742].

Quantum Calogero-Sutherland system [849], [850], [903].

31

Azbel-Hofstadter problem, Hofstadter problem, Harper equa-
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) Ruijsenaars-Schneider (RS) model [762], [763], [764], [765], [766].
) Veselov-Novikov hierarchy [873].

) Wess-Zumino-Novikov-Witten (WZNW) model [654], [334].
) Ashkin-Teller model [15].

) Fateev-Zamolodchikov model [15].

) Potts model [15], [705].

) Heisenberg-Ising model [853], Ising model [128], [861], [553].
) Gelfand-Dickey hierarchies [34].

) Lattice Gelfand-Dickey hierarchies [674], [675].

) Yajima-Oikawa hierarchy [431].

) Melnikov hierarchy [431].

) Hubbard model [914].

) Thirring model [871].

) Calogero-Degasperis-Fokas equation [436].

) Interaction-round-a-face (IRF) model [486], [487].

) Kac-van Moerbeke (KM) system [281], [355].

) Lotka-Volterra system [281].

) Regge-Wheeler equation [63].

) Darboux-Zakharov-Manakov (DZM) system [220], [111].

) Hitchin systems [435], [508], [665], [854].

) Gaudin model [345], [854], [794].

) Haldane-Shastry spin chain [82].

) Garnier system [338], [728].

) Holt system [878].

) Kowalewski top [409], [746], [713], [440], [876], [874], [875].
) Goryachev-Chaplygin top [876], [109].

(68) Euler top [110].

It seems that all these equations are equivalent to linear systems of
differential equations (for KdV Laz-pair). These linear systems contain
a spectral parameter, which lives on a Riemann surface [548], [657]. An
excellent introduction to this is given in [839].

(42
(43
(44
(45
(46
(47
(48
(49
(50
(51
(52
(53
(54
(55
(56
(57
(58
(59
(60
(61
(62
(63
(64
(65
(66
(67

One of the most promising solution techniques for non-
linear differential equations rests on methods of alge-
braic geometry and leads to the so-called finite-gap so-
lutions that can be expressed elegantly in terms of theta
functions. Such methods were first used to construct pe-
riodic and quasiperiodic solutions to nonlinear evolution
equations like the KdV and the sine-Gordon equation
[524].

Usually these equations admit a whole hierarchy of Poisson brackets
[47, p. 135].
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The KdV hierarchy (3) was derived in 1895 by Korteweg and de
Vries [536] from the Navier-Stokes equation of fluid dynamics as a spe-
cial limit to give a model of nonlinear wave motions of shallow water
observed in a canal. They showed that the KdV equation admits a
solitary wave solution, or a one-soliton solution. The KdV hierarchy is
connected with symmetric functions, Riemann surfaces, differential ge-
ometry, Hamiltonian structures, Poisson brackets and Schouten brack-
ets [226], [100], [299], [594]. We will now try to give a ’short’ introduc-
tion to the KAV hierarchy taken from [226, pp. 1-5] .

The author ventures to offer one more monograph to
the reader’s attention despite a rather great amount of
books in this field which recently appeared. The first of
them was: Novikov 1980 [956] followed by many others.
We do so because we believe that nowadays no one can
claim to have written a book which can be regarded as
a standard manual in this science as a whole. Neither
do we. For a long time books had not been written but
the flood of papers was overwhelming: many hundreds,
maybe thousands of them. All this followed one single
work by Gardner, Green, Kruskal and Miura 1967 [337]
about the Korteweg-de Vries equation (KdV):
ou ou  Pu

which, before that work, seemed to be merely an unas-
suming equation of mathematical physics describing waves
in shallow water. It is hard to understand how to guess
regarding equation (101) that this equation is related to
the Schrodinger equation, and that a remarkable alge-
bra stands behind it. It is also surprising that the first
idea about the exceptional properties of this equation
was generated by computer calculations. This story was
captivatingly narrated by one of the authors Kruskal M
[550]. The relation of non-linear equations to linear ones
was explained best by Lax [570]. More general hierar-
chies are obtained for operators of arbitrary orders and
are called generalized KdV hierarchies.

The KP equation (5), which has the Weierstrass elliptic function as
solution, is a three dimensional generalization of the KdV hierarchy (3),
which was introduced in 1970 by Kadomtsev-Petviashvili [488], [657],
[44]. After 1980, the KP theory has developed at an enormous rate
and today encompasses a great number of mathematical and physical
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subjects. In 1997 [267] the Faa di Bruno polynomials were used in
connection with cohomology in KP theory.

It is generally believed that all known hierarchies of
(1 + 1)-dimensional equations integrable by means of
the inverse scattering method can be represented as cer-
tain reductions of a universal KP hierarchy of (2 + 1)-
dimensional equations and/or of its extensions to mod-
ified and multicomponent cases. This hypothesis origi-
nates from a unifying Sato theory that describes the KP
hierarchy in terms of a pseudodifferential operator[704].

The following can be said about the connection between Bdcklund
transformations and the Painlevé property [929] Weiss:

When a differential equation possesses the Painlevé prop-
erty it is possible (for specific equations) to define a
Béacklund transformation. From the Béacklund trans-
formation, it is then possible to derive the Lax Pair,
modified equations and Miura transformations associ-
ated with the completely integrable system under con-
sideration. In this paper completely integrable systems
are considered for which Backlund transformations may
not be directly defined. These systems are of two classes.
The first class consists of equations of Toda Lattice type
e.g. sine-Gordon, Bullough-Dodd (40) equations. We
find that these equations can be realized as the minus-
one equation of sequences of integrable systems. Al-
though the Béacklund transformation may or may not
exist for the minus-one equation, it is shown, for spe-
cific sequences, that the Backlund transformation does
exist for the positive equations of the sequence. This, in
turn, allows the derivation of Lax pairs and the recur-
sion operation for the entire sequence. The second class
of equations consists of sequences of Harry Dym type
(21). These equations have branch point singularities,
and, thus, do not directly possess the Painlevé prop-
erty. Yet, by a process similar to the uniformization of
algebraic curves, their solutions may be parametrically
represented by meromorphic functions. For specific sys-
tems, this is shown to provide a natural extension of the
Painlevé property.

The following models are used in particle physics. String theory is
a special case of the non-linear o model (20), and the WZNW model
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(44) is a special case of the non-linear o model except for an extra
term. The WZNW model describes low-energy hadrons, and nucleons
are described by solitons. Also 7m-meson fields are considered. In [13]
Aitchison gives an elementary introduction to how the Wess-Zumino
terms acts like a monopole in the space of scalar fields of the non-linear
o model. The SL(2,R)/U(1) WZNW model can also be used in the
theory of black holes. In [340] a Lax pair for the (1 + 1)-dimensional
non-linear ¢ model was found.

In [953], the Painlevé property was applied to the classical Boussinesq
hierarchy (13) and the Jaulent-Miodek hierarchy (12) to obtain Miura
type transformations. In 1989 [559] the question of the integrability of
the quantum Korteweg-de Vries (¢-KdV) and quantum Boussinesq (g-
B) equations and the relation of their conservation laws to the integrals
of certain perturbed conformal field theories was discussed.

W-algebras [226] play a prominent role in two dimen-
sional physics. They first appeared in the context of
integrable models (although under a different name) as
Poisson structures associated with generalized KAV hi-
erarchies [605].

The g-deformation of nonlinear integrable differential equations started
in 1996 when Edward Frenkel, introduced a ¢-deformation of the KdV
hierarchy and related soliton equations [323], see also [410], [514]. In
the same paper a g-deformed N:th affine Toda equation and a ¢-Miura
transformation was presented. Also in 1996 a ¢-Toda equation was
presented in [880]. In 1998 Iliev [448], [449] solved the g-deformation
of the KP hierarchy. Compare [57]. Also in 1998 Adler, Horozov and
van Moerbeke [8] found a connection between the solutions of the ¢-KP
and the 1-Toda lattice equations. The g-Calogero-Moser equation was
presented in [450], [451]. In [17], [877] a g-deformed spherical top was
presented.

The famous Burger’s equation (19) reduces to the heat equation by
the Cole-Hopf transformation [335]. In [837], [835], [859] a Lax pair
was constructed for a space-dependent Burger’s equation.

The Witten-Dijkgraaf-Verlinde-Verlinde (WDVV) hierarchy (10)

is a remarkable system of partial differential equations
determining deformations of 2—dimensional topological
field theories, which was introduced in 1990 by Wit-
ten E. [940] and Dijkgraaf R., Verlinde E., Verlinde H.
[228]. The WDV'V equations consist of three groups of
differential equations called the associativity equations,
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the normalisation equations, and the quasihomogeneity
equations [668].

The AKNS hierarchy (11) is an important bosonic, integrable hi-
erarchy which, among other things, includes the KdV equation, the
mKdV equation, the nonlinear Schrodinger equation (2), sine-Gordon
equation (1) [43]. In [952] a connection between the AKNS hierarchy
and the JM hierarchy was found. The vector constrained KP hierar-
chy [431] contains many interesting integrable systems like the AKNS,
Yajima-Oikawa (51) and Melnikov hierarchies (52).

The Potts model (47) is used in statistical mechanics, phase transi-
tions and in probability theory [398]. The ising model (48), which is
connected to Potts model, is also used in ferromagnetism [128] and in
two-dimensional gravity [553].

In [848]-[850] Sutherland obtained exact results for a quantum many-
body problem for either fermions or bosons interacting in one dimension
by a two-body potential V() = % with periodic boundary conditions.
The Calogero-Moser system (29) is Newton’s equations for a remark-
able class of solvable models describing interacting particles which was
discovered about thirty years ago [704].

There is strong evidence that the CM model plays an important role
in understanding the universal behaviour in quantum chaos [676]. The
CM system may be viewed as being related to the Ay_; root system,
and occurs in three variants: rational, hyperbolic/trigonometric, and
elliptic. The Ruijsenaars-Schneider model (42) is a relativistic gener-
alization of the CM system appearing also in three variants (rational,
hyperbolic/trigonometric, and elliptic).

The nonlinear Schrodinger (NLS) equation (2) [236],[502]

oy —h? [ 0 0? 0?

(102)  ihor =5 <@+a—gﬁ+@)w+vw+w,w>w,

where F(¢,1)) is a real-valued functional, is a Schrédinger equation
admitting diffusion currents, and whose probability density satisfies a
Fokker-Planck equation. An excellent account of the semiclassical limit
of the defocusing NLS hierarchy is given in [796]. The Whitham equa-
tions (8) describe the semiclassical limit of the defocusing nonlinear
Schrodinger equation [869]. In [362] the second derivatives of the pre-
potential with respect to Whitham time variables in the Seiberg-Witten
theory are expressed in terms of Riemann theta-functions.

The stationary axisymmetric Einstein equations for the vacuum case
in general relativity is equivalent to a single nonlinear differential equa-
tion for a complex potential, the so-called Ernst equation (6) [250]. The
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solutions found differ from similar solutions of other equations in several
aspects; e.g. they are in general not periodic or quasiperiodic. The main
difference is that this class is much richer than previously obtained ones
[524].

The zyz Heisenberg equation (14) introduced in 1928 [429] as a quan-
tum mechanical model of ferromagnetism

was actively investigated by many scholars beginning
with Hans Bethe. In the present-day literature on math-
ematical physics it is known by the jargon name the zyz
model, which is used in the situation of general position
Jy # Jy # J.. The particular cases J, = J, # J, and
Jo = Jy = J, = J are called the xzz and the oz model,
respectively.

Heisenberg’s model turned out to be very fruitful in
the theory of magnetism and there is an extensive phys-
ical literature devoted to it. In recent years it has at-
tracted the attention of mathematical physicists, since
it turned out that the problem of finding the eigenvalues
and eigenvectors for the Heisenberg Hamiltonean H can
be solved exactly, in a certain sense, and requires beau-
tiful mathematical constructions. The first step on the
way to a solution of this problem was taken by Bethe
in 1931 [99], when he examined the completely isotropic
case of the xxr model and found the eigenvalues and
eigenvectors of its Hamiltonean. Bethe’s exact solution
counts as one of the fundamental results in the theory
of spin models, and the method proposed by him, the
famous Bethe Ansatz, has been applied successfully to
other many-particle models in one-dimensional mathe-
matical physics.

In 1972 Rodney Baxter in his remarkable papers [86]-
[87] (the results were announced by him in 1971 in [84]-
[85]) gave a solution for the zyz model. He discovered
a link between the quantum xyz model and a problem
of two-dimensional classical physics, the so-called eight-
vertex model [855].

The zyz Heisenberg equation is equivalent to a linear system, whose
spectral parameter lives on a torus [445]. In [961] the Lax pair was
found from the Yang-Baxter equation and was applied to the zyz
Heisenberg equation.
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In [834] the method of Weiss et.al. [927] was applied to the Liouville
equation (15).

The Azbel-Hofstadter problem (16),
[444],[547] [1], [53], [709], [936], which in the Landau gauge is equivalent
to a one-dimensional quasiperiodic difference equation, also known as
the Harper equation, belongs to the class of integrable models of quan-
tum field theory. Despite being just a one-particle problem [1], it has
been solved by the Bethe Ansatz [936].

Nahm’s equations (18) arise in Nahm’s construction of monopole

THOMAS ERNST

One of the classical problems of the 19-century geome-
ters was the study of the connection between differen-
tial geometry of submanifolds and nonlinear (integrable)
PDE’s. For instance, Liouville found the general solu-
tion of the equation (known now as the Liouville equa-
tion (15) ) which describes minimal surfaces in E? [578].
Bianchi solved the general Goursat problem for the sine-
Gordon equation (1) [103, p. 137], which encodes the
whole geometry of the pseudospherical surfaces. More-
over the method of construction of a new pseudospheri-
cal surface from a given one, proposed by Bianchi [102],
gives rise to the Backlund transformation for the SG
equation [65].

The connection between geometry and integrable PDE’s
became even deeper when Hasimoto [420] found the
transformation between the equations governing the cur-
vature and torsion of a nonstretching thin vortex fil-
ament moving in an incompressible fluid and the NLS
equation. Several authors, including Lamb, Lakshmanan,
Sasaki, Chern and Tenenblat related the ZS (25) spec-
tral problem and the associated AKNS hierarchy (11)
to the motion of curves in E? or to the pseudospherical
surfaces and certain foliations on them [238].

solutions in Yang-Mills theory [836], [584].

The Tzitzeica equation (37) was derived in a classical
geometric context as long ago as 1910 by Tzitzeica [885].
Indeed, even a linear representation and a Backlund
transformation are cited therein. Seventy years later,
the Tzitzeica equation was rediscovered and subsequently
analysed by several authors [235], [474], [621], [786] in
the setting of modern soliton theory. In terms of other
physical applications, Gaffet [336] has shown that, for a

[437], [266],[741] [729], [139],
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particular class of gas laws, a (14 1)-dimensional anisen-
tropic gas dynamics system may be reduced to the Tz-
itzeica equation [787].

In 1986 Weiss [929] and in 1996 Schief [787] showed that the Tzitzeica
equation passes the Painlevé test. Schief [787] showed that the Tz-
itzeica equation possesses a Backlund transformation. In 1999 Conte
& Musette & Grundland [216] found a Bécklund transformation for
the Tzitzeica equation and a Backlund transformation for the Hirota-
Satsuma equation (38) at the same time.

In [537] a Hilbert space approach was applied to the study of sym-
metries and first integrals for analytic systems of ordinary differential
equations. In [538] the Hilbert space approach was extended to the
case of nonlinear partial differential equations.

The theory of integrable and partially integrable nonlinear evolution
equations are presented in a didactic and concise way in [662]. Some
examples of partially integrable PDEs are Kuramoto-Sivashinsky (KS)
equation, Kolmogorov-Petrovskij-Piskunov (KPP) equation [588], [95],
[510], [569]; Ginzburg-Landau equations.

1.11. Multiple gamma functions, multiple g-gamma functions
and |¢| = 1. The beginning of this section is based on Ueno K. &
Nishizawa M. 1997 [889], [890].

Multiple gamma functions were introduced by Barnes
as an infinite product regularized by the multiple Hur-
witz zeta function [72],[73],[74],[75]. Hardy [416],[417]
studied this function from the viewpoint of the theory
of elliptic functions. Kurokawa [560] showed that mul-
tiple gamma functions play an essential role to express
gamma factors of the Selberg zeta function of compact
Riemann surfaces and the determinants of the Lapla-
clans on some Riemannian manifolds. In 1984 Moak
[648] found a g-analogue of Stirling’s formula for Jack-
son’s g-gamma function. The multiple ¢-gamma func-
tion was introduced by Nishizawa in [680]. Inspired by
Moak [648], Ueno & Nishizawa [888] derived a new rep-
resentation for Jackson’s ¢g-gamma function. By the use
of the Euler-Maclaurin summation formula, an asymp-
totic expansion (the higher Stirling formula) and an in-
finite product representation (the Weierstrass canonical
product formula) for the Vignéras multiple gamma func-
tions by considering the classical limit of the multiple
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g-gamma function was presented by Ueno & Nishizawa
in [889], [890].
We next quote Nishizawa 1998 [682].

g-Analysis with |¢| = 1 is important for the studies on
the X X Z-model etc. In [681], Ueno & Nishizawa pre-
sented a method of g-analysis with |¢| = 1. By using
Kurokawa’s double sine function in place of the g-shifted
factorial, they proved that the Euler type integral makes
sense and that it gives a solution of a g-difference ana-
logue of Gauss’ hypergeometric equation under some
conditions on parameters. In [682], this method is ap-
plied to a g-difference analogue of Lauricella’s D-type
hypergeometric equation.

2. Introduction to g-calculus.

2.1. The ¢-difference operator. In the rest of this paper we choose
the principal branch of the logarithm:

—m < Im(log(q)) <,

where I'm denotes the imaginary part of a complex number.

The variables a,b,c,ay,as,...,b1,bs,... € C denote parameters in
hypergeometric series or g-hypergeometric series. The variables
1,7, k,l,m,n,p,r will denote natural numbers except for certain cases
where it will be clear from the context that ¢ will denote the imaginary
unit.

The power function is defined by ¢* = e®°9(0).
Furthermore the g-analogues of the natural numbers,of the factorial
function and of the semifactorial function [206, p. 43], [461, p. 314]
are defined by:

(109 =3¢ {0}, =0, g€ C.

(104) flt = [Ttk DO} =1, g

k=1

(105) {2n — 1}V = [[{2k - 1},, ¢ € C,
k=1

(106) (2n},) = ﬁ{%}q, geC.
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In 1908 Jackson [458] reintroduced [916],[357] the Euler-Jackson g-
difference operator

p(x) — p(qz)
(107) (Do) (1) = B2 ge v\
If we want to indicate the variable which the ¢-difference operator is
applied to, we denote the operator (D, ,¢) (z,y). The limit as g ap-
proaches 1 is the derivative

(108) lim (D) (2) = 22

q—1 dx’
if ¢ is differentiable at x.
Ezample 1.
z® — (qr)* _ x*(1—q")
(1-q) z(1—q)
The formulae for the g-difference of a sum, a product and a quotient
of functions are [261]:

(109) D,(z%) = ={a}2*"!, a€C.

(110) D, (u(z) +v(z)) = Dyu(x) + Dyv(x).
(111) Dy (u(z)v(x)) = Dyu(z)v(x) + u(gz) Dyv(z).

u(z) _ v(x) Dyu(z) — u(z) Dyv(r) olar)o(z
my o, (5] - g @£

Applying the Taylor formula to the right hand side of (107) we obtain
the following expression for the g-difference operator:

(13) D,(f(0) = Y- (et (o)

provided that f is analytic.
The following lemma was proved by Hjalmar Rosengren. Compare
[407], where the special case k = 1 of this equation was stated.

Lemma 2.1. The chain rule for the q-difference operator. Let g(x) be
the function g(z) :  + cx®. Then

(114) Dy(f o g)(x) = (Dgr(f)) (9(x)) Dy(9) ().
Proof.
_ flea®) — f(e(zq)®)
M =70
Y G (ol
RHS = {k}, (1 — g LHS.
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Remark 7. In 1982 Ira Gessel [353] proposed a g-analogue of the chain
rule based on a g-analogue of functional composition for Eulerian gen-
erating functions.

2.2. Heine’s letter to Dirichlet 1846. In 1846 Dr.E.Heine, a 'Pri-
vatdocent’ from Bonn wrote the following letter to professor Dirichlet,
which was published in the Crelle journal the same year [425].

Sehr viele Reihen, darunter auch solche, auf welche die
elliptischen Functionen fiihren, sind in der allgemeinen

Reihe

k—1 k—1

. (q“+m—1)H(qb+m—1)
m=0
k—1

k=

3
Il

Zk

LD

' (@ =1 @™ =1)

N

enthalten, die ich zur Abkiirzung mit

2¢1 (a'7 bv ¢ dq, Z)

bezeichne, gerade so wie es bei der hypergeometrischen
Reihe zu geschehen pflegt, in welche unser ¢ fiir ¢ = 1
iibergeht. Es scheint mir nicht uninteressant, die ¢ ganz
ahnlich zu behandeln, wie Gauss die o[} in den ’Dis-
quisitiones generales’ untersucht hat. Ich will hier nur
fliichtige Andeutungen zu einer solchen Ubertragung
geben. Es entspricht jedem F' im &5 der Disquisitiones
eine Reihe ¢. Einige Formeln entsprechen zwei oder
mehr verschiedene ¢, namlich denen, in welchen a oder b
unendlich werden. So hat die Reihe fiir e’ zwei Analoge.

The two series that Heine is talking about are the two ¢-analogues
of the exponential function found by Euler.

2.3. Basic definitions for ¢-hypergeometric series with the clas-
sical notation (Watson). The g-hypergeometric series considered by
Heine 1846 [425] is a generalization of the hypergeometric series, given
by the formula

(115) 201(a, by q,2) = Z %Zn?

n=0
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where the g¢-shifted factorial is defined by

1, n=20;
(I1—aq¢™), n=1,2,...,
m=0

and it is assumed that (see [343, p. 3]) c £ ¢q¢™, m=0,1,....

The series (115) converges absolutely for |z| < 1 when 0 < |¢| < 1
and it converges (at least termwise) to Gauss’ series as ¢ — 1.

As Heine pointed out: Der Fall ¢ > 1 lasst sich leicht auf den Fall
zuriickfiihren, wo 0 < |¢| < 1; man kann sich dazu die Formel

a C a c 1 a —c—
(117) 201(¢%, 4% 4% 4, 2) = 201(¢", 4" ¢ L Trerlz)
bedienen, die sich unmittelbar aus der Definition der ¢ ergibt.

2.4. A new notation and a new method for ¢g-hypergeometric
series. Dear reader, please take a look at the following pages. ¢-
Calculus has in the last twenty years served as a bridge between math-
ematics and physics. The majority of scientists in the world who use
g-calculus today are physicists.

The field has expanded explosively, due to the fact that
applications of basic hypergeometric series to the diverse
subjects of combinatorics, quantum theory, number the-
ory, statistical mechanics, are constantly being uncov-
ered. The subject of ¢g-hypergeometric series is the frog-
prince of mathematics, regal inside, warty outside [939].

Furthermore it is said that

progress in g-calculus is heavily dependent on the use of
a proper notation [506].

This is a modest attempt to present a new notation for g-calculus and
in particular for ¢g-hypergeometric series, which is compatible with the
old notation. Also a new method, which follows from this notation is
presented. This notation will be similar to Gauss’ notation for hyper-
geometric series and in the spirit of Heine [425], Pringsheim [719] and
Smith [811]. Jackson also used a similar notation in some of his last
papers [465], [466].

Remark 8. A similar notation was proposed by Rajeswari V. & Srini-
vasa Rao K. in 1991 [736] and in 1993 [815, p. 72] in connection with
the g-analogues of the 3-j and 6-j coefficients. See also [816] and [817].
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Van der Jeugt, Srinivasa Rao and Pitre have recently published sev-
eral interesting articles on both hypergeometric series and multiple hy-
pergeometric series [897], [898], [899], [818].

In 1999 Van der Jeugt & Srinivasa Rao [900] showed that certain two-
term transformation formulas between g-hypergeometric series easily
can be described by means of invariance groups.

The g-hypergeometric series was developed by Heine 1846 [425] as a
generalization of the hypergeometric series:

(118) 261(a,biclg,2) =) %z”,

with my new notation for the g-shifted factorial

1, n = 0;
(1—¢"™) n=1,2,....
m=0

Remark 9. The relation between the new and the old notation is
(120) (a;9)n = (4" Qn-
The following modification of the ¢-shifted factorial will be useful:

n—1

(121) (@q)n = [ +a™),

m=0

where the tilde denotes an involution which changes a minus sign to
a plus sign in all the n factors of (a;¢q),. The tilde can also enter as
a parameter in a g-hypergeometric series as is shown in the proof of

(398).

Remark 10. In a few cases the parameter @ in (119) will be infinite
(0 < |¢| < 1). Three examples are (143), (395), the proof of (397) ;
they correspond to multiplication by 1.

—_—

Recall that in the classical notation (a; ), is denoted by (—¢%; q),.

Definition 3. Generalizing Heine’s series, we shall define
a g-hypergeometric series by [343, p. 4], [401, p. 345]:

ai,...,a
pOr(@, . ap by, b 2) = 0 [ bl bp |q7z] —
1y---5Ur

nz e @]

(122)
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where ¢ # 0 when p > r + 1. Furthermore a4, ..., a,, by,...,b, € C,
b;j#0, j=1,...,r, bj#—-m, j=1,...,r,m €N,
by # 2 j=1,...,r,m €N [811].

logq

The series

(123) r+1¢r(a17"'7a7“+1;b17“‘7b7“‘Q7Z)

is called k-balanced if by +...+b. =k+a,+...+a,41 and z = ¢; and
a 1-balanced series is called balanced (or Saalschiitzian). Analogous
to the hypergeometric case, we shall call the g-hypergeometric series
(123)well-poised if its parameters satisfy the relations

(124) 1+a1:a2+b1:a3+b2:...:a,«+1+bw.

The g-hypergeometric series (123) is called nearly-poised [71] if its pa-
rameters satisfy the relation

(125) 1+ a1 = Aj4+1 + bj

for all but one value of jin 1 <j <r.
The g-hypergeometric series (123) is called almost poised [127] if its
parameters satisfy the relation

(126) 5]' +a; = Q41 + bj, 1 S] <,

where 0, is 0,1 or 2.
If the series (123) is well-poised and if, in addition

—_—

(127) az=1+1a, a3 =1+ 1a,

then it is called a very-well-poised series.

We have changed the notation for the g-hypergeometric series (118)
slightly according to the new notation which is introduced in this pa-
per. The terms to the left of | in (118) and in (122) are thought to
be exponents, and the terms to the right of | in (118) and in (122) are
thought to be ordinary numbers.

There are several advantages with this new notation:

(1) The theory of hypergeometric series and the theory of g-hypergeometric
series will be united.

(2) We work on a logarithmic scale; i.e. we only have to add and
subtract exponents in the calculations. Compare with the ’in-
dex calculus’ from [41].

(3) The conditions for k-balanced hypergeometric series and for k-
balanced ¢-hypergeometric series are the same.
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(4) The conditions for well-poised and nearly-poised hypergeomet-
ric series and for well-poised and nearly-poised g-hypergeometric
series are the same. Furthermore the conditions for almost
poised ¢-hypergeometric series are expressed similarly.

(5) The conditions for very-well-poised hypergeometric series and
for very-well-poised ¢-hypergeometric series are similar. In fact,
the extra condition for a very-well-poised hypergeometric series
isa, =1+ %al, and the extra conditions for a very-well-poised

g-hypergeometric series are as = 1 + %al and az3 = 1+ %al.

(6) We don’t have to distinguish between the notation for integers
and non-integers in the g-case anymore.

(7) The g-analogues are easier to recognize.

Remark 11. A g-analogue of a ,_1¢,_» 2-balanced hypergeometric se-

ries can be a balanced ,¢,_1 ¢g-hypergeometric series. One example is

Jackson’s formula (426). This is because of (195), which expresses a
g-shifted factorial times its tilde-version as a g¢-shifted factorial with

base ¢°.

To justify the following three definitions of infinite products we remind
the reader of the following wellknown theorem from complex analysis

Rudin [761, p. 300]:

Theorem 2.2. Let €2 be a region in the complex plane. Suppose f, €
H(Q) form=1,2,3,..., no f, is identically 0 in any component of €,

and

(128) PIESAG]

converges uniformly on compact subsets of ). Then the product

(129) fz) =]/ (2)

converges uniformly on compact subsets of Q. Hence f € H(Q).

Now we define

(130) (a:q)e = JJ (1 = ¢*™), 0 < g| < 1.
m=0
(131) (@ q)oo = J[J (1 +¢"™), 0< gl < 1.
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(e e}

(132) (a; @)oo = JJ (1 —ag™), 0 < g < 1.

m=0

We shall henceforth assume that 0 < |¢| < 1 whenever (a; ¢) « or (a; ¢)oo
appears in a formula, since the infinite product in (130) diverges when

" #0, |¢| > 1.

Since products of ¢-shifted factorials occur so often, to simplify them
we shall frequently use the more compact notations

(133) (a1, Qi Q) = H(aj;q>n-
(134) (a1, Qoo = H(aj;q>oo-

Let k denote a positive integer. Then we define

1, n =0;

135 1" = 0T

( ) <a,q > (1 qa—i—mk)’ n— 1727
m=0

(136) (@:4%0 = [J (1 =q"™), 0 < gl < 1.
m=0
1, n = 0;

137 M) =14 1

(137) (a: ") (1—aq™), n=1,2,
m=0

(138) (@:4")e = [ (1 —ag™), 0 < g < 1.
m=0

(139) (a:¢ Moo = [J(1—q7"™), 1< ql.

m=0
(140) (a;¢ ) = JJ (1 —ag™™), 1< q|.
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For negative subscripts, the shifted factorial and the ¢-shifted factorials
are defined by

1 1 (=)™
(a—1)(a—=2)---(a—n) (a—n), (1—a),

(141)  (a)-n

(a;q)—n =
1 1

== g™ (=) (a—ma).
q0+1+2+...+(n—1)

(142) (=g @—q") (" = g*)
PO+ 1424+ (n=1)

(=D —1) (g —1)
(1) _ gt
(I—g")(1—g>%) - (1—¢  (1—a;q)n

Denote the series (122) °>° , A,z". The quotient AZ—:l is a rational
function R(¢"). R(q") contains the factor (1—¢'™™) in the denominator.
After simplification, the maximal degree of the numerator and of the
denominator is called the order of the generalized Heine series. We can
say the following about the convergence of the g-series ,¢, Hahn 1949
[401]: The series of type (p, p—1) converge for |z| < 1 when 0 < |¢| < 1;
because the coefficient of 2™ is bounded and tends to 1. The series of
type (p,r) with p < r are entire functions, and the series converge
faster, the bigger the difference r — p. The series of type (p,r) with
p > r— 1L diverge Vz # 0 if no {a;};_, is equal to a negative integer,
when the series reduces to a polynomial.

The function (122) is one-valued and regular, and its only singularity
is a pole of order 1 at z = (%)”, n = 0,1,... Pringsheim 1910 [719],
Smith 1911 [811].

The analytic continuation of a series of type (p,p — 1) can be made
with the help of its g-difference equation [401] or by its asymptotic
expansion see Watson 1910 [918]; in this way we obtain function values
in concentric circles of increasing radius.

In 1998 [686] the analytic continuation of a g-hypergeometric series
was obtained by an operator algebra method.

Heine had shown that his series satisfies at least one second order
linear ¢-difference equation and in [864] his pupil Thomae found all the
linear relations between the solutions of Heine’s g-difference equation.
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2.5. The g-binomial theorem. Euler found the following two g-analogues
of the exponential function:

(143)
o0 n 1
eq(2) = 190(00; —q, 2) = L = 2l <1, 0< gl < 1.
o ; (Lgn (%0
(144) .
e1(2) = odo(——la,—2) = ) ﬁf = (=20)o0; 0 < g <1,
n=0 AL

where ¢y is defined by (122). The second function is an entire function
just as the usual exponential function. Our next goal is to prove a ¢-
analogue of (64). The history of the g-binomial theorem goes back
to an 1820 book of Schweins who gives this formula and refers to an
earlier work of Rothe [760] from 1811 [629]. Gauss published similar
formulae in 1811. In 1829 Jacobi [467] referred to the book of Schweins
and in 1843 Cauchy [172] was the first person to prove the g-binomial
theorem:

Theorem 2.3.
(145)
= (a;q)n (24% @)oo
qba;—q,zzg 2" = , 2zl <1, 0<|q] < 1.

The proof is due to Heine 1878 [427, p. 97ff]. We will prove the
following slightly more general theorem, which will be used in the proof
of the Jacobi triple product identity (216). The proof is a modification
of the argument on page 8 in the book by Gasper and Rahman [343].
Heine’s proof is obtained by putting k£ = 1.

Theorem 2.4. Let k denote an arbitrary positive integer. Then

(a0 (2070
n=0 b n ) o0
Proof. Put
— (a;¢")n
147 he(z) = 2zl < 1,0 < |g| < 1.
(147) (2) ;(k;qkh 2] lq]

Compute the difference

bule) = husn(z) = Y D R

n=1
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= (a+k;¢") ok = (a+k;¢")
— 1 — g% — (1 — gothn n_ .a
2 gy, A A =) e

n=1 n=1

n n a = a+k7 ¥ n— n— a
(@ 1) = gt 3R (),

— (k;q")n
This implies the following recurrence for h,(z) :
(148) ha(2) = (1 — 2" hayr(2).

Next compute the difference

PR N () N < N (13 o) R
ha(z)_ha(q Z)_Z<k’7qk>n(z -4 Z)_Zmz -

n=1 n=1

=z(1—¢q%) Z @t kgn >n_lz"_1 = 2(1 — q")hasr(2).

— (ki q")n
This implies the following equation for h,(z) :
1 _ a
(149) haz) = = L ha(g"2).
-z

The proof is completed by iterating this n times and by letting n go to
infinity. O

Now equation (143) follows from (145) by letting a — oo, and (144)
follows from (145) by substituting z — z¢~® and letting a — —o0.
This procedure is the g-analogue [255] of the formula

z
lim (1 + =) = ¢€*.
Apli+gyi=e
Remark 12. In the following proofs we will often use the following spe-
cial case of the ¢g-binomial theorem, which is obtained by substituting
2z ¢” in (146):

OO . kn b: koo
(150) Z<a’q> bnzm,0<lq\<1.

(s ) (b;¢") 0

The 'dual’ of the above equation is

n=0

N TN (R T W
(151) 2 (k; qk>n( ) (b5 ¢*) oo l
The following special case of the ¢-binomial theorem will sometimes
be used:

 (a;9)n (205 q)oc
152 2" = , 1zl <1, 0< g < 1.
(152) Z:O (1;q)n (25 @)oo o 4

n=0
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The following corollaries of (146) are extensions of Euler’s formulae
(143) and (144):

[e.e]

2" 1
(153) s = ErON lz| <1, 0< |q] <1,
n:O Y n b o
< F()
q\
(154) > Cronis (—2:¢") o, 0< gl <1, z€C.
n=0 ) n

With the help of the g-binomial theorem (145) we can now explain
what a g-analogue really is. In the process of g-deformation a branching
singularity (¢ = 1) disappears and is replaced by an infinite sequence
of poles and zeros. According to Johannes Thomae 1869 [862, p. 262,
Smith 1911 [811, p. 51], the solution of the difference equation

(155) (1-2)U(2) = (1 —-q"2)U(qz)
is the function
(156) pla,q,2) = lim (1—¢"2) ]|

n—00 1 —zg™
m=0 q

which makes sense both for 0 < |g| < 1 and |g| > 1. The first statement
is obvious by (145). The last statement is proved as follows.

n—1 1

1 l - ==
157 = lim (—2)"%(1 — —) [ —="
(157 pla,g,2) = lim (=2)7(1 = 5) ng) —
or

Y 11

(158) p((l, q, Z) - (_Z) p(av 67 ;)a
so that this follows from the previous case. For ¢ = 1, the infi-

nite product is equal to one and the result is the multiply valued
function(1 — z)~°.

We infer that p(a,q, z) is analytic in ¢ and z, and for 0 < |q| < 1,
pla,q,z) = 1¢o(a; —|q,z). This means that both functions and their
analytic continuations are identical everywhere.

2.6. Some aspects on the development of g-calculus in the pe-
riod 1893-1950. In his work 1893-1895, Rogers inspired by Heine’s
book 'Handbuch der Kugelfunktionen’, introduced a set of orthogonal
polynomials which can be expressed in terms of ¢-hypergeometric se-
ries and which have the Gegenbauer polynomials as limits when ¢ — 1.
They are orthogonal with respect to an absolutely continuous measure

n (—1,1). As aresult of this Rogers proved the two Rogers-Ramanujan
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identities, which express an infinite sum as a quotient of infinite prod-
ucts.

At this stage the main battle-field had moved to England and Amer-
ica. Some of the greatest g-analysts of this time were Ramanujan,
Watson, Jackson, Bailey, Daum, Pringsheim, Smith, Ward, MacMa-
hon, Carmichael, Mason, Ryde, Birkhoff, Adams, Starcher, and Tr-
jitzinsky. The first 7 of these worked mainly on ¢-hypergeometric se-
ries except Jackson who did much more and except Ramanujan who
also worked on number theory and theta functions. G.N.Watson (1886-
1965) became famous when his giant book ’A treatise on the theory
of Bessel functions’ was published in 1952. The last 7 of the above-
mentioned persons worked on the solutions of so-called ¢-difference
equations. Starting from 1904 the English reverend Jackson published
a number of mathematical articles devoted entirely to g-calculus which
would last until 1951. Jackson had studied elliptic functions, special
functions and the work of Heine, Thomae and Rogers. Jackson started
to find g-analogues of trigonometric functions, Bessel functions, Le-
gendre polynomials and the gamma function. He explained the con-
nection between the ¢g-gamma function and elliptic functions.

In 1910 Watson [918] proved a g-analogue of Barnes contour integral
expression for a hypergeometric series.

Almost everybody had now forgotten Rogers’ brilliant proof of the
Rogers-Ramanujan identities in 1894, when Ramanujan (1887-1920)
wrote to professor Hardy from India in 1909 and told him about a
number of certain identities which he could not prove. Some of them
were just corollaries of the Rogers-Ramanujan identities. The following
citation is from Andrews excellent book [31]:

In 1913 Ramanujan astounded mathematicians by pre-
senting them with a long list of remarkable propositions
that he claimed to have discovered. On examination
some of them proved old; many could be proved (and a
few disproved) by standard methods; but some remained
doubtful. Among these were two simple but beautiful
propositions, of which one alone need be stated. It was

-2

— ¢ (2,3,5,¢°)
(159) Z<1EQ>j: (L)oo

J=0

Ramanujan, even when his powers were developed by
education at Cambridge, (Hardy managed to get Ra-
manujan to come to Cambridge in 1914) could not prove
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them; nor could MacMahon, the leading English author-
ity on the subject, who devoted to them a whole chapter
of his treatise Combinatory Analysis. Later Ramanujan,
searching for something else in old Proceedings of the
London Mathematical Society, found that Rogers had
stated and proved them in 1894.

Ramanujan returned to India in 1919 and continued to work with his
new love, the mock theta functions. His work was continued by Watson
[923].

P.A.MacMahon used ¢-series as combinatorial generating functions
and began a work that would lead to applications in representation the-
ory of the symmetric group, root systems of Lie algebras etc.[32]. In
1929 Watson [920] proved a transformation formula for a terminating
very-well-poised g7 series, which turned out to be equivalent to Jack-
sons’ g-analogue of Dougalls summation formula and at the same time
gave the first comprehensible proof of the Rogers-Ramanujan identities.

A g-analogue of Kummer’s formula (77), was proved independently
by Bailey 1941 [68] and Daum 1942 [223]. This was one of the first
examples of a summation formula for a ¢-hypergeometric series with
argument —1. W.N.Bailey (1893-1961) had been greatly influenced by
Ramanujan as an undergraduate at Cambridge 1914 and became pro-
fessor of mathematics at Bedford College in the 1940s with speciality
g-calculus.

2.7. The g¢-integral. Archimedes calculated the integral of f(z) =
2? as the sum of a finite geometric series. In the 1650s, the famous
Frenchman Pierre de Fermat (1608-1665), Pascal and others [33, p.
485] found a way to generalize Archimedes’ results. Fermat introduced
the g-integral of the function f(z) = 2%, o € Q [33, p. 485] on the
interval [0, 1] [48]. This was done by introducing the Fermat measure,
which puts mass a(1l — q)¢™ at x = aq™ [48].

Thomae was a pupil of Heine who in 1869 introduced the so-called
g-integral [862], [863]

160) [ 0= 0-03 fa) 0<a <1

In fact Thomae proved that the Heine transformation formula for the
201 (a, b; c|q, z) was in fact a g-analogue of the Euler beta integral, which
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can also be expressed as a quotient of gamma functions. In 1910 Jack-
son defined the general g-integral [343], [460],[862]:

(161) / F(t) dylt) = / 1(t)d, / 0

where

162 [ a0 ==Y sl 0<lal <1.

n=0
There is no unique canonical choice for the g-integral from 0 to oo [534].
Following Jackson we will put

a3 [T - -0 S A 0< g <1.

n=—oo

provided the sum converges absolutely [534]. This choice of values for ¢
was also used in [351]. The bilateral g-integral is defined by

o)

aon) [ T = (1—a) S [F@") + F—g" 0< gl < 1

n=—oo

If f is continuous on [0, z|, then

(165)
</ 1) ) =Dy (x(l —q)iﬂan)qn) _

21— 0) o )" — (1= ) Sl Sl
(1 —q) |

The following formulae for integration by parts will be useful [261],
[460]:

Theorem 2.5. If u and v are continuous on [a,b], then

166) [ u®ODw(O)dy(®) = [ult)o(e)l ~ [ ola)Dyutt)dyfe).

(167) / u(gt) Dyo (1) dy(t) = [u(t)o ()2 — / o(t) Dyu(t) dy(t).

Remark 13. In 1993 Matsuo [613] defined the g-integral on [0, soo] by
(168)

S00

F)dg(t) = s(1—q) Y f(sq")g" 0<lql <1, s € C\{0},

n=—oo

0

provided the sum converges absolutely.
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2.8. Elementary ¢-functions. If |¢| > 1, or
0 <|g] <1and |z| <|1—¢q|7", the g-exponential function E,(z) was
defined by Jackson [456] 1904, and by Exton[261]

(169) £ =3 Gt

The g¢-difference equation for Eq(z) is
(170) D,E,(az) = aE,(az).

If |g| > 1, E,(z) is an entire function, which by the Weierstrass factor-
ization theorem [12], [761] can be expressed as the infinite product

z - ?
am) Bi(2) = e [0

where {z,}2% are the zeros of E,(z), listed according to their multi-
plicities, {p,}22, is a sequence of nonnegative integers, g is an entire
function and €, are the Weierstrass elementary factors

p
on

(172) &(z) = (1= eap(3" =),

n=1
A variation of the following formula was stated in [916], and another
variation was stated in [912, p. 12].

Theorem 2.6. [261, p. 127]

oo

(173) Ey(z) = H(1+<q—1>q ) gl > 1.

n=0

Proof. We see that at least equation (170) is satisfied and E,(0) = 1
as in (169). We must prove by induction that

e Y Y (5

k1=0 ko=ki1+1 kn=kpn_1+1 I=1

The induction hypothesis is true for n = 1, because

(175) Z qk’1+1 =

k10

Now assume that the induction hypothesis is true for for n = m — 1.
Then it is also true for n = m, because

[e.e]

qg—1 qg—1 1
176 = = )
( ) leZ:qul-i-lq(m—l)(kl—i-l) qm — 1 {m}q
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4

By (173) E,(2) is a slowly increasing function of order 0. By the
Weierstrass factorization theorem, the zeros of E,(z) are {— qk+11 120

and we obtain the following equality

o0 (_1)nqn(k+1) — B

n=0

There is another g-exponential function which is entire when
0 < |g| < 1 and which converges when |z| < |1 —¢|7' if |g| > 1. To
obtain it we must invert the base in (169), i.e. ¢ — %. This is a
common theme in g-calculus.
> 4(5)
(178) Ei(z) = 2~
? Z {k}q

A solitary factor of q(g) has appeared in the general term of the series.
Such terms whose exponents are quadratic in the index of summation of
the series concerned are often characteristic of g-functions [261]. In this
case the term results from the summation of an arithmetic series. In
many ways, E,(z) and E%(z) are mutually complementary [261]. The

g-difference equation corresponding to (170) is
(179) D,E1(az) = aFE1(qaz),

which also reduces to the differential equation of the exponential func-
tion when ¢ tends to unity as expected. Compare formulae (143) and
(144), which give two other g-analogues of the exponential function.
We immediately obtain

o

(180) Ei(z) = [[T+0 -9z, 0<gl <1.

n=0
The zeros of the above function are {——+1—}%°, and we obtain the
q*(1=q)

following equality

= (3)
(181) Z{n}q( (1_1q)qk)":O,k:0,1...,0<|q|<1.

This equation is equivalent to (144).
The power function z® is the branch of the power function, which
takes the value ¢® for z = q.
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A k-function is a g-periodic function, i.e. a solution of the functional
equation

(182) k(qz) = k(z) or Dsk(z) = 0.

These functions play in the theory of g-difference equations the role of
the arbitrary constants of the differential equations [399], [166].
In 1871 Thomae [864, p. 106] gave several interesting examples of
k-functions e.g. 227999 and its positive or negative integer powers.
One of the most important k-functions is [402, p. 262]

(183) a0 (4°%9)o(9(9°2) T3 @)oo

(%25 @)oo (0(¢%2) ™15 @) o
In [634] Mimachi uses a k-function which is a quotient of theta func-
tions.

Another interesting function is the one-parameter family of g-exponential
functions

2

o0 ak—
184 E@() =" L2 &
(184) A (2) kz:; (1; )k

which has been considered in [311],[51] .

2.9. Some useful identities.

Theorem 2.7. The following formulae hold ,0 < |q| < 1:

(@5 @)oo

185 )y =
159) 4 (a+n;q)

- 1 (49" @)oo
186 aq " q)n = = )
150) ( ) (@:0)-—n  (a:¢)x

(4 ¢*)oo 2

187 ——— = (a;q")n.
(187) (0™ ) (a; q°)
Proof. These identities follow immediately from the definition (119).

O

Theorem 2.8. The following formulae hold whenever ¢ # 0 and q #
root of 1:

(188) (—a+1—n;q), = (a;q)n(—1)"q ).

: _ {a; q)n k, (B)+k(l—a—n
(189) (@5 G)nr = e (D e,
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(a; @) rla + k‘l;Q>n'

(190) (a+n;q), =

(a;:q)n
(191) (a+k; @)y = EZ Zi:
(192) (a+ 2k oy = 8 q>?a<fq;;;; oLy
(193 (mi e = i (1))

Proof. Formula (188) is proved as follows:
LHS = (1 o (]_a+l_n)(1 . q—a+2—n) L (1 o q—a)

RHS _ (1 . qa)(l . qa+1> . (1 . qa+n—1>(_1)nq—na—(0+1+2+...+(n—l)) —
_ (1 . q—a)(q o q—a) . (qn—l _ q—a)q—(0+l+2+...+(n—1)) _
=(1-q¢)(1—q¢ ) (1—g ") =LHS.

Let us prove (189). There are two cases to consider. Case 1: n > k.
LHS = (1 o q“)(l _ qa-i-l) . (1 _ qa-l-n—k:—l)

1 — %) (1 — g®t1) ... (1 — gotn—1)(—1)k k(1—a)+0+1+2+...4(k—1)

pis— L)@ =g (1 —¢"" ) (=1)" _
(1 _ q—a—l—l—n)(l _ q—a+2—n) . (1 _ q—a-i—k—n)an
_ 4 _ qatly _ a+n—1
_ (=g -g¢")-(A—g¢") g
(]_ _ qa+n—1)(1 _ qa+n—2) - (]_ _ qa—i-n—k)

Case 2: n < k.

LHS = ((1 . qa-i-n—k)(l _ qa-i-n—k-l—l) . (1 _ qa—1>>—l — RHS.
The identities (190) - (192) follow easily from the definition (119) and
the formula (193) is proved as follows:

LHS=(1-q¢")(1—q ") (1—q "
1 — 1—02)---(1=ag™) (=1 0+1+42+...4+(k-1)
g~ -0 -a) (2(])( )qk i _
1= =¢*)---(1 =g )¢
(1 _ qn—k+l)(1 _ qn—k+2) . (1 _ qn)(_l)kq0+l+2+...+(k—1)

an
_ (q—k-‘rl _ q—n)(q—k+2 _ q—n) . (1 _ q—n)q0+l+2+...+(k—1) _
=(1-¢"" (1 -¢""?.--(1-¢ ") = LHS.
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Finally, the following computation proves (194):
LHS = (1—¢* ") (1—q" ") (1= g™

(=)A=t (1 - q“*’“‘l)(l )= (1=q")
RHS = (1_q—a+l—k)( _ g—a+2— k) ( — gne k)q -
_ (=)@ =g (1 =g 1)( - 1)( —1--("" 1)
(g7t —q*) (g~ a+2_Q) (g —gF)
(0= =g) - (=g =g g =" - (" =)

(]_ _ qa+k 1)(q _ qa—i-k—l) .. (qn—l qa+ )

(A=) =g A=A =g N1 —¢"?) - (1 —¢"")
(1 — qoth=1)(1 — go+h=2) . (1 — goth—n)

Theorem 2.9. The following formulae hold for any q € C:

—~——

(195) (2a;¢*)n = (@3 @)nfa; @)
(196) (@ q)on = (a;¢°)nla + 1:¢°)n-
(197) (@i q")nsr = (a:¢")nla + kn; ).
(198) (@5 )nsr = (a3 @)nla + ni ).

Proof. Equation (195) can be proved as follows:
LHS = (1= ¢*)(1 = ¢**?) - (1 = ¢g***"7?)
RHS = (1=¢")(1=¢""") - - (1=¢" ™" ) (1+¢") (14+¢") - - - (14¢"™ ") = LHS.
The equality (196) is proved similarly:
LHS =(1—¢")(1—¢""")- - (1—¢"")

RHS = (1=¢")(1=¢"**) -+ (1=¢" ") (1—¢" ) (1=¢"**) - - - (1—¢"™*""") = LHS.

O

The following limits will be useful in the proof of the Rogers-Ramanujan
identities. Remember that 0 < |¢| < 1. In all cases the limits of the
variables are independent of each other.

(d,e;q), i (3)+i(n+a)
1 li = (—=1)/q\2)™"TY,
(199) del—>moo<d—|—€—n—(1q> =1
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Proof.
{d; e;q);

li —
deimoo<d—|—e—n—a q>
gy A=) (A=A =g (A gt
de——oo (1 — gdten—a)(] — gdte—n—atl)...(] — gdte—n—atj—1)

= (—1) q(2)+3(”+¢1)'

(a+1—-b—cq),

200 li =
( ) b,cin—loo<a—|—1—b,a+1—c;q>j

Proof.
fm el boad;
b,c——o00 <a+1 —b,a—i—l —C;q>j
(1 _ qa—l—l—b—c)(l _ qa+2—b—c) . (1 _ qa—b—c+j)

=, - S
hemoo (1 — qo10) - (1 — gt ) (1 — qor1-) - (1 — go9-°)

O
: Bsads i
(201) ,im <a+1——;?;q>jq V= (-1) ).
Proof. -
‘ biq); —bj _
o
1-¢"A—¢")---A-g" g (]
= bL oo (1 — qoH1=b)(1 — qot2-b) ... (1 — go—b+i) = (—1)3q( )
[
(202) Jim (a4 15 g)n (=03 4);0" = (-1)7¢®) (a+ 1;9)w
Proof.
Jlim (o + 1) (=n; q);q"™ =
= Jim (1= "1 =" (1= ")
X(1 =g ™A =g (1—qg g™ = |
= lim (1-¢"")(1—-¢"")- '-(1 ") (" 1)(q —q)- (") =

n—-+oo

— (-1)¢®) (@ + 1; ¢) oo
]
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(203) T Sl L1 (—=1)7¢®).

Proof.

i mase (=g =g (g e
n—too (a+n+1;q); n—too (1 —qotntl)(1 — gatnt2)... (1 — gotntd)

— dim (—y GO @ ) yy0),

n—+00 (1 — qatn+1)(1 — qoetnt2) ... (1 — getnti) -

The following two formulae serve as definitions for (a; q), and (a; q),
a € C. This is an analytic continuation of (185). Compare [401, p.
342].

Definition 4.

(45 Q) oo
204 Qla= T, aF-—m—a,m=0,1,. ...
( ) <a7Q> <a'+a;q>oo a#—m—a,m

a; q) oo o
(205) (a;q)a:ﬁw#q m=0,1,....

Theorem 2.10. The following equation holds for o« € C. Compare
401, p. 342].

(206) Dy(7;q)a = —{a}q(qr;@)ar, a€C.
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Proof. We will prove that D,(—x;¢)a = {a},(—q%;q)a—1. Then the
result follows by (114).

[+
LHS &Y R (_‘”;q)")" = D, 2" -
—247; 4 )0
H (1 + xqm+a>
m=0
(1+qum+1) H(1+xqm)
— 1 m=0 __m=0 _
-z | 5 o
(q ) (1 +xqm+a+1> (1 _'_xqm—i-a)
(207) m=0 m=0
H (1 + :Eqm+l)
1 i
-t (14 2g" (14 2)) =
(¢— 1z
H (1 + xqm-i-a)
m=0
H (1 + xqm—i-l)
_ L lnso V) RS,
qg—1
H (1 + xqm-i-a)
m=0
O
Theorem 2.11. The following formulae hold for0 < |q| < 1 anda, 3,7 €
C:
(208) (Vs Dars = (1 Daly + @5 0)p
(209) <V+O&;q>ﬂ:<y+6;q>a,77&—m,m:0,1,....
(v;0)s (7 Qo
010)  (r+Bigas= LU s =01,
(v q)8
(211)

- 28: q)a
(7:4)e :<7+ Biq) B vt —mm=0,1,..., v+a#—-m,m=0,1,....

(V)28 (V+a;9)s
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Proof. Equation (208) is proved as follows:
LHS - (V0w
(y+ o+ 8 0)x
(e Y+ 00
(Y+ @@ (¥ +a+ 0 @)
Equation (209) is proved as follows:
LHS — T @de (1 +Bid)e
(Y+a+8ic (Via)w
Y+ 800 (7 + 0o

RHS = =LHS

RHS = =LHS
(Vta+ B (Voo
Equation (210) is proved in a similar way:
g = T B
(v + 0 @)oo
V+ 00 (VDo
Finally equation (211) is proved as follows:
s — (M@ (1 +20¢)
T+ (Do
20;q) ; q) oo
(VFa+Biq)e (v +a0w
]
Theorem 2.12. The following formulae hold ,0 < |q| < 1 and o, 3,7 €
C.
(212) (7 Dats = (VD74 0)5-
«. .
(213) Ge%a)s _ 0050 oy 1,
(7:9)s (7 @)a
(7 @a _
(214) (v¢"; e = L YA g m=0,1,....
’ T (ia)s
(215)

. 28.
(i @)a _ (0475 s L™ m
(Vid)2s (V4% 0)s

Remark 14. In equations (185), (190) through (192), (196) through
(198), (204) and (208) through (211) we can put a tilde over all the

factors.

=0,1,....,v#q¢ ™" *m=0,1,....
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Our next aim is to prove the famous Jacobi triple product identity
[467], [912], [41], [343] from 1829 with the help of Euler’s equations
(153) and (154). The following formula for the theta function holds:

Theorem 2.13.

(216) Z anZn = (q27 —qz, _qz_l; q2>007

n=—oo

where z € C\{0}, 0 < |g| < 1.

This proof is due to Vilenkin and Klimyk [912]:
Proof. If |z| > |g| and 0 < |g| < 1 then taking into account the fact
that (2 + 2n; ¢*)s = 0 for negative n, we obtain

0 n n(n 1)

(_q 2 by(154 Z by(éS?)
n=0
1 2 by(154)
- (2; ) Z 2"q" (2 + 2n; q2>oo Y=
00 0 m 2m+2mn+m(m 1)
n, n?
IR B

(217) 1 — -1 mz—mqm m4n _(m4n)?
- z” 3 amingn

(20000 2= (2%)m
1 & D™ & e
(2;¢%) 0 ;0 (2,¢*)m n;)oz v

by (153) 1 n n2
(2 (L¢P Z o

n=—oo

If |z]| > |q| and 0 < |g| < 1, then the series converges absolutely.
Transferring (2;¢%)oo(—%; ¢*)oe to the left hand side and continuing
analytically in z completes the proof of (216). O

Remark 15. Another proof of the Jacobi triple product identity can
be found in [41] and finally a very difficult proof of the Jacobi triple
product identity from the Weyl-Kac character formula for affine Lie
algebras is given in [332].
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2.10. The Gauss g-binomial coefficients and the Leibniz ¢g-theorem.

Definition 5. Let the Gauss ¢-binomial coefficients [348] be defined

by
n\ (g
(218) <k) e e -
for k=0,1,...,n, and by
(219) (a) _(Brla-B+1g) T (a+1)
B, (La+1;¢) r,(8+1y(a—pB+1)

for complex a and [ when 0 < |¢q| < 1.
The g-binomial coefficient (Z)q is a polynomial of degree k(n — k) in

g with integer coefficients, whose sum equals (Z) [97].

Remark 16. If we define

-n {—n}d{-n—-1},.. {-n—-k+1},
(220) <k)q - o n=12,.. .

under suitable conditions equation (251) holds for all integers [203],
[703].

Let ¢ = p® be a prime power. The Galois field is denoted GF(q).
Let V,, denote a vector space of dimension n over GF'(g). The number
of subspaces of V,, is

(221) G, = i <Z)q

k=0

which is called the Galois number [357, p. 77].

Some important relations for the Gauss ¢-binomial coefficients are
collected in [369, p. 91].

Definition 6. Let the operators 7, M and the functions (z — a)™,
(x — a)® be defined by

(222) [Tofl(z) = [T fl(z) = f(qz).
(223) (M. f](z) = [M fl(z) = z f(2).

1, n = 0;
(224) (z —a)™ =< ]
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: n=0;
(225) (z —a)™ ={ T

3 =

(xg™ —a), n=1,2,....
m=0
Remark 17. The first function, which was preferred by Jackson has

recently been used by Bowman [122], and the second one is preferred
by Cigler. The relation between them is

(226) (2" — )™ = ¢(8) (2 — a)o).

The following result will be useful in the proof of the Leibniz ¢-
theorem:

Theorem 2.14. The ¢-Pascal identity.

o (1), (0,40, 0) )

where 0 < |q| < 1.

Proof. The first identity is proved by the following calculation:
(k+1La—k+2;q)
(La+2q)e

RS — <k3+1,a—k‘+1;q>ooqk+ (koo — k4 2;q) 0 by (185)
(La+1;¢)x (La+1;¢)x

k 1 —k 2: ook]-_ a+1-k 1_k
_ktla-k+2qeg(1-¢""")+1-¢" 0
(1,a+2;¢) 00 1 —gott
The second identity is proved in a similar way:
(k+1,a—k+2;¢)
(La+2;¢)u
E+la—k+1q)e (ko —k+2/¢)0c ap1_p by(85)
(La+1;¢)0 (La+19)w
(k4+1,a—k+2q)o 1 —q*"F 4 ¢ (1 — ¢F)

(1,a+2;¢) 1 —qgott

LHS =

LHS =

RHS:<

Remark 18. When o € N, the result holds for all g.

The following theorem was obtained by Euler 1748 [258], [671], [917]
and by Gauss 1876 [346].
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Theorem 2.15.

(229) i(—l)”(m)q (O = (u: ).

Proof. The formula is true for m = 1. Assume that the formula is
proved for m — 1. Then it is also true for m, because

(229)
né(—l)"(f)q (&) b“mg ( 1)qq<z>un+

Remark 19. In 1843 Cauchy [173] observed that (228) implies and is
in fact a finite version of Jacobi’s triple product identity.

Theorem 2.16. The Leibniz g-theorem [399, 2.5], [647, p. 33]. Let
f(z) and g(x) be n times q-differentiable functions. Then fg(x) is also
n times q-differentiable and

@0 D =3 () DDy )
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Proof. For n = 1 the formula above becomes (111). Assume that the
formula is proved for n = m. Then it is also true for n = m+1, because

(231)
Dy (f9)(@) = Dyl(D} (f9)(@)) =
_ Z() vq" ) D} (g) (@) =
e Z( ) (4"~ Dy () g™ ) Dy H(g) () +
+ DE(f) (g™ ) Dy g)(a)) =
+ (k:ﬂj 1) " TEDE(f) (g™ TR DR (g) (2) =

e £((0) (7))

X Dg"(f)(xg™ ) DR (g) (@) + Dy (f) (w)g(x) =
by(i27) Z (m;— 1)q D];(f)({qum_'_l_k)Dgl_'_l_k(g)(.CE).

k=0

Another interesting formula is the following one (compare [458, p.
255]) [402, p. 260], [767], [647, p. 33]:

(232) (Df)(@) = (¢—1) e g () (n) 144 f( ),
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Proof. For n = 1 the formula above becomes (107). Assume that the
formula is proved for n = m. Then it is also true for n = m+1, because

(233)

(D;n—i-lf) (x) _

b <<q B (Z’j) (—1)kq(§)f(qm"“x)) by
=1 (—q;” S () o

Corollary 2.17. If ¢* =1 and p is prime, then
(234) D¥(f) = 0.

Proof. For p = 2 the corollary is true by inspection. For any other p the
terms f(z) and f(¢Pz) appear with different sign in (232) and cancel
each other. All other terms in (232) contain the factor {p},, which is
zero by hypothesis. ([l

Remark 20. If f(r) is analytic and ¢" = 1, n € N, then D7(f) = 0
[430].
Remark 21. An analogous result for a graded ¢-differential algebra

equipped with an endomorphism d together with a corresponding ¢-
Leibniz rule was presented in [244].

The formula (232) can be inverted [402, p. 260].

n . n
@5 S = Y- 0 () Do),

k=0 q
The following two theorems for the Gauss ¢-binomial coefficients were
proved in [187]:

Theorem 2.18. If q is a primitive (n + 1) root of unity then

(236) (Z) —1, k=0,1,....n
q
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Theorem 2.19. If q is a primitive (2m + 2) root of unity then

)

Another beautiful identity due to Gauss [346] is stated in [357]:

(237) > 1,

2n

(238) Z<—1>"(2§)q e

k=0
The g-multinomial coefficients [483, p. 305] can be defined by

n _ (1, q)n
(239) (k1>k2a"'>km)q GO (G Dk - (L Ok,

where k1 +ko+. .. +ky, = n. In the same paper [483] Johnson presented
¢g-multinomial extensions of equations (251), (227) and (230). Via a
slight modification of Gessel’s chain rule [353] Johnson proved two g¢-
Faa di Bruno formulas for the n:th ¢-difference of a composite function.
The second of these formulas involves the ¢-Bell polynomials.

2.11. Cigler’s operational methods for g-identities. This section
is based on [203]. We present a number of identities for linear operators
on the vector space P of all polynomials in the variabel x over the field
R. We start with a few simple examples.

Ezample 2.

(240) D,x —qxD, = 1.

(241) Dyx—xD, =T.

Proof. Just apply both sides to an arbitrary polynomial. O

These two equations are equivalent to

(242) {n+1}, —q{n}, =1
(243) {n+1},—{n}, =¢".
Furthermore

(244) D" — ¢" 2" D, = {k} 2"
(245) D" —2*D, = {k},a"'T.

Proof. Just apply both sides to an arbitrary polynomial. O
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These two equations are equivalent to
(246) {n+k}, —q"{n}, = {k}.

(247) fn+ kY, —{n}, = {k}q"
The following two dual identities are equivalent to the formulae (227)
for the ¢-binomial coefficients.

(248) Dz — ¢*aDy = {k} D"
(249) Dy —xDY = T{k},D}".

We now prove a variation of the g-binomial theorem, which is appli-
cable to the quantum plane [507].

Theorem 2.20. Let A and B be linear operators on P with

(250) BA = ¢AB.
Then
- n
251 A+ B)" = A*B"F n=0,1,2,....
N (k)

Proof. The theorem is obviously true for n = 1. Assume that it is true
for n = m — 1. Then it is also true for n = m, because

(252)

m—1
(A+ B)™" = (A + B) Z ( ) AFB™1=k — y(250) =
=0 q

m—1
_Am+Bm+Z( _1) AkBm k+ < 1) AkBm—qu:
=1 q

Y (227) = Z( )AkBm—’f.

k=0

O

Remark 22. This equation was first stated in [792]. Note the similarity
with Leibniz’ ¢-theorem.

Example 3. Choose A = MT and B = aT', where a is a constant, then
the requirements are fulfilled. Because of the relations

(253) (MT)"1 = ¢(3)a™ and (MT — aT)™1 = (z — a)®,

we thus obtain the following wellknown result. An equation equivalent
to the following formulas was obtained by Euler 1748 [258], [671], [917]



72 THOMAS ERNST

and by Gauss [346]. This is a finite form of (144) [703]. See also Exton’s
book [261], [142, p. 128] and [507] or compare with (228):

n

(254) @—aW”=§:@&W*(ZL4Qﬁw%.

k=0

Hence by (226) or by symmetry a similar equation follows:

(255) (z —a)™ = Z (Z)qq@xn—k(_a)k.

k=0

Theorem 2.21. The following equation relates the n:th q-difference
operator at zero to the n:th derivative at zero for an analytic function

/() [407]

(256) DI (0) = % F9(0),
Proof.
D" f(0) by (232) lim ZZ:O (Z)q(_l)kq(g)nf(qn_kz) )
" o (q — 1)nzng(2)
S N A A A Al
o (¢ — 1)mnlg(®)

7 sy OO —g7)
(g~ 1)mnlqls)
PO - =) ()
- (¢ — 1)rnlg0tit+0n=1)

AR OIUAS) Ui VISR ULt N (O VIS
(¢ — 1)n! n!

0).

In the proof the limit lim,_y in the numerator was zero because of
(254) and we could use L'Hopital’s rule n times. O

Remark 23. Another proof of this theorem was given in [481, p. 119]

2.12. g-Analogues of the trigonometric and hyperbolic func-
tions. Two g-analogues of the trigonometric functions are defined by

(25) Sing(w) = - (Byfiz) — By(~iv)),
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and
1
(259) Cosgy(x) = é(Eq(m) + B (—ix)),
with g-difference
(260) D,Cos,(ax) = —aSin,(ax)
(261) D, Sing(bx) = bCos,(bx).
The following equation is easily proved.
(262) Cosy(z)Cosi(x) + Sing(x)Sini(x) = 1.
In order to prove the following equations we introduce a new notation
[401, p. 362]. Let f(z) = >_°° __ A,z™ be a power series in x. Then
put
+00 y
(263) fletyly= ) Ant"(F 5 0)n-
The following two addition theorems obtain [456, p. 32]:
(264) Cosy(z)Cosi(y) £ Sing(x)Sini(y) = Cosylx F yl,-
(265) Sing(x)Cosi(y) £ Cosy(x)Sini(y) = Sing[z £ yl,.
Proof. Expand the factors on the RHS and use (228). O
The following equations are proved in the same way:
(266) Eq(x)Eé (y) = Eqlz + ylg-
(267) eq(x)e%(y) = eqlzr + ¥yl
From the ¢-binomial theorem (143), (152) we obtain
€q(y)
(268) Lo = e,y — 7y
eq(7) ! !

The following equations obtain:

(269) Dyeq(z) = iqix;’
e (qx)
(270) qué(x) = 1‘1_ .

Instead Euler proved the equations
(271) Ate,(x) = ey(x).
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(272) Ates(x) = e1(qa),

where AT is defined by (298). We can now define four other g-analogues
of the trigonometric functions [401].

(273) siny(r) = 52(eqliz) — eq(~i)) = g(—w%, 2] < 1.
(274)  cos,(x) = %(6q(ix) + ey(—iz)) = g(—m%, o] < 1
275) siny () = 5o i) ey (i) = (1)
(276) coss (a) = 2(es (i) + e (~ix)) = g—w"q“%-”%,

where z € C in the last two equations.
The following two addition theorems obtain [456, p. 32]:

(277) cosq(x)cos% (y) + sinq(m)sin%(y) = cosq[T F Yl
(278) sinq(x)cos% (y) £ cosq(x)sin% (y) = sing[z £y,

The functions sini(x) and cosi(x) solve the g-difference equation
q q

(279) (¢ —1)*Dgf(x) +af(q’z) =0,
and the functions sin,(z) and cos,(x) solve the g-difference equation
(250) (4 1?D2f(x) + f(x) = 0.
The g-tangent numbers Ty,+1(q) are defined by [26, p. 380]:
. o 2n+1
(281) sing(r) = tan,(z) = Z Tnnil@)a™ :
cosy(x) — (L q)2n+1

It was proved by Andrews and Gessel [26, p. 380] that the polynomial

Ton+1(q) is divisible by (1;q)y.
The g-Euler numbers or q-secant numbers 8, (q) are defined by [27,
p. 283]:

e}

(282) 1 _ Z w

cosy(x) (1;q)an

n=0
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The congruence

(283) Son = 1 mod 4

was proved by Sylvester (1814-1897) [673, p. 260], [27, p. 283].
It was proved by Andrews and Foata [27, p. 283] that

(284) Son(q) = ¢**™ Y mod (¢ + 1)2

We can now define eight g-analogues of the hyperbolic functions
[949]. In the first two equations, |¢| > 1, or 0 < |¢| < 1 and |z| <
[1—q|7"

(285) Sinh,(z) = %(Eq(:r) — Ey(-2)) =) {Q%Z}q.
(286) Coshy(z) = %(Eq(éf) + Ey(—2)) = Z {QxT;!

. B 1 B 0 n(2n41) x2n+1
(287)  Sinhi(z) = §(E% (2) = Ei(=2)) = PR {2n + 1},
(288)  Cosha () = %(E; (2) + Ex(=2)) = qn(zn_l){ng;ql
(289) sinhgy(x) = %(eq(m) —e,(—x)) = Z %;H, lz| < 1.
(290) coshy(x) = %(eq(as) +eq(—1)) = Z <1_xq7;2n, lz| < 1.

2n—+1
291 sinhi(z) = =(e —_
( ) ( ) ( <1SQ>2n+1

S n(2n T
(@) —ex(—a)) = 3 O
n=0

1 N x2n
(292) cosh%(x) = 5(6%(%) +ei(—x)) = ;q ( )m,

Q=

where x € C in the last two equations.
The following four addition theorems obtain:

(293) coshq(m)cosh% (y) £ sinhq(x)smh% (y) = coshy[z + y],.

(294) sinhg(x)coshi(y) £ coshy(x)sinhi(y) = sinh,[z + y],.

q q
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(295)  Coshy(z)Coshi(y) £ Sinh,(z)Sinhi(y) = Coshy|x £ y,.

(296)  Sinhy(x)Coshi(y) £ Cosh,(x)Sinhi(y) = Sinhyx £ yl,.

2.13. Some variants of the ¢-difference operator, of the g-analogue,
fractional ¢-differentiation and functions of matrix argument.
In such an interdisciplinary subject as g-calculus, many different def-
initions have been used, and in this section we try to collect some of
them. In general, physicists tend to use symmetric operators.

A symmetric q-difference operator is defined by

flqr) — flgzx)
(297) DiIl,(I2f(x) - (Q1 - QQ)Jf )
where q; = g, '. Although the difference operators D, and D,, ,, convey
the same idea, it turns out that D, ,, is the proper choice in constructing
the Fourier transform between configuration and momentum space [296,
p. 1797].
Euler used the operator

plz) — w(qx)'

(298) Atp(x) =

Sometimes Jackson [461] used the operator

(200) plo(r) = 20A e o\,
Jackson [461, p. 305] expressed (232) as
(300) 2D =g () ]:[ [p —ml,

where the m is counted as the g-analogue of m and [p] is defined by
(299). This formula can be proved by the ¢-Pascal identity or by (255).
A related operator has been used by Horikawa [438]. Hahn called the
{a}, basische Zahlen. We give two examples of symmetric q-analogues:

qa _ q—a
301 al, = —*1
(301) ="
[438].
(302) o] =L =2
qE — q_i

this is used in knot-theory in connection with R-matrices, [660].
In 1994 [200] Chung K.S. & Chung W.S. & Nam S.T. & Kang H.J.
rediscovered 2 g-operations (g-addition and g-subtraction) which lead
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to new ¢-binomial formulas and consequently to a new form of the
g-derivative.

Some applications are given, such as a new Leibniz rule
for the g-derivative of a product of functions and the
g-Taylor expansion of a function. Most remarkably, the
authors are able to define a ¢-log and a g-exponential
which fulfill known properties of the ordinary log and
exponential and hence might be more suitable for prac-
tical applications. The g-addition is defined by (compare
(917, p. 256][18, p. 240])

(303) (a®y, b)" = Z (Z) a"'b"*F n=0,1,2,...,a #b.
q

k=0
g-Addition has the following properties:
a®,b=0bPB,a
(304) a®,0=0d,a=a
ka®,kb = k(a @, b).
The g-subtraction is defined by
aOyb=a®@,—b
aS,b=—(bo,a).
Already in 1936 Morgan Ward (1901-1963) [917, p. 256] proved the

following equations for g-subtraction:

306) (2 07 = So(-1(

k=0

(305)

k k¢ 2n+1-2k 2n+1—-2k
) "yt (x —y )-
q

(307)

2n n 2n n, n — k 2n k k¢, 2n—2k 2n—2k

(o)™ = (=" ") 2y ) (DF(0 ) @My ey ),
q k=0 q

Furthermore [917, p. 262]:

o0

(308) E,( Z 1{32}(1

(309) i (1S 1)

1Q2n

Ward [917, p. 258] also showed that q—addltlon can be a function value
as follows.
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If F(x) denotes the formal power series

oo

(310) F(x) = Z Cpx”,

n=0

we define F'(x @, y) to mean the series

(311) N oz By y)" = i zn: Cn <Z)q gk,

n=0 n=0 k=0

In like manner

F(x1 ®q 22 ®Bq ... By xi) = ch(xl By 2Dy ... Dy zr)"
(312) =0

= Z CnPrn ().
n=0

We immediately obtain the following rules for the product of two ¢-
exponential functions

Eq(x>Eq(y) = Eq(x Dq Y)
eq(T)eq(y) = e ©q y)

Compare with the following two expression for the quotient of two g-
exponential functions [916], [203, p. 91]

E, 2 (y —z)®
(314) qui; = ;%,

(313)

821, p. 71]

eo(y) _ g~y —2)"
1) e) "2 W

T
q k=0

compare (268).
In order to present Ward’s ¢g-analogue of De Moivre’s formula (316)
and (317) we need a new notation. Let

Ng=10;1Dy... 041, neN.

Then
(316) Cosy(ngr) + 1Sing(ngx) = (Cosy(x) + iSing(x))".
(317) cosy(ngx) + ising(ngr) = (cosy(x) + ising(z))".

Furthermore Chung K.S. & Chung W.S. & Nam S.T. & Kang H.J. [200,
p. 2023] defined a new g¢-derivative, which has the same value as the
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g-difference operator D, for all analytic functions. This g-derivative is
defined by

(318) D, f(z) = lim f(@ &, 07) = flx)

dz—0 ox

This g-derivative D, satisfies the following rules:

(319) Dz @qa)" = {n}(x ®qa)"
(320) Dy Eq(x) = Eq().
(321) Daeg(x) = quf”;

The function Log,(z) is [200, p. 2025] the inverse function to E (x)
and satisfies the following logarithm laws with addition replaced by
g-addition:

Log,(ab) = Log,(a) &, Log,(b)
(322) Log,(+) = Log,(a) ©4 Log,(b)
Log,(a") = nLog,(a)

> e

The function log,(z) is the inverse function to e,(z) and satisfies the
following logarithm laws with addition replaced by ¢-addition:

log,(ab) = log,(a) &, log,(b)

(323) logy(3) = logy(a) S, Log,()

log,(a™) = nlog,(a)

Another power function is defined by a; = E,(rlog,(a)). This power
function satisfies the following laws:

T, Y . TDqy
Ay Gy = Qg
X
Cl_q — 4%OqY
y aq
(324) a
ab), = a,by
X
(ﬂ)w _ Y%
q X
b’ b

We obtain the following addition theorems for the g-analogues of the
trigonometric functions.

(325) Cosy(x)Cosy(y) + Sing(x)Sing(y) = Cos,(z S, y).

(326) Cosy(z)Cosy(y) — Sing(x)Sing(y) = Cos,(x B, y).
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(327) Sing(z)Cos,(y) + Sing(y)Cosy(x) = Sing(z S, y).
(328) Sing()Cos,(y) — Sing(y)Cosy(x) = Sing(z S, y).
(320)  cosy(x)cosy(y) + sing(x)sing(y) = cosy(x S y).
(330)  cosy(x)cos,(y) — sing(x)sing(y) = cosy(x @y y)-
(331)  sing(x)cosy(y) + sing(y)cos,(x) = sing(x &, y).
(332)  sing(2)cos,(y) — sing(y)cosy(x) = sing(x S, ).

We obtain the following addition theorems for the g-analogues of the
hyperbolic functions.

(333)  Coshy(x)Coshy(y) + Sinhy(z)Sinh,(y) = Coshy(x By y).
(334)  Coshy(x)Cosh,(y) — Sinhy(x)Sinh,(y) = Coshy(x S, y).
(335)  Sinhy(z)Coshy(y) + Sinhy(y)Coshy(x) = Sinh,(x B, y).
(336)  Sinhy(x)Coshy(y) — Sinhy(y)Coshy(z) = Sinhy(z O, y).
(337) coshy(x)coshy(y) + sinhy(x)sinhy(y) = coshy(r B4 y).
(338) coshgy(x)coshy(y) — sinhy(x)sinh,(y) = cosh,(z S, 1y).
(339) sinhg(x)coshy(y) + sinhy(y)coshy(x) = sinhy(z B4 y).

(340) sinhg(z)coshy(y) — sinhy(y)coshy(x) = sinhy(z S, y).
The g-coaddition is defined by [18, p. 240])

n

(341)  (a®?D)" = Z (n) FEk Tk o =0,1,2,...,a#b.
q

k=0 k
g-coaddition has the following properties:
a®’b=bad%a
(342) a®?’0=00"a=a
ka®hkb = k(a ®7b).
The g-cosubtraction is defined by
a!b=ad?-0b

(343) ac?b=—(bea).
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The following equations for g-cosubtraction obtain, compare [917, p.
256]
(344)

(zey)2H = Zn:(_Dk (2"; 1) qk(k—2n—1)xkyk(m2n+1—2k_y2n+1—2k>'
k=0 q

2n
(ZL’ @q y)2n — (_1>n< ) q—annyn+
q

2n —2n n— n—
+ (_1>k< ) qk(k 2 )$kyk(]}2 2k +y2 2k>.
q

Furthermore
o0

(1&91)* (o
(346) B () z2n,
nz:% {2n},!

»QlH
»QlH

(347) e%(m)e (—x) = Z wq@n)xz”.

1
a4 n=0 <1aq>2n

We assume that formulas similar to equations (311) and (312) for ¢-
coaddition exist. We immediately obtain the following rules for the
product of two g-exponential functions

E1(2)Ex(y) = By (v &7 y)
e%(x)e%(y) = e%(x oly)

Compare with the following two expression for the quotient of two ¢-
exponential functions [916], [203, p. 91]

(348)

(349)

821, p. 71]

40 &Gn

(350) eg(m) => o

k=0

In order to present the two following g-analogues of De Moivre’s formula
we need a new notation. Let

nf=1?1?... 071, neN.
Then
(351) Cosi(nx) +iSini(nlx) = (Cosi(z) +iSini(x))".
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(352) cos1(nx) + isini (nfz) = (cosi(x) + isini(z))".

We obtain the following addition theorems for the g-analogues of the
trigonometric functions.

(353) C’os% (a:)C’osé (y) + Sz’n% (x)Sz'né (y) = Cos% (x &ly).
(354) Cos%(x)Cos%(y) — Sin%(x)Sin%(y) = C’os%(x ®?y).
(355) Siné(:v)C’os%(y) + Sin%(y)Cos%(x) = Sm%(a? ®7y).
(356) Sin%(x)C’os%(y) — Sin%(y)(]os%(x) = Sin%(x oly).

(357) cos1 (x)cos%(y) + sz‘n% (:E)szn% (y) = cosi(z &%y).

Q

(358) cos%(x)cos;(y) — sin;(x)sm%(y) = cos1(x ®1y).

q q

(359) sini(z)cos1(y) + sin%(y)cos;(x) = sini(z ®?y).

(360) sini(x)cosi(y) — sini(y)cosi(z) = sini(z &7 y).

We obtain the following addition theorems for the g-analogues of the
hyperbolic functions.

(361)  Coshi(x)Coshi(y) + Sinhi(x)Sinhi(y) = Coshi(z & y).

(362) C’osh%(x)Cosh%(y) — Sinh%(x)Sinh%(y) = C’osh%(x oly).
(363) Sinh% (x)C'osh% (y) + Sinh% (y)Cosh% (x) = Sinh% (z@?y).
(364) Sinh%(as)Cosh%(y} — Sinh%(y)Cosh%(x) = Sinh%(:v ely).

(365) coshi(z)coshi(y) + sinh% (m)sinh%(y) = cosh% (x ®?y).

q q

(366) coshi(x)coshi(y) — sinh: (:E)sinh% (y) = cosh% (x 6%y).

q q q

(367) sinhi (x)cosh% (y) + sinh% (y)coshi(x) = sinh% (x ®Ty).

(368) sinh%(a:)cosh%(y) - sinh%(y)coshé(a:) = sinh%(as oly).

One definition of fractional derivative is the following generalization
of Cauchy’s integral formula to arbitrary v [322, p. 11]:

(369) prf(z) = Lot / =

271
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where we use the principal branch of the logarithm and ¢ < z. In 1990
[783] Saxena and Gupta

unify and extend the results on g-integral operators ex-
isting in the literature and define two multidimensional
g-integral operators associated with a basic analogue of
the Srivastava-Daoust generalized Lauricella hypergeo-
metric function of several complex variables introduced

by H.M.Srivastava [212] 1983
and in 1991 [784] Saxena and Kumar

evaluate certain integrals associated with the basic hy-
pergeometric functions of two variables by the applica-
tion of certain operators of fractional q-differentiation,
which generalizes the results of Upadhyay [893].

In [949], a matrix ¢-hypergeometric series was explored. In [633]
a Ramanujan ;V¥; summation theorem for a Laurent series extension
of Macdonald’s Schur function multiple basic hypergeometric series of
matrix argument was proved. This result contains as special, limiting
cases our Schur function extension of the ¢-binomial theorem and the
Jacobi triple product identity. Also a Heine transformation and g-
Gauss summation theorem for Schur functions was proved.

2.14. Heine’s transformation formula for the ;¢; and the ¢-

gamma function. Heine proceeded to prove a transformation formula
for the 2¢; which turned out to be the g-analogue of (66) [426],[427]:

Theorem 2.22.

(370)  2¢1(a,biclq,q) =

where |¢7| < 1 and |¢°| < 1.



84 THOMAS ERNST

Proof.
= (a5 ) n{b; @n ., by(185)
¢1(a,b;clg, ¢°) = U=
2tu(abicla. ) = 3
_ (i) i (a; q)nlc +n; Q>ooqzn by (150)
(€ @)oo =2 (1 @)n{b + 13 @)oo
<ba q>00 = <a7q>n zn - <C ba q)m m(b+n)
= q =
(¢ )oo nz:; (15 )n mzz;) (1;@)m
b @)oo = (€= b Dm iy o (05 D)o by(150)
(371) _ < ) ) qmb ) n(z+m) DY
<C;q>oog::0 (L q)m ;U;q%
_ (@) N~ e b @) ot 7 G)oo br0ss)
(Do 2= (La)m (2 +m; @)oo
_ @)oo - fem b s (0t 2 Qo o _
(G Qo = (Lat+2iq)m  (2@)c0
b,a+ 2;q)
_ . 2 201(c— b,z a+ 2|, ¢).
(¢, 23 @)oo
]
The following simple rules will sometimes be used:
(372) Gtb=atb.
(373) A+tb=a+b.
(374) ¢“ =q"

(375) por(ar, ... ap; b1, bq t) = por(an, ... ap; by, ..o, by|q, —1).

One example of the application of (373) is (412) and two examples of
the application of (374) are (408) and (410).

Motivation for equations (372) through (375): We generalize Heine'’s
transformation formula for the 5¢; in the following way:

Theorem 2.23.

b,a~+ 2 @)oo o
(376) 2¢1(@> b;0|q, —qz) = ﬁ 29251(0 —b,z;a+ Z|qaqb)7

where |¢7| < 1 and |¢°| < 1.
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Proof.
U T i
RS R
e

o RS e
e S e e e

P

(b q)oc i (€= b 2 q)m (04 5 Do s _

Let the g-gamma function be defined by [862], [457], [545]

Ldjoo (1 g)1== if 0 < gl <1
(378)  Ty(x) = gfqlog( o o 4
e (@ = 1)1, if1<q.

Let k£ denote a positive integer. In the same spirit we define

) e =G ) 4
m(q—l) g°\2) ) if 1 <q.

With the help of equations (185), (378) and (161) the transformation
formula (370) can be rewritten as a g-integral expression, first found
by Thomae 1869 [862], which is the g-analogue of (66) and takes the
following form in the new notation:

['y(c) ' p—1 (0t @)e—b—1
|

(380) 2¢1(a,b;clq,qz):m (¢*t; q)
q q e

d,(1).
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We proceed to find the g-analogue (382) of Legendre’s duplication for-
mula (76) [343, p. 18]:

FQQ('I)FQQ('I—'_ %) <172uq2>oo

_ (1 _ q2)1—2:c —
81 T
by (196) 14) 0 —2x o
0 (1= ) = (14 )T 20),
Next multiply by (1 + ¢)**'T'p2(3) to obtain the equality
1 1
(382) rq(zx)rq2(§) = (14 ¢)* 'Tp2(x)Lp(x + 5).

Our next goal is to prove a g-analogue of (67) (see Gasper and Rahman
[343, p. 10], formula (1.4.3)). Also see Heine 1878 [427, p. 115]. In the
new notation this formula takes the following form:

Theorem 2.24.
(383)

. a+b+z—c
261(a,biclg. ) = ¢ d

(2 @)oo
Proof. Just iterate (370) as follows:

= 9pi(c —a,c — b;clg, q* o).

(bya+ z;q)eo

2¢1 (0,7 bv C‘Q? qz) = <C - q)

2¢1(C - b,z;a + z’Qaqb) =

C—b,b+2, 00 c—
:< <C Zq> q> 2¢1(a+b+z—c7b;b+z|q7q b):

a+b+2—¢q) s

a+b+z—c> )

O

2.15. A g-beta analogue and a g¢-analogue of the dilogarithm
and of the digamma function. The g¢-beta function is defined by

(384) Byfo) = 0,

Our next goal is to prove a g-analogue of (65). Let Re(z) > 0. Then
(see Gasper and Rahman [343, p. 19|, formula (1.11.7)).

(385) B,(z,y) :/0 tz—l% d,(t), y#0,—1,-2,....
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Proof.
(1,2 + ¥ q) oo by(150)
By(xz,y)=(1—q)—————— "=
Any)={1-9) <93 yi q)
7q o y? n nx 185)
386) =(1-4q) qu

n+1; q>oo nar by(160) /ltz_l (59 ;)
N+ v; @)oo 0 (tqY; @) oo

O

Kirillov A.N. [520], [535] has found the following g-analogue of the
dilogarithm (68):

(387) ngzng szl <1, 0<g< 1.
n(
n=1

Remark 24. The dilogarithm is used in representation theory of Vira-
soro and Kac-Moody algebras, and conformal field theory.

A g-analogue of the power series for —log(1 — z) was given by Heine

(388) z 201(1, 15 2[q, 2).

In [545] the following g-analogue of the digamma function was found,
whereby

numerous summation formulas for hypergeometric and
basic hypergeometric series were derived. Among these
summation formulas are nonterminating extensions and
g-extensions of identities recorded by Lavoie, Luke, Wat-
son, and Srivastava.

n+z

W () = —log(1 —q) +logq 3" t45= if 0 < |g] <1
7 —log(q — 1) + (x — Y)logq + logg 322, 7{13;:: if 1 < q.

2.16. Heine’s g-analogue of Gauss’ summation formula. Heine’s
g-analogue of Gauss’ summation formula (see Gasper and Rahman
(343, p. 10], formula (1.5.1)) takes the following form in the new nota-
tion:

Theorem 2.25.
_ b )
(390)  a6i(abiclg ) = L= e bia)

c—a—>b
< 1.
<c7c_a_b;q>oo7 |q ‘




88 THOMAS ERNST

Proof. Put z = ¢ —a —b in (370), assume that |¢°] < 1, [¢°7*7°| < 1 to
obtain

(391)

c—a—b\ __ <b7 c— ba q>oo o
)_ <C,C—a—b;q>oo 1¢0(C a
by(150) (€ — @, ¢ — b; Q)0
N <c7c_a_b;Q>oo

201 (a, b; g, q b;—|q,q") =

By analytic continuation, we can drop the assumption |¢°] < 1 and
require only |¢°~*7°| < 1 in (390). O

In the terminating case a = —n, (390) reduces to (see Gasper and
Rahman [343, p. 11], formula (1.5.2)):

_ — b q>
392 —n.b: c+n—by by(185) @7,”
(392) 201(—n, b;clq, q ) e o

,n=0,1,...,

which is one g-analogue of (69).

We proceed to prove Jackson’s 1910 [462] g-analogue of (71) (see
Gasper and Rahman [343, p. 11|, formula (1.5.4)), which takes the
following form in the new notation:

201(a,b;clq,q°) =

a+z q o0 n n(b+2)+(5) —
- 1 2 =
Z 1ca—i—z q) (=1

a,—|-2’, o0 z
= & 2¢9(a, c — by c,a + z|q, qb+ )-

(%3 q) oo

(393)
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Proof.
o by(392) o= {0
2@51(&76;0‘(],(]) y: Z< K > q X
— (La)m
n=0 <1 & q>n
=30 > e e e ()
n=0 m=n G q < q>m n
- CL q m+n b; Q>n (m+n)z+bn+(") n by(198)
(394) = 2)(—1 =
nzzgmzo 1 G q <1 q>m ( )
- (a,c > ot (1) N a+nqmmzb<15o>
= S B ypograns) 35 (4D
= i lat2+mq)wfa,c— b q>n(_1)nqn(b+z)+(g) by(185)
—~ (5 (L, q)n
_ <a+zaq>oo <CL76— b, q>n (_1)nqn(b+z)+(g)
<Z7Q>OO n=0 <1,C,(Z—|— 2 Q>n
O
If @ = —n, then the series on the right hand side of (393) can be

reversed to yield Sears’ 1951 transformation formula [793] (see Gasper
and Rahman [343, p. 11], formula (1.5.6)). In the new notation this
formula takes the following form:

<C_b;(J>n b+z—1
¢1(—n, b; clg, ¢°) = g0
2 4.4) (¢;

(395) X 3¢2(_n7 1- Z, —c+1-— TL,b— c+ 1 _n7OO|Q7Q)7
0<lgl <1.

X

Proof.

.\ by(393
261 (=, b; clg, ¢7) E

_ (it zsg)e g (= —big) (—1)lg'++6) =

1<—n, C — b; q>n—k _1)n—kq(n—k’)(b+z)+("gk)

= (~n+ 24}
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bydx (189),(193) (¢ — b, —n;q)

(¢, 1;q)n
X 3¢2(—n,1—2,—c+1—-n;b—c+1—n,0[q,q) )

= uq(b“_l)n sp2(—m, 1 — 2z, —c+1—n;b—c+1—mn,00l|qq).

(¢ @n

n (_1>nq(b+z)n+(g) «

O

2.17. A g-analogue of Saalschiitz’s summation formula. We pro-
ceed to prove Jackson’s 1910 [462] g-analogue of (70) (see Gasper and
Rahman [343, p. 13|, formula (1.7.2)). In the new notation this formula
takes the following form:

Theorem 2.26.
(396)
(c—a,c—b;q)

30a(a,b,—n;c,1+a+b—c—nlg,q) = cc—a—ba, n=0,1....
Proof. By the ¢-binomial theorem (150),
<Z+a+b—C,Q>oo _i <a+b_C7Q>n zn
(25 @)oo — (L

equation (383) gives

> a,b;q)n ., > a+b—cq) > C—a,c—bQ); itorboc) s(bii
Z( > _Z< > Z< >]q](+b )q(k+])

— (g, = (L (¢, 1;q);

and hence, equating the coefficients of ¢*" gives

Y

J=0

(a.b;0)n  ~~{a+b—c;q)ny{c—a,c—b Q>jqj(a+b—c)

Logn = (Lo (1,¢9);
By (189) this is equivalent to
<CL, b7 q>n . <C —a,C— b7 —n; Q>]

_ J.
(a+b—c,c;q)n (1,0,1—a—b—|—c—n;q>jq

§=0
Replacing a, b by ¢ — a, ¢ — b, respectively completes the proof of (396).
O

Remember that 0 < |¢| < 1. Now let a — oo in (396) and observe
that

. <C — a; Q>n b
hm —— = n.
atve (e —a—bigy
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The formula (1.5.3) in Gasper and Rahman [343, p. 11], takes the
following form in the new notation :

(397) 201(—n,b;clg, q) = %qm,

which is another g-analogue of (69).

n=0,1,...,

2.18. The Bailey-Daum summation formula. We proceed to prove
the following g-analogue of Kummer’s formula (77), which was proved
independently by Bailey 1941 [68] and Daum 1942 [223] (see Gasper
and Rahman [343, p. 14], formula (1.8.1)). In the new notation this
formula takes the following form:

(1: @)oo la + 1, 2(1—b)+aq>
(14a—05,1— bq)

(398) 2¢1(a,b;1 4 a —blg,—¢" ") =

Proof.
2 (a, 01+ a — blg, —¢'~) "EY
= <a717q> 2¢1(1—b,1 - b 1|q q*) =
<1 +a—01- b q)
(a,1;¢) oo (1—b1 b Wn an
<1+a—b1 b; @)oo neo (1,1;q)n B
(399) by(195) (a,1; q} i 21 =0):¢*n o _
(1+a—b1—bq = (26
by(150) (a,1; q> (2(1 = b) + a;¢*) o by(196)
Ata—b1-bqe (@6 -

_(Tq) (a+1, 2(1—b)+aq)
(14a—05b,1— bq)

2.19. A general expansion formula. First a lemma
Lemma 2.27.
(_1>jq—jz‘q—(;') (a+7,—n; Q>j<_”.+ Jra+2j5q); _
(La+j;q)
(400) (a+i+j,—i—jiq)i(—ni Qi@
(1; @)ivj .
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Proof. This follows from (198), (190) and (193)

(401) (=13 @)iyj = (—n30);(—n + 75 q)s.
(402) (a+2j;q)ila+759); = (a+ j;q)ila+i+7j59);
(403) (=i — J: )31 q)i = (13 @iy (—1) g7 g3),

In the g-Saalschiitz formula (396) replace
n,a,b,c by k,1+a—b—c,a+k,14+a—0b,

respectively and use (188) twice to get (see Gasper and Rahman [343,
p. 32], formula (2.2.1)). In the new notation this formula takes the
following form:

(404)
sdo(—k,a+kl+a—b—clta—blta—clq) =

(c,1=b—Fk;q) _ (b,c; Ok q(1+a—b—c)k
(1+a—bc—a—Fkiq)py (1+a—0b1l+a—c;qy 7

so that
(405)

n

<b7c7_n;Q>k
<171+a_b71+a_c;Q>k

by (404)

Ak

k=0

k

(—ha+h1+a—b—awﬁ—mqn¢MWﬁ+mA
(L,1+a—0b,1+a—cq);{1;q)k

M-

(—i—jra+itjld+a—b—cq){—n;q) i,
(Ll+a—0b14a—cq)(1;q)ir

M

by(400) s~ (L +a —b—c,a+ j,—n;q);
N (L,14a—0b,1+a—c;q),

(_1)jq—(§)
J=0
n—j . .
Z <j—mn,a+2j;q); —ij+(i+5) (b+e=1-a) g
- 4q
—~  (La+j;q)

i+
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where { Ay} is an arbitrary sequence. This is equivalent to Bailey's 1949
[70] lemma. Choosing

(a,a1,. - a @k

<51, .- ->bl+1§Q>k 1

and using (198) 4 times we obtain the following expansion formula (see
Gasper and Rahman [343, p. 33|, formula (2.2.4)). In the new notation
this formula takes the following form:

(406) Ap =

a,b,c,ay,...,a;,—n

l+4¢l+3|:1+a_b 1—|—a—C,bl7...,bl+l ‘%q

—n,a, a1, ..., a5 Q)
_Z 1 > qzk

(1, 1+a—b l+a—cby,....b11; Q)

B n <_n7a1,.. CLl,1+CL—b—CQ> <CL q>
(407) _Z <171_|_a_b71—|—a—c,bl,...,bl+1, >]

% (_1)jqj(b+c—1—a+z)—(g) %

)

a+2j7a’1 +j7"'7al+j>j_n b+ctz—1—a—j
X142 P11 { bi+ 7, ... b + lg,q

which is a ¢g-analogue of Bailey’s formula from 1935 [67], 4.3(1).
Formula (407) enables one to reduce a ;;4¢;43 series to a sum of
1+2¢141 series (see Gasper and Rahman [343, p. 33]).

2.20. A summation formula for a terminating very-well-poised

4¢3 series. Setting b= 1+ %a, c= 1+%a, ap =bg, k=1,2,...,1
and b1 = a+n+ 1, formula (407) implies that the formula (2.3.1) in
Gasper and Rahman [343; p. 33] takes the following form in the new
notation :

—_—

ads(a, 1+ la 1+ 3a,—n; Sa, fa, 1+ a +nlg,¢°)

-y R
Jj=0 1720'720' 1+a—|—n q>

X o1(a+ 24,7 —n;1+a+n+ jlg —¢*).

by(374)

(408)

If z = n, then the 2¢;-series (408) can be summed by means of the
Bailey-Daum summation formula (398) (see Gasper and Rahman [343,
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p. 34], formula (2.3.2)). In the new notation this formula takes the
following form:

spr(a+25,7—n;l+a+n+jlg—q" ) =
(15 @) oo(1 + a+25,2(1 + 1) + a5 ¢ oo
(I1+a+j4+n,14+n—75¢

(409) =
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We obtain

1 by (409
16s(a, 1+ La, 1+ La, —ni da, La, 14+ a+nlg,¢) &

n

(=1, —n;q);{a; q)2; (_1)jq(1+n)ﬂ'q—(§)x
= (L,1a,la, 14+ a+n;q),

<1, Qooll + a+25,2(1 +n) +a;¢*) 0 by(195),196)
(I+a+ji+n1+n—7;¢w
(-1

—n;q);(1+a;¢°);
<1,1+a+n;q>]~

n
J

(_1)jq(1+n)jq_(2) 0%

=0
y 1) ool +a+25,2(14+n) +a;¢>e by2x (185)
(I+a+j+n14+n—j:¢

_ n <:/17_n; q>j<1+a q) <1 Q) J( 1)jq(1+")jq_(%)><

= (1;9);
y (1+a+25,2(1+n)+a;¢*) by(189),(374)
(410) (I+a+mn;¢)
N <:17—n;q>j<}v+a;q2>ﬁ;q>nqjx
0 (1, —n;q);
" (1+a+25,2(1+n)+a;¢*) by(187)
(1+a+n;¢)
(=L q) (L g)n (14 a,2(1+ n) + a;¢%) s by(ant
:JZ:; (1,13 ), T it atngu N
(-1, - ><1,Q>

I x

§=0 <17 _n7 q 7

(1+a,2+ a;¢*) {1l +a;q)n by (195),(196)
(2+a;¢%) (14 ¢ Q)0

= (1,1+aiq)n 201 (—n ”‘% q),

(1+3a,1+ 3a;q)y,

where by (185) and (187)

201 +n) +a:¢°) 00 _ (24 a;¢°) (1 +a;9)n
(I1+a+n;9) (24 a;¢*)n(1+a;¢)x

(411)

)

95
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Both sides of (410) are equal to 1 when n = 0. By (373), (374), (397),
(see Gasper and Rahman [343, p. 34]) the 3¢, series in the last row of
(410) has the sum

<1_n7 >n —1\n
(412 o

when n = 0,1,.... Since (1 —n;q), = 0 unless n = 0, it follows that
the formula (2.3.4) (see Gasper and Rahman [343, p. 34]) takes the
following form in the new notation:

—_— —~

(413) 4¢3(a, 1+ %a, 1+ %a, —n; %a, %a, 1+ a+nlg,q") = dno,

where 0, o is the Kronecker delta function. This summation formula will
be used in the next session to obtain the sum of a g¢5 series.

2.21. A summation formula for a terminating very-well-poised
605 series. Let us now put

e~

a1:1+%a, a2:1+%a, blzéa, bgzéa, biyi=1+a+n,

and a, = by, k = 3,4, ...,1. Formula (407) now implies that the formula
(2.4.1) in Gasper and Rahman [343, p. 34| takes the following form in
the new notation :

(414)
bv 71 1 71 2 y z
605 60,614 50 1+fva " lg,¢"| =
l+a—-bl+a—ca,5a6,1+a+n

e~

(I+a—b—c, 14 3a,1+ 3a,—n;q);(a; q>2jqj(b+c_l_a+z)_(%) "
=0 (171—l—a—b,l+a—c,%a,%a,1+a—l—n;q>j

n

X (=1)7 4¢3

a+2j,1+3a+j1+5a+j,j—n 7.9

sa+j,za+j,14+a+n+j

b+c+z—1—a—j]

If z=1+a+n—b—c, then we can sum the above 4¢3 series by means
of (413) and obtain the summation formula (see Gasper and Rahman
(343, p. 34], formula (2.4.2)). In the new notation this formula takes
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the following form:

—_——

7b771+l71+l7_
obs a,b, c 2al %c/z n
l+a—-01+a—cza,50,1+a+n

<171+a_b71+a—0,%a,%a,1+a+n;q>n

by (191),(193) (k = n) by(196),(195) (1 +a,14+a—b—c;q)n
B B B 1+a—-bl+a—cqn

2.22. Watson’s transformation formula for a terminating very-
well-poised g¢ series. We will now use (415) to prove Watson’s 1929
[920] transformation formula for a terminating very-well-poised g¢7 se-
ries (see Gasper and Rahman [343, p. 35], formula (2.5.1)). Denoting

—_—

(416) a=a,bcd 1+ %a, 1+ %a, e,—n

(417) 651—|—a—b,1+a—c,1+a—d,1+a—e,%a,%\c/z,1+a+n

—_—

(418) Yy=a+2j,d+je+jl1+3a+j1+3a+j,j—n

and

—~——

(419) d=14a—d+jl+a—e+jta+jsa+j,1+a+n+j
we find that this formula takes the following form in the new notation:

Theorem 2.28.

o Db oo l+a,l14+a—d—e;q),
897 \q,q2 F2tn—bremd =< .q> X
15} (I+a—d,1+a—e;q),

(420) d,e,1+a—b—c,—n

x 4¢3{1+a—b,1+a—c,d+e—n—a l2.q] -
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Proof. First observe that by (188), (198), (191) and (192)

(421)

(I+a+n—d—e—j;q); ' =(—a—n+d+e q)j_l(—1)jq(d+6_"_“)j+(%)
1 —d+7q)n—j =

(It+a—d+j;qn, 0+ a—dq),

(I+a—d—e;q),
l4+a—d—e+n—j;q),
(1+a;9)n(l+a+n;q);
(1+a;q)9 .

(1—|—a—d—€;q>n_j:<

(1+a+2j;¢)n—y=

In (407) put

l:4,a1:d,a2:1+%a, a3:1—|—%a,a4:e, bp=14a—d,
(422)b

QZ%G, bgz%a,b4:1+a—e,
bs=14a+n,z=2a+24+n—-b—c—d—e,

and in (415) put

(423) a=a+2j, b=e+j, c=d+j n=n—]j.
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We obtain
(424)

8¢7 |: g ‘q’ q2a+2+n—b—c—d—e:| bY(iO’?)
n

e~

(—n,d,e, 1+ %a, 1+ %a, l+a—b—c¢q);a; q)gj(—1)jqj(1+a+”_d_e)_(g)

_ - X
=0 <1,1—l—a—b,l+a—c,1+a—d,1+a—e,%a,%a,l—l—a#—n;q)j
wni—de | by(415)
xmg,[} g, "ot } =
_ Xn: (—n,d,e, 1+ %a, 1+ %a, l4+a—-b—cq)a q>2j(—1)jqj(1+a+"_d_e)_(%) 9

=0 <1,1+a—b,1+a—c,1+a—d,1+a—e,%a,%&,l—i—a—i—n;q}j

" (1+a+2j,14+a—d—e;q)n; by (196).by(195)
<a+]+1_eaa+]+1_d7Q>n—j

"\ (—n,d,e,1+a—b—c;q);(1+a; q)gj(—1)jqj(1+“+”_d_e)_(§)

(LLl1+a—b,1+a—-cl4+a—d 1+a—el+a+n;q);

X
0

y (1+a+2j,14+a—d—eq)nj by(421)
(a+j+1—ea+j+1—d;q)n
(1+a,1+a—d—e;q),

B (1+a—d,1+a—-e;q), 19

J

d,e,1+a—b—c,—n |
31 14+a—-b1l4+a—c,d+e—n—a $4a] -

O

2.23. Jackson’s sum of a terminating very-well-poised balanced
g¢7 series. The following theorem for a terminating very-well-poised
balanced g¢7 series was proved by Jackson in 1921 [464] (see Gasper
and Rahman [343, p. 35], formula (2.6.2)). In the new notation this
theorem takes the following form:

Theorem 2.29. Let the o7 series in (420) be balanced i.e. the six
parameters a, b, c,d, e and n satisfy the relation

(425) 2a4+n+1=b+c+d+e.

Then

(426)

sbr a,b,c,d,l—l—%a,ljt%a,e,—n 0.9 =

1+a—b,1—i—a—c,1+a—d,l—i—a—e,%a,;,l—ka—i—n
(I+a,14a—-b—c,1+a—-b—d,1+a—c—d,;q),

(I+a-bl+a—cl+a—dl+a—-b—c—dyq),’
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whenn=0,1,2,....

Proof. This follows directly from (420), since the 4¢3 series on the right
of (420) becomes a balanced 3¢, series when (425) holds and therefore
can be summed by the g-Saalschiitz’s summation formula (396) (see
Gasper and Rahman [343, p. 36]). A permutation of the variables
completes the proof. O

Note that (426) is a g-analogue of (87).

2.24. Watson’s proof of the Rogers-Ramanujan identities. Wat-
son [920] used his transformation formula (420) to give a simple proof
of the famous Rogers-Ramanujan identities ([419]):

i 7 (2,3,5¢)

(427) = :
= (L) (L q)oo
— (L4); (L q)oo
where |¢| < 1.

Proof. (See Gasper and Rahman [343, pp. 36-37]). In the new notation
this proof takes the following form: Put

e~

aEa,b,c,d,1+%a,1+%a,e,—n
and

ﬁz1—l—a—b,l+a—c,1+a—d,1+a—e,la,%,l—l—a#—n.
2% 3
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Let b, ¢,d,e — —oo in (420) to obtain
(429)

n

: Q a n—o—c—a—e by (195) :
lim m{ﬂ\q,q““ remdel ST lim Y

b,c,d,e——00 <
Jj=0

{a,b,c,d, e, —n;q);(a+ 2; ¢?) g Patn—b-e=d=e) -
(IL,L1+a—bl+a—cl4+a—d1+a—e1+a+n;q){a;q);
by201) N~ (@, —n3 @) (a + 25.¢%) ;¢ P

B Z (L1+a+n;q);(a;q%); N

=0
<CL, —n; q>](1 - qa+2j)qj(2a+2j+n)

(1,14 a+n;q);(1 —q) -

n

=0
) (1+a,1+a—d—e;q),

= lim
bede——oco (1 +a—d, 1+ a—e;q),

n

(d,e,1+a—0b—c,—n;q); ; by(199),by (200)
—(1+ta=blta—cd+e—n—aq); B

— (g (=n; q>j(<_11;);;]j

(a+nt751)j

§=0
Thus we have
n <CL, —n; q>](1 . qa+2j)qj(2a+2j+n)
(1,1+a+n;q);(1 —q)

J=0

(430)

n ) iF1n -

(=15 q);(=1)Igletmt s

= (1+a;q)n :

; (1;q);

The next step is to let n — oco. If
—naq).qin

Aj(n) = S ey

(1+a+mn;q),

then by (203)
(431) imAy(n) = (~1)q1),

for any fixed value of j. For all values of n, |A;(n)| < L, a constant.
Hence, in the series on the left of (430) the modulus of each term is

<a; q>j(1 _ qa+2j)qj(2a+2j)

<L,

02
=C ‘q2aj+2j

Y
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which is the term of a convergent series. If

B;(n) = (1+ a; q)n{—n;q);q",
then by (202)

(432) lim Bj(n) = (~1)¢3)(1 + a; ¢)e,

n—-+o0o

for any fixed value of j. For all values of n, |B;j(n)| < K, a constant.
Hence, in the series on the right of (430) the modulus of each term is

q(a+%)j
(1;9);

which is the term of a convergent series. Now by (202), (203) and (430)
(433)

<K

=D ‘q(a"'%)j) ,

1 1 _ a+2j el ' > _j(a+j)

HZ “”“ L) i (L1 = (14as ) 3
1;q); = (L)

Now put a = 0 in (433):
(134)

1 1 _ e ) 0 el )
1+Z e qM@*Hwﬂ+Zﬂw%%%4w=

j=1

_ Z , ](5] qj(53'2+1)> _ Z (—1)jq%+§ by (216)

j=1 j=—00

=(2,3,5;¢°) OOZ
J=0 L5 4);

This proves(427).
Next put a = 1 in (433):

2 1_ 1425 py
1+Z et q’f¢%f—2g§3

] - 7 ]

Multiply by (1—gq)
° qj(1+j) 1 3(55+3) ;
2, ~ T 1“”2 e ) =
j=0 ‘7’
1 f:qj(Sj;rS) (_1 j by(ilﬁ) (174,5;q >oo
(L q)oc
This proves(428). O

(435)
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Remark 25. For a connection between the Rogers-Ramanujan identi-
ties, statistical mechanics, thermodynamics and elliptic functions, the
reader is referred to [88]. The physicist Baxter independently derived
the Rogers-Ramanujan identities in 1979 when working with the so-
called hard hexagon model.

The Rogers-Ramanujan identities are also useful in finite type in-
variant theory [571]. In this case the problem is to find an analytic
continuation on the set |z| = 1 of a function defined for |z| < 1. This
analytic continuation only exists for z = €%, § € Q.

The Rogers-Ramanujan identities can easily be derived from vertex
operator algebras [119].

2.25. A new ¢-Taylor formula. Our next aim is to prove two g¢-
analogues of Taylors formula. The following ¢-generalization of Taylors
formula was introduced by Jackson 1909 [459]:

Theorem 2.30. If the function f(x) is capable of expansion as a con-
vergent power series and if ¢ # root of unity, then

> (z—a)™
(430) ) = > (D)

n=0

Proof. Assume that

o0

(437) fz) = Z cp(x — a)(k),

k=0
with certain constants {cg }32,. Term by term g-differentiation of (255)
gives
(435) Dy — )" = n}y(w — ).
Hence, from (437),

00 n—1

(439) D f(x) = ch+n(x — a)(k)H{k +m+1}, n=1,2,....

k=0 m=0
Let us put = a in the system of equations (439) and we obtain
k
o= Dif (?)7
k!
which gives (436). O

(440) k’:O,l,...,

The (g, n)-exponential function E, ,(x) is defined by

n—1 k
T
(441) Eyn(z) = E Tk n>1.
k=0 a°
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When the series on the right of (441) is g-differentiated term by term,
we obtain a g-analogue of the differential equation for the exponential
function in the form

(442) D,E, (ax) = aEy,—1(az).

To give the reader a hint to the following g-Taylor theorem, we present
another g-exponential function:

(443) Z {k}q', n >

The g¢-difference equation for (443) is

(444) DqE%’n(ax) = aE%’n_l(qax).
We need the following lemma for the proof of (448):
Lemma 2.31.

(445) Dy, (—

(.fl? _ qm—2t)(m—1) _ (.CE _ qm—2t)(m—2)
q(mgl){m —1},! q(m2_2){m —2},! 7
Proof. The lemma is true for m = 2. Assume that it is true for m — 1

and use (111) and (114) to prove by induction that it is also true for
m. By the induction hypothesis

(z — qm—3t)(m—2)> _ (z — gm—3t)m=3)

4 Dt - —2 m? ’
(446) : < ¢"2") m — 23, a(" Hm -3},

m=2,3,....

we obtain

(447)

G ﬁ)(m‘” _ C@ogr) -t
Dy < q(m;l){m — 1}q!> Dy ( q(m;2){m — 2}, {m — 1}q>

by (111),(114),(446)

R S e ) e N et 0t i
{m N 1}q q(m;Q) {m - Q}q! q(m;3) {m - 3}q!

T — /m\—_2/ (m—3)
- q(’%g){mq_ 2}t>!{m 1) (¢" Pz —qt) + "z —qt){m — 2},) =
R ) RPN e G (il
q(mf ( ‘J{ }q) q(m;?) {m B 2}(1!

:") {m - 2}q!{m - 1}q
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Theorem 2.32. Let0 < |q| < 1 and let f(x) ben times q-differentiable.
Then the following generalization of (436) holds forn =1,2,...:
(448)

n—

< (z—a)® T (g — gt)D
{k}v )(a)+/t: %(Dgf)(t)dq(t).

Proof. The theorem is true for n = 1 by inspection. Assume that the
theorem is true for n = m — 1 and use (166) and (445) to prove by
induction that the theorem is also true for n = m.

(449)

—_— —_— t=x

t=a

xq‘ i@ [ S o a0 -
226m1:L’—CL T (o qt)(m—D
S @ [ oo e

O

Remark 26. A similar formula with a remainder expressed as a multiple
sum was presented in [481].

Remark 27. Wallisser [916] has found a criterion for an entire function
to be expanded in a ¢-Taylor series for the special case a = 1 and ¢ < 1.

Theorem 2.33. [916] Put MEI( ) = maz|y= |E1( )|

If the mazimum of the absolute value of an entzre function f on
|x| = r satisfies the inequality

1
(450) My(r) < CMg, (r7), ¢ €R, ¢ <1, 7< (6 — 1)
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then f can be expanded in the q-Taylor series (436) for the special case
a=1.

3. The recent history of g-calculus with some physics.

3.1. The connection between g-calculus, analytic number the-
ory and combinatorics. Some of the greatest stars in this area are
Norlund, Vandiver, Carlitz, Gould, Apostol, Andrews, Koblitz, Satoh
and H.M. Srivastava. Let

n _ - k n k
(451) AN f(z) = ;(_1) (k)q ¢ f(z+n— k).
In 1924 Noérlund [684], [369, p. 91] proved the following finite ¢g-Taylor
expansion

(452) raen =3 (3) 2t

Norlund [684, ch. 2], [917, p. 265] also introduced the Nérlund q-
Bernoulli numbers b, , and the Norlund q-Bernoulli polynomials by, (),

which are defined by [917, p. 265]

1 ifk=1

453 boo =1, (b 1F -k =
(453) 0g =1 (b @ 1)" =g {o if k> 1,

where b"qf is replaced by by, 4.
n — - n n—
(454) bng(z) = (B, by)" = Z (k) b 2" .
k=0 q
By (311) the following result obtains [684, ch. 2], [917, p. 265]

(455) bng(® Bqy) = Z (Z) bn—kq(y)z"
k=0 q

In 1933 [142] Carlitz (1907-) introduced ¢-Stirling numbers. In 1937
Vandiver [904] and in 1941 Carlitz [143] discussed generalized Bernoulli
and Euler numbers. The final breakthrough came in the 1948 article by
Carlitz [144]. Based on the Norlund ¢-Taylor expansion (452) Carlitz
defined new g-analogues of Bernoulli numbers, Bernoulli polynomials
and Fuler numbers. The Carlitz’ ¢-Bernoulli numbers can be defined

inductively by [144], [530], [779]

1 ifk=1

456 By, =1 B, +1)* - BF =
(456) 0 =1, algBy +1)" = B, {0 i E>1,
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where as usual, Bg is replaced by By ,. The Carlitz ¢-Bernoulli poly-
nomials are defined by [144], [530], [779]

n

(457) Bog(r) = (¢"B, + {z},)" = Z (Z) thqk’z{x}g_k'

k=0

The generating function of the Carlitz ¢-Bernoulli numbers is given by
(779, p. 347]:

(458) ZBnq Zq"e{”}qz —q—q"2), 0<|q| < 1.

The generating function of the Carlitz g-Bernoulli polynomials is given
by [779, p. 350]:

S Z n _1MNjqg< gz nr—
(459) > B g(x —,_§qe{}qq+{}q(1 q—q"2), 0 < |¢| < 1.
=0

In 1953 Carlitz [145] generalized a result of Apostol [40] and expressed
generalized Dedekind sums by Eulerian numbers. In 1953 Carlitz [146]
gave a simple proof of the reciprocity theorem for Dedekind sums. In
1954 Carlitz [147] generalized a result of Frobenius [331] and showed
that many of the properties of the ¢-Bernoulli numbers and other re-
lated g-numbers can be derived from the ¢-Eulerian numbers. The Car-
litz" g-Eulerian numbers H,, ,(\) can be defined inductively by [779, p.
351]

(460)  Ho,(\) =1, (qH,+1)" — NH,"(A\) =0, n> 1, [\ > 1.

where as usual, H'()) is replaced by H, 4(\). The Carlitz’ g-Eulerian
polynomials are defined by [779, p. 351]

(461) H, (A x) = (¢"Hy +{x}y)".

In 1964 Carlitz [157], [808] extended the Bernoulli, Eulerian and Euler
numbers and corresponding polynomials as formal Dirichlet series. In
1965 Andrews [24] proved some identities for Mock theta functions by g-
calculus technique. In 1978 Milne [631] used the finite operator calculus
of Rota [756] to obtain a g-analogue of the Charlier polynomials and
of Dobinski’s equality for the Bell numbers. The g-Bell numbers were
expressed as the n:th moments of a g-Poisson distribution. A ¢-Stirling
number of the second kind is defined by [631, p. 93]

k

(462) Sulmn k) = ¢ k}q

i({2})"|z =0,
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The g-Bell numbers [631, p. 93] B,, , are defined by

(463) Bug =Y Sy(n,k).
k=0

In 1982 Koblitz [530] found a g-analogue of p-adic Dirichlet series and
in 1989 Satoh [779] constructed a g-analogue of Riemanns (— function.
In 1991 Bracken, McAnally, Zhang and M.D.Gould [123] mentioned a
g-Fibonacci sequence satisfying a linear difference equation. In 1992
Satoh [780] constructed a g-analogue of Dedekind sums with the help
of g-Bernoulli numbers [753] and at the same time solved a first order
g-difference equation. Also in 1992 Cigler [207] found the following new
g-analogues of Stirling numbers. A g-analogue of Stirling numbers of
the first kind s(n, k) is [207, p. 101]

Dy

— (k!
A g-analogue of Stirling numbers of the second kind S(n, k) is [207, p.
99]

(464) %], (z + D)z = —1.

n—1

n — 1 n—m
465 nyo= S(m, k —1)q("=")
I N
In the same year Sagan [769] derived various arithmetic properties of
the g-binomial coefficients and ¢-Stirling numbers. In 1999 Satoh [782]
extended a well-known formula for sums of products of two Bernoulli
numbers to that of ¢-Bernoulli numbers.

Remark 28. In some applications [779, p. 347] ¢ can be a p-adic number
q € C,, where C, denotes the p-adic completion of the algebraic closure
of Q, [385, p. 5].

In her thesis from 1946, which was written under the direction of
Earl Rainville, sister Celine [706]

showed how one can find recurrence relations that are
satisfied by sums of hypergeometric terms in a purely
mechanical way. She used the method in her thesis [268]
to find pure recurrence relations that are satisfied by var-
ious hypergeometric polynomial sequences. In two later
papers she developed the method further, and explained
its workings to a broad audience in her paper [269].

In 1991 Zeilberger [958] found a method that did the same job as
sister Celine’s algorithm, but a great deal faster. In 1992 Wilf &
Zeilberger [937] showed that every g-identity, with a fixed number
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of summations and/or integration signs, possesses a short, computer-
constructible proof, and gave a fast algorithm for finding such proofs.
In 1996 Yen [951] showed that g-hypergeometric identities can be proved
by checking that they are correct for only finitely many, N say, values
of n, and gave a specific polynomial formula for N.

In 1956 Gould [363] generalized Vandermonde’s convolution, and in
1957 [364] showed that this result is equivalent to a theorem stated by
Rothe 1793 [759]. In 1960 [367] and in 1962 [372] Gould [367] general-
ized a theorem of Jensen on convolutions. In [372] the so-called Gould
polynomials were also defined, which have later been used in statistics
[177]. In 1961 Gould [368] further generalized Vandermonde’s convo-
lution and found a g-analogue [369] of a formula of Sparre Andersen
[365]. In 1964 Gould [374] applied his previous results to orthogonal
polynomials. In 1966 Gould [375] generalized a previous result [366] on
g-series transformations, where the ¢- Vandermonde transformation was
defined. In 1966 Gould and Kaucky [376] evaluated a class of binomial
coefficient summations. In 1971 Bender [94] found a ¢- Vandermonde
convolution. In 1973 Gould and Hsu [379] published an important
inverse series relation, which had been communicated by Hsu in a per-
sonal letter to Gould in 1965. In the same year Carlitz [160] found a
q-analogue of the Gould-Hsu inverse relations. In 1981 Sulanke [847]
generalized Bender’s formula to the g-multinomial case.

In 1988 H.M. Srivastava and Todorov [827]

derived an explicit representation for the generalized Bernoull
polynomials as a double sum involving ordinary hyper-
geometric functions. An application is made to the gen-
eralized Bernoulli numbers, and consequently a result of
Gould [378] for the ordinary Bernoulli numbers is gen-
eralized.

In 1991 Chu Wenchang [193] found a multivariable analogue of the
Gould-Hsu inverse relations and as a corollary a multivariable ana-
logue of the Gould polynomial convolution formula and of the Abel
generalization of the binomial formula. In [194], [196], Chu Wenchang
found a remarkable connection between this Carlitz g-analogue and a
chain reaction between ¢-series identities. In 1996 A. Garsia and M.
Haiman [341] introduced a new bivariate g-analogue of the Catalan
numbers, which was used in 1998 by Haiman [408] in connection with
the Hilbert scheme. All this work is heavily dependent on the Macdon-
ald polynomials. In 1998 Chu Wenchang [199] systematically showed
how the g-Saalschiitz summation formula, special cases of the summa-
tion formula (7) in [342] and other summation formulae can be used
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to derive around 200 identities involving almost poised basic series and
bilateral almost poised basic series. Some of the resulting identities
are employed to derive ¢-Whipple transformations, Rogers-Ramanujan
type identities, and g-Clausen and ¢-Orr product formulae. In 1997
Cigler [208] found ¢-Gould polynomials, which are of combinatorial in-
terest in the context of counting lattice paths. In the same year Cigler
[209] showed how the ¢-Gould polynomials are related to certain rooted
trees and further derived some new results for ¢-Gould polynomials and
g-Catalan polynomials. In 1998 Cigler [210]

shows how operator calculus can be effectively used to
derive generating functions and recurrences for ¢-Catalan
numbers.

In 1997 Gould and H.M. Srivastava [381]

first present a unification (and generalization) of some
combinatorial identities associated with the familiar Van-
dermonde convolution. A basic (or ¢-) extension of this
general combinatorial identity is then obtained. An in-
teresting open problem, relevant to the discussion in this
paper, is also presented.

In 1999 Alvarez-Nodarse, Quintero and Ronveaux [21] presented a ¢-
Stirling polynomial.

3.2. Some aspects of the development of g-calculus in the sec-
ond half of the twentieth century. During the 1950’s some of the
most important contributers to the subject were Lucy Joan Slater and
D.B. Sears (1918-1999). L.J. Slater attended Bailey’s lectures on g¢-
hypergeometric series in 1947-50 at Bedford College, London University
and in 1966 published the book [810], which covers the great advances
made in the subject since 1936 when Bailey’s book [71] was published.
Sears proved many new transformation formulas for 3¢, series, bal-
anced 4¢3 series, and very-well-poised ,,;1¢, series [343]. In 1954 Alder
[16] generalized the Rogers-Ramanujan identities.

The so-called Sturm-Liouville g-difference equation has been studied
in [96] and [575]. This equation is a g-analogue of the Sturm-Liouville
differential equation. In [432] an algorithm was presented for com-
puting a standard form for second order linear g-difference equations.
This standard form is useful for determining the g¢-difference Galois
group [432] and the set of Liouvillian solutions of a given equation. In
1997 Van der Put & Singer [902] studied Galois theory of difference
equations.
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Swarttouw found contiguous relations for the general ¢-hypergeometric
function (122) in 1990 [851]. See also Horikawa 1992 [438]. In 1983
Philip Feinsilver [272] derived g-analogues of the binomial, negative bi-
nomial, Poisson, geometric and gamma distributions via an extension
of the standard Bernoulli counting scheme. In 1989 Feinsilver [275]
constructed measures that act as g-analogues of Lebesgue measure.
Feinsilver also studied g-analogues of Fourier and Laplace transforms.
The so-called ¢-Fourier transform has also been explored in [49], [284].
In [273] Feinsilver studied the g-analogue of the canonical Heisenberg-
Weyl algebra and constructed analogues of the standard boson Fock
space. Abdi [2] has solved linear g-difference equations with the help
of a g-analogue of Laplace transform. In 1996 Thuswaldner [868] made
an asymptotic analysis of the solutions of ¢-difference equations by
using the Mellin transform.

In 1995 Singer [803] proved

a g-analogue of Lagrange inversion formula which places
into a common setting and extends the work of Andrews,
Gessel, Garsia and Remmel. Examples of ¢-Lagrange
inversion are given, including new Rogers-Ramanujan
type identities.

In 1996 V.N. Singh and Rai [807] proved two general basic hypergeo-
metric series identities which contain as special cases all the Rogers-
Ramanujan type identities. In 1992 Verma and Jain [911] published a
survey of summation formulae for basic hypergeometric series.

In 1975 Dashen and Frishman [221] found an important special case
of the Knizhnik-Zamolodchikov (KZ) equation, which was rediscovered
1984 [526] in the general framework of the WZNW model [62]. In 1992
I.Frenkel and Reshetikin [325] started to study quantum affine algebras
and holonomic difference equations, in particular the KZ equation in
connection with conformal field theory. [325, pp. 1-2]

For mathematicians conformal field theory is a represen-
tation of certain geometric categories of Riemann sur-
faces or a regular representation of a Lie algebra de-
pending on a parameter (vertex operator algebra.) For
physicists, it is first of all the theory that characterizes
the critical behaviour of two dimensional physical sys-
tems.

In this paper new holonomic ¢-difference equations for the matrix co-
efficients of the products of intertwining operators for quantum affine
algebra U, (g) representations of level k were derived. In the special case
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of spin —% representations, the authors demonstrate that the connec-
tion matrix yields a famous Baxter solution of the Yang-Baxter equa-
tion corresponding to the solid-on-solid model of statistical mechanics.
The Yang-Baxter equation is the g-analogue of the Jacobi identity for
a quantum group. Using a classical result of Birkhoff from 1913 [106]
from the theory of ¢-difference equations, the authors show that matrix
coefficients of connection matrices can be expressed in terms of ratios
of elliptic theta functions, or in other words, sections of a line bundle

on an elliptic curve. [325, p. 5]

Results of this paper provide only the very first steps
towards the understanding of a g-analogue of conformal
field theory, of an elliptic generalization of the quantum
group, the relations between them and the mathemat-
ical and physical implications of these new structures.
One of the most subtle properties of quantum groups is
its behaviour when the parameter ¢ is equal to a root
of unity. At these points the naive parallel with the
classical theory breaks down and one encounters new
arithmetic phenomena. In the case of quantum affine
algebras and associated elliptic algebras, the role of two
special parameters (namely the deformation parameter
g and the level k in the case of the quantum affine al-
gebras) can be even more significant. The arithmetic of
the circle is now being replaced by the arithmetic of the
elliptic curve. It is interesting to note that the values of
g which are roots of unity correspond to the cusps for
the modular group PSL(2,7Z). The representation the-
ory of quantum affine algebras may bring a new meaning
to formulas of the arithmetic theory of elliptic curves.

This paper was a revolution to the development of mathematical physics
and has been followed by many publications in the same spirit. Two re-
cent examples are [255] and [90]. The ¢-Knizhnik-Zamolodchikov equa-
tion (¢-KZ) has been studied in [907],[182], [478], [636], [857], [858],
[639]. In [182] the case |g| = 1 was studied in connection with the
Heisenberg xzzz model. In [857] the ¢-KZ associated with gly.; was
solved, in [858] the ¢-KZ associated with s/, was solved. In [330]

the ¢-KZ for 2-point functions in the U,(sly) case (0 <
g < 1) at arbitrary non-negative level k can be reduced
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to two decoupled second-order linear difference equa-
tions. The authors observe that solutions of these equa-
tions can be expressed in terms of continuous g¢-Jacobi
polynomials.

In [639] the ¢-KZ associated with C,, was solved.
The following quotation is from Julius Borcea’s thesis 1998 [119]:

The structure and representation theories of affine Kac-
Moody Lie algebras encode a wealth of deep connections
between many different areas of both mathematics and
physics. For instance, the nature of the celebrated Mac-
donald identities was clarified in the midseventies when
Kac derived an analogue of Weyl’s character formula
for standard modules for affine Kac-Moody algebras. It
is by now a well-known fact that suitably specialized
characters of standard modules for affine Lie algebras
can be expressed as certain infinite products. In ex-
change, these products - which usually correspond to
fermionic representations - may be interpreted as gener-
ating functions of partition functions for coloured parti-
tions defined by congruence conditions. It would there-
fore be possible to obtain combinatorial identities of
Rogers-Ramanujan type by constructing bases for these
modules which are parametrized by coloured partitions
satisfying difference conditions instead. The study of
infinite-dimensional Lie algebras in general and affine
Lie algebras in particular has been greatly influenced
by the emergence of the theory of representations of ver-
tex (operator) algebras in the mid-eighties [324]. Vertex
operators themselves first appeared in the mathematical
literature in [574]. Vertex operators had been previously
used by physicists in dual resonance models and - since
then - in conformal field theories as well. Within a few
years, vertex operators formed a solid bridge between
mathematics and physics.

In [846] summation formulae for ¢-series with independent bases were
obtained and used to derive transformation and expansion of g-series
involving independent bases.

In [732], [733], Rahman and Suslov made a unified approach to the
summation and integration formulae for g-hypergeometric series from
a Pearson-type difference equation on a g-linear lattice without the
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benefit of a single transformation formula. In [730] a g-quadratic lattice
gives an extension of Askey’s integral on the real line.

3.3. Umbral calculus. In the following three sections we say some-
thing about three parallell approaches: Umbral calculus, quantum
groups and quantum algebras.

The umbral calculus is a modern version for the symbolic method
of the theory of invariants which was invented by Clebsch and Gor-
dan [212] 1872. Combinatorics, representation theory and invariant
theory are intimately connected as was first observed by Alfred Young
(1873-1940) [758]. Already in 1959 [18] Al-Salam used a kind of umbral
calculus in connection with g-Bernoulli numbers and polynomials. In
this paper a ¢-Euler-Maclaurin expansion was derived. In 1960 Car-
litz [154] found an operational formula for Laguerre polynomials and
and in 1962 Gould and Hopper [373] generalized Carlitz’ formula and
found operational formulas connected with two generalizations of Her-
mite polynomials. In 1971 Andrews [25] introduced the concept of an
Eulerian family of polynomials.

A few years after the umbral calculus was developed by G.C. Rota
and his collaborators [757], [752], the g-umbral calculus was explored
in [203], [205], [447], [753], [754]. In 1982 [753] a gq-Euler-Maclaurin
ezpansion and a new ¢-Leibniz formula were derived. In [148], [150],
[203], [126] and [206] a g-Mehler formula was derived. In 1981 Cigler
[205] used the g-umbral calculus to derive some g-analogues of the
Laguerre polynomials. See also the very important paper by Moak
[647] from the same year, where orthogonality relations, some basic
properties of the roots and a g¢-difference equation for L%(z;q) were
presented. In 1980 Cigler [204] found a new g-analogue of the Lagrange
inversion formula, which was predicted by Carlitz in 1973 [159], and
generalized Jackson’s 1910 [463] g-analogue of Abel’s series.

In 1987 Khan [513] found g-analogues of the formulas of Carlitz and
Gould & Hopper for the Laguerre polynomials. With the help of the
umbral calculus, the method of parameter augmentation for basic hy-
pergeometric series was developed [178],[179], which is an important
tool to derive ¢-hypergeometric series identities.

With the development of the umbral calculus, the foundations for
quantum groups were built [112].

3.4. Quantum groups. The late Professor Forsyth has suggested to
Jackson [466] that if the base ¢ in the g-difference operator is replaced
by 1 + €, g-analysis could be used to deal with physical problems in
which reality is never in exact accord with physical equations. This is
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exactly what this section is about except that the most important case
is ¢ = root of unity.

In 1978 Santilli [777] mentioned g-deformed algebras in hadron physics
[112]. Santilli’s article was written in a time when some physicists had
put the validity of the Pauli principle in doubt. Finally this problem
was solved by letting every quark exist in three different disguises or
colours.

Quantum groups were introduced in the mid-eighties by Drinfeld
[243], Jimbo [475] 1985, [476] 1986 (connection between trigonometric
solutions of the Yang-Baxter equation and the Hecke algebra and the
corresponding symmetric representation of the g-analogue of gfyy1),
[477] 1987, where the explicit form of the quantum R-matrix—the
solution of the so-called Yang-Baxter equation—in the fundamental
representation for the generalized Toda model associated with nonex-
ceptional affine Lie algebras is obtained. This R-matrix depends on the
spectral parameter through trigonometric functions. The g-analogue of
the harmonic oscillator was derived by Kuryshkin [561] (1980), Mac-
farlane [596] (1989), Biedenharn [104] (1989) and others. Biedenharn
showed its connection to the SU(2), algebra. In 1990 Soni [812] found
g-analogues of some prototype Berry phase calculations. In 1990 Gray
& Nelson [384] proved a completeness relation for the g-analogue of the
coherent states. In 1991 Bracken, McAnally, Zhang and M.D.Gould
[123]

constructed the Bargmann space, the space of a class
of entire functions of a complex variable z for g-bosons.
Here the ¢-boson annihilation operator is represented
by a g¢-differential operator while the creation operator
is represented by multiplication by z. Furthermore a g-
integral analogue of the scalar product in this Bargmann
space and a g-analogue of the completeness relation for
g-boson coherent states are found.

In 1992 Chiu & Gray & Nelson [186] studied the classical limit of the ¢-
analogue quantized radiation field paralleling conventional quantum optics
analyses.

Connes [215] developed non-commutative geometry and Woronowicz
[941], [942] elaborated the framework of the non-commutative differential
calculus [442]. In 1988 Manin [601] introduced a general construction
for quantum groups as linear transformations on the quantum super-
plane. In 1990 Wess and Zumino [931] developed the differential calu-
lus on the quantum hyperplane. Differential operators on quantum
Minkowski space were first presented 1992 by O. Ogievetski et.al. in
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[687]. The following year a general theory of braided differential opera-
tors was developed by S. Majid [598], which allowed for a more system-
atic presentation of the Poincaré algebra from [687]. In 1994 Pillin [710]
constructed wave equations in momentum space by using irreducible
representations of the g-Poincaré group. In the same year Meyer [620]
gave a systematic account of a component approach to the algebra of
forms on ¢-Minkowski space, introducing the corresponding exterior de-
rivative, Hodge star operator, coderivative, Laplace-Beltrami operator and
Lie-derivative. Using this (braided) differential geometry, Meyer gave a
detailed exposition of the ¢g-d’Alembert and ¢-Maxwell equations. Also
in 1994 Dobrev [232] introduced new g-Maxwell equations which were
the first members of an infinite hierarchy of g-difference equations and
at the same time proposed new g¢-Minkowski space-time coordinates.
This was important because it is very difficult to change coordinates
in the g-integral.

The so-called g-Schridinger equation has been studied in [167] and
[168], [234]. Via a generalized version of the Ehrenfest theorem, the re-
sulting momentum operator expressed as ¢-difference operators lead in
the limit ¢ — 1 to the Doebner-Goldin equation, a nonlinear Schrodinger
equation derived in [236] [884]. In [234] a ¢-deformation of the Witt
algebra was made. In 1997 Dobrev [233] presented a new form of the
g-d’Alembert equation. In the footsteps of Dobrev, Klimek [525] stud-
ied the integrals of motion for some equations on ¢g-Minkowski space.

A simple ¢-Klein-Gordon equation in (241)-dimensional quantum
gravity has been derived in [612]. A g-analogue of the Dirac equation
that iterates to a ¢g-Klein-Gordon equation and its covariance under the
quantum Lorentz group was derived in [788].

A ¢-Green formula has been derived in [174] and a g-Stokes theorem
has been derived in [840].

Quantum groups are also used in quantum gravity, which is con-
nected to general relativity, phase space representations of quantum
mechanics and M-theory. One example is the Spin Foam Models of
Quantum Gravity’, where the authors 'review the Ponzano-Regge model
of 3-dimensional quantum gravity and explain how its infrared divergences
are eliminated in the Turaev-Viro model by replacing the group SU(2) by
the quantum group SU,(2), which corresponds to introducing a nonzero
cosmological constant. We also describe how these models and their gen-
eralizations to other groups and quantum groups fit into the framework of
'higher-dimensional algebra’ (or in other words, the theory of n-categories).
Then we discuss recent extensions of these ideas to 4-dimensional quantum
gravity and topological quantum field theories. [66]



THE HISTORY OF ¢-CALCULUS AND A NEW METHOD. 117

Two binomial formulae for two variables satisfying a quadratic re-
lation have recently been published in [93] and [755]. These relations
have applications in quantum group theory and non-commutative ge-
ometry.

A recent trend in modern physics is the study of the quantum anti-de
Sitter space [967], [539] possibly in connection with ¢ = root of unity
[841]. An introduction to the de Sitter model of the universe is given
in [45].

The following notion has recently been introduced in ¢-calculus:

A spider is an axiomatization of the representation theory of a group,
quantum group, Lie algebra, or other group or group-like object. It is also
known as a spherical category, or a strict, monoidal category with a few
extra properties, or by several other names. A recently useful point of
view, developed by other authors, of the representation theory of sl(2) has
been to present it as a spider by generators and relations. That is, one has
an algebraic spider, defined by invariants of linear representations, and one
identifies it as isomorphic to a combinatorial spider, given by generators and
relations. We generalize this approach to the rank 2 simple Lie algebras,
namely As, B, and G5. Our combinatorial rank 2 spiders yield bases for
invariant spaces which are probably related to Lusztig's canonical bases,
and they are useful for computing quantities such as generalized 6;j-symbols
and quantum link invariants. Their definition originates in definitions of
the rank 2 quantum link invariants that were discovered independently by
the author and Francois Jaeger [558].

A Hopf algebra is called spherical if it has a grouplike element with
certain properties related to the square of the antipode and some trace
maps [78].

At the moment, Jesper Thorén [867] in Lund has just published
his dissertation on ¢g-Kac-Moody Lie algebras connected to quantum
groups. Lars Hellstrom and Sergei Silvestrov have recently published a
paper called Centralizers in the ¢-deformed Heisenberg algebras [430].

3.5. Quantum algebras. The g-algebra approach, due to Kalnins,
Miller and coworkers, and Floreanini and Vinet uses only the g-analogue
of the Lie algebra [531, p. 95].

The factorization method of Darboux-Schrodinger-Infeld-Hull [219],
[453], [500] makes it possible to compute the eigenvalues and eigenfunc-
tions for families of Schrodinger operators.

The theory of commutative ordinary differential operators, which pre-
dates the work of Lax, started in 1879 when Floquet [300] studied
commutative first order differential operators. The Italian Pincherle was
investigating a ring of pseudo-differential operators in one variable 1897
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[657]. In 1903 Wallenberg [915] used elliptic functions to study when
two differential operators commute, and in 1905 Schur proved that a
set of differential operators which commute with a given operator is itself
commutative [657].

In a series of wellwritten papers all entitled Commutative ordinary
differential operators [130], [131], [132] Burchnall and Chaundy used
the Darboux process to find a connection between differential opera-
tors and algebraic-geometric constructions. Burchnall and Chaundy
restricted themselves to operators with scalar-valued coefficients.

The theory of non-commutative polynomials was explored by Ore
1933 [701] and by Jacobson 1937 [469].

In 1955 Weisner [926] explored the group-theoretic origin of certain
generating functions.

Let D = L and let f(D) = >;_,axD* be a general differential oper-
ator of degree n. In 1955 Flanders proved that the commutator C[f] of
f is a finitely generated ring over the algebra of all polynomials in f(D)
with constant coefficients [22]. In 1958 Amitsur [22] simplified Flanders’
proof in a completely algebraic way, but his result is restricted to the
case of a derivation acting on a field of characteristic zero.

In 1977 Krichever [549] allows matrix-valued coefficients, but restricts
himself to the study of commuting pairs L and 7" both of whose lead-
ing coefficients must be constant nonsingular diagonal matrices [165]. In
1991 Chowdhury & Gupta [188] used commutative differential opera-
tors to construct a new class of solutions for the BKP equation. In 1994
Nakayashiki [665] generalized the Burchnall-Chaundy construction to
commuting partial differential operators and found differential equations
for all theta functions (not just Jacobians, as does the KP theory), in the
same vein as a paper by |. Barsotti [79] 1983.

In 1974 two experts on soliton theory, Zakharov & Shabat [955] pre-
sented a powerful generalization of Darboux transformations, called
the dressing operator [814]. In 1994 Mukhopadhaya and Chowdhury
[651] presented a g-deformed dressing-operator.

In 1964 [622], 1968 [623],(624], 1969 [625] and in 1972 [627] Miller
used the above-mentioned factorization method to connect the repre-
sentation theory of certain Lie algebras with the computation of ad-
dition formulas and Clebsch-Gordan coefficients. In 1970 [626] Miller
adopted this method to the ¢-case. A factorization method is estab-
lished for systems of second order linear g-difference equations. The fac-
torization types are shown to correspond to irreducible representations of
infinite-dimensional Lie algebras. If the g-difference equations degenerate
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to differential equations (as g approaches 1), then a Lie theory of hyper-
geometric and related functions is obtained in the limit. If the ¢-difference
equations degenerate to ordinary difference equations, then a Lie theory of
special functions of a discrete variable is obtained in the limit.

In 1977 Miller [629] explored the relationship between symmetries of
a linear second-order partial differential equation of mathematical physics,
the coordinate systems in which the equation admits solutions via separa-
tion of variables, and the properties of the special functions that arise in this
manner. He also introduced the R-separation of variables technique.

In 1978 [492] Kalnins and Miller proved that the Klein-Gordon equa-
tion is separable in 261 orthogonal coordinate systems. In each case
the coordinate systems presented are characterized in terms of three
symmetric second order commuting operators in the enveloping alge-
bra of the Poincaré group. In [493] Kalnins and Miller discussed the
R-separation of variables of the wave equation in space-time and found
106 coordinates to given a total of 368 conformally inequivalent orthog-
onal coordinates which admits an R-separation of variables.

Then in 1980 Kalnins, Manocha and Miller [494] developed a theory
which enabled the powerful use of Lie algebraic methods for the solu-
tions of partial differential equations by two-variable hypergeometric
series. As shown in [494] the canonical differential equations for the
Appell function (93) are

(466) (8u18u2 — 8u38u4)3'“2 = 0, (8u18u5 — 8u68u7)3'“2 =0
with eigenvalue equations

D1+D3+D6N—CL, D2+D3N—b,

4
(67) D4—D3NC—1, D5+D6N—b/, D7—D6NC/—1.

Here A ~ a stands for AFy = aJs, and D; = u;0u;. Furthermore,

Uy UGl / /
(468) Fa = Fy(a,b,V; ¢, c; ﬁ, u?u;)uf“uz_bugb u§ tug Tt
Related problems have also been treated by Sasaki [778]. In 1992
Kalnins, Manocha and Miller [495] used the factorization method to
find g-algebra representations of U,(suz) and g-oscillator algebras. In
1993 Kalnins, Miller and Mukherjee [496] used the factorization method
to find representations of the g-oscillator algebra.

In 1994 Kalnins and Miller [497] used the factorization method to
find matrix elements of oscillator algebra representations.

In 1994 Kalnins, Miller and Mukherjee [498] used the factorization
method to find representations of the Lie algebra of plane motions.
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In 1994 Kalnins and Miller [500] used the factorization method to
find representations of the Euclidean, pseudo-Euclidean and oscillator
algebras, and their tensor products.

In 1997 Kalnins, Miller and Chung [201] used the factorization method
to find g-superalgebra representations.

In 1991 [301] Floreanini and Vinet studied the matrix elements of
the representation of the two-dimensional Euclidean quantum algebra
and g-Bessel functions. In 1993 [304] Floreanini and Vinet studied the
connection between the matrix elements of the representation of the
quantum group U,(sly) and the g-series 2¢. In 1993 [303] Floreanini
and Vinet studied the two-dimensional Euclidean quantum algebra and
the g-oscillator algebra. In 1993 [305] Floreanini and Vinet studied cer-
tain automorphisms of the g-oscillator algebra and the ¢-Charlier poly-
nomials. In 1995 [309] Floreanini and Vinet studied the Swu,(1,1) and
the g-Gegenbauer polynomials. In 1994, 1995 [306], [310] Floreanini
and Vinet studied the ¢g-heat equation.

In 1995 Floreanini and Vinet [308] presented a general method to
determine the symmetry operators of linear g-difference equations and
applied it to g-difference analogues of the Helmholtz, heat and wave
equations in diverse dimensions. In 1996 [312] Floreanini, LeTourneux
and Vinet studied the g-deformed e(4) and continuous ¢-Jacobi poly-
nomials.

Yet another g-algebra approach due to Feinsilver [274], [276],[277]
uses raising and lowering operators that close under commutation. In
[278] representations of the Euclidean group and Bessel functions were
studied.

3.6. Chevalley groups and ¢-Schur algebras. We start with a fas-
cinating story taken from [324, p. xxi]:

The discovery of the Monster was preceded by a long his-
tory of development of another branch of mathematics-
the theory of finite groups, a subject originally associ-
ated with Galois. It is natural to ask for the classifi-
cation of all finite groups, yielding the enumeration of
all kinds of finite symmetries, although this problem is
even nowadays considered too difficult. The building
blocks of an arbitrary finite group are simple groups,
and the core of the problem is the classification of the
finite simple groups. By the end of the nineteenth cen-
tury, thanks to the work of Jordan, Dickson and others,
several infinite families of simple groups were known. In
addition, already in 1861, Mathieu had discovered five
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strange finite groups [610]. The Mathieu groups were
called ’sporadic’ for the first time in the book of Burn-
side, who noted that they 'would probably repay a closer
examination than they have yet received’ [137]. The pi-
oneer of the field in our century was Brauer, who made
several crucial contributions to the classification prob-
lem [124]. Most of the finite simple groups, now called
group of Lie type or Chevalley groups, admit a uniform
construction in terms of simple Lie algebras, via a sys-
tematic treatment discovered in [185]. But it was not
clear at that time how many sporadic groups besides the
Mathieu groups might exist.

The modern classification race started with the work
of Feit and Thompson in 1962, who proved that every
nonabelian finite simple group has even order, or equiva-
lently, contains an involution [279]. This work made fea-
sible the tremendous classification project led primarily
by Gorenstein, resulting, after two decades of work by a
large group of mathematicians, in the classification the-
orem [360], [361]. The classification of the finite simple
groups was unprecedented in the history of mathemat-
ics by virtue of the length of its proof-over 10 000 pages.
The result itself is no less fascinating. Besides 16 infinite
families of groups of Lie type and the additional family
of alternating groups on n letters, n > 5, there exists ex-
actly 26 sporadic simple groups, each of which owes its
existence to a remarkable combination of circumstances.

The monster is the biggest of these 26 sporadic simple groups.

Let ¢ = p® be a prime power. The Galois field is denoted GF(q).
Further let B(v, w) be a non-degenerate form over GF(q) in (GF(q))".
A Chevalley group is the group of linear transformations of (GF(q))"
preserving the form B(v,w) [913]. The spherical functions for Cheval-
ley groups over GF(q) can be expressed by g-orthogonal polynomials
(832, p. 87].

Let F' be an infinite field of arbitrary characteristic. Schur reduced
the study of those polynomial representations of GL(n, F'), which are
homogeneous of a given degree n to the representation theory of the
Schur algebra Sp(n,m). In 1989 Dipper and James [229] presented a
g-Schur algebra. For a recent account on this see the 1998 book by
Stephen Donkin [239], and [350], [46].

A g-analogue of homological algebra was presented in [244].
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3.7. Some aspects on g-orthogonal polynomials and ¢-polynomials
in several variables. In a series of papers during the years 1903-1905
[533] Jackson introduced the two related g-Bessel functions G )(x, q),
where j = 1,2, see also Hahn [401], Ismail [455]. A third ¢-Bessel func-
tion was introduced by Hahn [404] (in a special case; we thank G.Gasper

for this reference) and by Exton [261] (5.3.1.11) [533].

For H. Exton’s g-analogue of the Bessel function we de-
rive Hansen-Lommel type orthogonality relations, which,
by a symmetry, turn out to be equivalent to orthogonal-
ity relations which are g-analogues of the Hankel integral
transform pair [533].

These functions also arise in the study of an eigenvalue
problem on the quantum Lobachevskii space [693].

The g- Wronskian

filz)  folw)
Dyfi(z) Dgyfa(w)

was introduced in [852], where a second solution of the g-difference equa-
tion of the Hahn-Exton ¢-Bessel function, corresponding to the classical
J,EJ)(x,q), is found. We introduce a g-extension of the Wronskian to de-
termine that the two solutions form a fundamental set [852].

In 1938, H.Krall [542], [543] attacked the problem of classifying the
orthogonal polynomials satisfying differential equations. In particular, he
found that the equation had to be of even order. The Krall polynomials can
be obtained as the Darboux transformation of some classical orthogonal
polynomials [388].

This method was adapted to the g-case in [387], see also the papers
of Allan Krall [540], [541].

In [320] a fourth order g-difference equation for the first associated of
the g-classical orthogonal polynomials was derived. The coefficents of this
equation are given in terms of the polynomials ¢ and 7 which appear in
the ¢-Pearson difference equation D,(0p) = 7p defining the weight p of
the g-classical orthogonal polynomials inside the g-Hahn tableau [320].

The theory of g-polynomials in several variables is not yet fully devel-
oped. The basic analogues of Appell hypergeometric functions were first
studied and defined by F. H. Jackson in 1942 [465] and in 1944 [466]. In
1959 Carlitz [152] studied symmetric g-polynomials in three variables,
and he was followed by Reid who investigated the four variable case in
1968 [744] and the n-variable case in 1971 [745]. In 1981 [822] H.M.

Srivastava

(469) Wq(f1($)> fa(x))
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uses Dixon’s theorem to establish a multivariable expan-
sion which looks different from the known ones and has
not been published before in its present form.

In 1983 H.M. Srivastava [823]

gives and proves several very general formulae which
imply identities expressing a basic hypergeometric series
in one or several variables as a sum of products of similar
basic hypergeometric series. These are basic analogues
of results given previously by the author.

In 1984 H.M. Srivastava [824]

derives a bibasic analogue of his earlier result [823]. As
a corollary of his general theorem he obtains the main
bibasic result of [20].

In 1992 Gupta [394] derived some new bibasic hypergeometric trans-
formations. In 1992 Rassias & Singh [739] found a new transformation
formula for the g-analogue of the Kampé de Fériet function. In 1995
B. Srivastava [819]

gave certain transformations of g- Appell and ¢-Lauricella
series on two bases. It is interesting to note that the
g-Appell series on two bases can be reduced to an ex-
pression with only one base. Limiting cases of g-Appell
series are closely connected with Ramanujan’s G(a, \)
function and so can be expressed in terms of continued
fractions.

In 1996 Bowman [122] found a multivariate generalization of Heine’s
transformation formula and characterized the symmetric polynomials
introduced by Rogers [751] in 1893. In 1996 U.B. Singh [809] obtained
two new bibasic g-hypergeometric transformations with the help of
Bailey’s 1947 [69] transformation.

In 1999 Karlsson and H.M. Srivastava [505] derived certain new
transformations and reduction formulas for multiple g¢-series by ex-
ploiting certain known g-hypergeometric series transformations. Also
in 1999 Sahai [771]

discuss a few models of the quantum universal envelop-
ing algebra of sl(2) from the special function point of
view. Two sets of such models are given, one acting on
the space of 1¢y functions and the other on the space
of g-Appell functions. These models are closely related
through a g¢-integral transformation. Some interesting
identities are obtained.
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3.8. The symmetric and nonsymmetric Macdonald polynomi-
als. We have divided this section into two parts. We first present the
Macdonald symmetric polynomials, which are symmetrizations of the
nonsymmetric Macdonald polynomials [339]. Let the index u range
over integer partitions and let X denote the vector x, x5, .... In 1988
Macdonald [592] introduced a new class of symmetric functions, P,(X; ¢, t)
which generalize the Hall-Littlewood polynomials, the Schur functions
and the Jack and zonal polynomials of harmonic analysis [339]. In 1991
Salam and Wybourne [776] presented a g-deformation of Macdonald
polynomials and g-analogues of the characters of the symmetric group.
In 1992 Jing & Jozefiak [479] derived a Jacobi-Trudy type raising op-
erator formula for the Macdonald symmetric functions. In 1994 Jing
[480] connected basic hypergeometric functions with Macdonald func-
tions and introduced two parameter vertex operators to construct a
family of symmetric functions generalizing the Hall-Littlewood func-
tions. In 1994 van Diejen [903] diagonalized the difference Calogero-
Sutherland system by Koornwinder’s multivariable generalization of
the Askey-Wilson polynomials [844]. In 1994 Olshanetski & Rogov
[692] used the Macdonald symmetric polynomials to describe the one-
dimensional Liouville quantum field theory. In 1995 Lapointe and
Vinet [563] presented a Rodrigues formula for the Jack polynomi-
als, which is connected to the dynamical algebra of the Calogero-
Sutherland model. The wave functions of Calogero-Sutherland model
are expressible in terms of Jack polynomials [564]. In 1996 Sahi [772]
presented a generalization of Macdonald symmetric polynomials. In
1996 Awata, Odake and Shiraishi [59] found an integral representation
of the Macdonald operator regarded as a natural deformation of the
Calogero-Sutherland Hamiltonian. In 1996 Konno [532] diagonalized
the trigonometric Ruijsenaars-Schneider model by means of the Mac-
donald symmetric polynomials. In 1996 Etingof and Kirillov Jr. [254]
gave a representation- theoretic proof of the inner product formula
for the Macdonald symmetric polynomials conjectured by Macdonald
1988 [592]. In 1996 Kaneko [503] extended the Jacobi triple product
identity to the Macdonald symmetric polynomials. In 1997 Okounkov
[689] proved a multivariate generalization of the ¢g-binomial theorem in
the context of the shifted Macdonald polynomials and a binomial for-
mula. By using the g-Wronskian Olshanetskii & Rogov [693] defined
g-analogues of modified Bessel functions and Macdonald functions. In
1997 Lapointe and Vinet [565] presented formulae of Rodrigues-type
for the Macdonald polynomials and discussed the limiting case of the
Jack polynomials. In 1998 Mimachi [640] gave a new derivation of the
inner product formula for the Macdonald symmetric polynomials. In
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1999 Kuznetsov & Sklyanin [562] found a non-local factorisation op-
erator for the Macdonald symmetric polynomials by using a result of
Fox [321].

In 1992 P.Freund [327] explained how the Macdonald polynomials
can be used to express the eigenfunctions of the Cartier Laplacian on
a tree.

The nonsymmetric Macdonald polynomials are certain generaliza-
tions of Schur functions [59].

The Jackson integrals of Jordan-Pochhammer type are
the simplest multivariable generalizations of Heine’s ba-
sic hypergeometric function. They satisfy a system of
first order ¢-difference equations, whose connection prob-
lem was solved by Mimachi in 1989 [634]. Recently Ao-
moto and others [36], [37], [38], [39] showed that the
connection matrix determined by Mimachi is related to
the ABF-solution of the quantum Yang-Baxter equation
[29]. On the other hand, Frenkel and Reshetikin [325]
studied a g-analogue of the chiral vertex operators of the
WZNW model, along the line of Tsuchiya and Kanie
[881]. In particular, they introduced a g-difference sys-
tem called the quantum Knizhnik-Zamolodchikov equa-
tion, and discussed the relation of the connection ma-
trix with elliptic solutions of the quantum Yang-Baxter
equation. Then it seems possible to understand the re-
sult of [38] in the framework of Frenkel and Reshetikin
[613].

In the same papers [36], [37] Aomoto also found a g-analogue of de
Rham cohomology associated with Jackson integrals.

In 1995 Macdonald [595] introduced nonsymmetric Macdonald poly-
nomials, which are generalizations of Weyl’s formula for the characters
of a compact Lie group. The Macdonald polynomials were related to
certain induced representations of affine Hecke algebras by Cherednik and
to harmonic analysis on certain quantizations of homogeneous spaces by
Noumi and Sugitani [844]. The Hecke algebra is isomorphic to the group
algebra for the symmetric group and is a g-deformation of this group al-
gebra [358]. In 1996 Sahi [773] found a new scalar product for nonsym-
metric Jack polynomials. In 1997 Mimachi and Noumi [637] found an
integral representation of eigenfunctions for Macdonald’s ¢-difference
operator. In 1998 Mimachi and Noumi [638] found a reproducing kernel
for nonsymmetric Macdonald polynomials of type A,_1. In the same
year Sahi [774] extended the ¢g-binomial theorem to the nonsymmetric
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Macdonald polynomials. In 1999 Ujino and Wadati [891] presented a
Rodrigues formula for the nonsymmetric multivariable Hermite polyno-
mial by using the Dunkl-Cherednik operators. In 1999 Nishino, Ujino
and Wadati [679] presented a Rodrigues formula for the nonsymmet-
ric multivariable Laguerre polynomial by using the Dunkl-Cherednik
operators. In 1999 Nishino, Ujino and Wadati [678] presented a Ro-
drigues formula for the nonsymmetric Macdonald polynomial by using
the Dunkl-Cherednik operators.

4. Generalized Vandermonde determinants.

4.1. Applications of Schur functions and Schur polynomials.
The Schur functions are particularly relevant to discussions of the quan-
tum Hall effect [845], [785]. The quantum Hall effect [845], [717] was
discovered on about the hundredth anniversary of Hall’s original work
in 1980 by von Klitzing, Dorda and Pepper. The quantum Hall ef-
fect is a two-dimensional electron gas in a strong magnetic field which
shows a universal and exact quantization of the electric conductance
at low temperature. The Schur functions are also relevant to the char-
acters of irreducible representations of U(n) [960, p. 213], [845]; to
the characters of Gl(n,C), which can be expressed in terms of Schur
functions [750],[724],[p. 237][81], [932, ch. VIL.6] ; to the characters of
Sp(2n + 1,C) [599]; to the characters of Sp(2n,R) [397]; and to the
characters of the simple Lie algebras sl(n,C) and su(n), which have
the same representations [332]. Quite recently, Schur functions have
been used in ¢-calculus [509].

Furthermore generalized Vandermonde determinants occur in Sato
theory, where the variables are partial differential operators [688], [227].

A new determinantal expression for Schur functions called the ribbon
determinant formula for Schur functions was discussed in [567], [886].

In [724] Proctor & Wilson gave a combinatorial interpretation of a
four parameter terminating sum identity for the basic hypergeometric
series g¢5. This identity was first produced by taking the principal
specialization of a tensor product identity for two GL(n) characters
expressed by Schur functions.

In [737] Ram & Remmel & Whitehead described the g-analogues
of the combinatorial interpretations of the entries of the transition
matrices between the classical bases of symmetric functions. In [454]
Ishikawa & Wakayama found some new product identities for certain
summations of Schur functions. And in [617] Mendez described the
connection between umbral shifts and symmetric functions of Schur
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type. These examples show that Schur functions is a very active area
of research.

The elementary Schur polynomial p,, is defined by the following two
equivalent equations:

(470) pol(T1,22,...) = Z H Z—ll'

(471) ea:p(z 12') = an(xl, To,...)2".
=1 n=0

These polynomials satisfy the equation

Ipn,
0T,

(472)

= Pn-m, (pn =0 for n <0).

Let A be an arbitrary partition of m. The Schur polynomial X, is
defined by [945, p. 374]:

Px ceo Pa4j-1 - Pain—1
(473) XA=| Prtii -+ Daxitj—i -+ Pitn—i |»
Prxp—n+1 -+ Prxp—ntj .- Px,

where n = [(\). The Schur polynomials play an essential role in the
Fock representations of the Virasoro algebra [945].

In 1997 Haine L. & Iliev P. [410] used a g-analogue of the Schur
polynomials to provide rational solutions of the N:th ¢-KDV hierarchy.

4.2. Generalized Vandermonde determinants with two deleted
rows. In this section we will prove a general equation for a general-
ized Vandermonde determinant with two deleted rows in terms of the
elementary symmetric polynomials e,. We will henceforth use k; as
summation indices and we will use both A and /; (which denotes the
deleted rows) to characterize the generalized Vandermonde determi-
nant.
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Lemma 4.1.

1 - 1
xl o .. xn
(474) ~ ' /l\ = ( H (x; — xj)> en1(T1,...,2,).
o Iy 1<j<i<n
7 Tn

Proof. By the properties of the roots of an equation [843], we know
that the Vandermonde determinant

1 ... 1
Ty Tp4l
— . = H (2 — ;) H (@p41 —2j) | =
: ’ ’ 1<j<i<n 1<j<n
xn .. xTL
1 n+1

j<i 1=0
n
- Z(—l)”” ( H (i — xj)eni(x1, . .. ,xn)> zh .

1=0 1<j<i<n

On the other hand, an expansion with respect to column n + 1 gives
1 ... 1
1 *° Tpt1 n ) ('n) I
) ) ) =0

Ty e Tpy

Equating coefficients of !, 41, We are done. O

Expand the determinant

1 1 - 1
Y T SRR P |
(475) == -
yn'—l—l x?'—i—l . xnﬁ
with respect to column n + 2. The minors Z,, are defined by (476):
n+1
(476) == Z $nm+1(_1>m+n+15m+1
m=0

Starting with (474), the strategy in this chapter will be to express
these minors in two different ways to obtain an equation which gives
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an expression for the generalized Vandermonde determinants in terms
of multiple sums of elementary symmetric functions.

Remark 29. The y in (475) is a dummy variable, which is used in the
computations. The z; are the variables that will enter in the general-
ized Vandermonde determinants.

To simplify notation, we introduce the following operator @nj\f I

Definition 7. Let 0 < N <[ < n, put k = (k1,...,kn), 1 < k; <
n,1 < j < N and let U,y be the subset of {1,...,n}", where no
repetitions are allowed. Then

SHESDS
kEUnyN
N-1 j N
j=1 i=1 i=1
(477) _— _
X €ni(T1y oy Thyy ooy Thopgy e ooy Tp) X
« (_1)k1+...+kN+I(7r)N H (l,Z o xj) ,
1<5<i<n,
4,37k, kN }

where I(7)y is the number of inversions of the permutation [356] m =
(k1,...,kn), where the k; are counted in increasing order as 1,..., N.
In particular,

(478) @g’l =— ( H (x; — x])> 1. Tpln(T1, ..., T);
1<j<i<n
O, = (M1 i)
k=1
(479)

(480) or, = (-1)" ( I @- xj)>.



130 THOMAS ERNST

Theorem 4.2. Let 2 <[ <n+1. Then

1 1
i z,
: : n
Al /l\ = (.Tl . @ In)QX
1 Tn k=1
R
X H (ZUi—xj) 6n—l+1($1,--->@>---

1<j<i<n,ij#{k}
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Proof. Our aim is first to expand the minor =, with respect to row 1,
and then expand all the minors but the first one with respect to column
1 and use (474).

(482)
1 1 1
2 2 2
—_ Y L1 Ty 2
=] . = JI @i-2)) @ z)+
’ ’ ’ ’ 1<j<i<n
yn—i-l x?-i-l .. xz—i-l
2 2 ) 2
Y xl % xn
n 3 3 3 3
T T T
el Y 1 k n
+) (=1 . . tol=
k=1 B
n+1 n+1 n+1 n+1
Y 1 Ly, L
n
_ 2 ~ 2
= (i —xj) | (z1..xn)”+ ) (T1... T .. xp)" X
1<j<i<n k=1
1 1 1
T Ty Ty,
2 ) 2
T T T
n+1 1 k n
I+k, 1 : : : _
x> (1) B B
x;"_l e xz_l e xz_l
( ) n+l n
by (474 9 .
= H (ZL’Z — l’j) (ZL’l e l’n) + E E Y En—i+1
1<j<isn 1=2 k=1
~ k+1 ~ 2
(1o Thy ooy X)) (=) (21 o T 1) H (x; —xj)
1<j<i<n,
i,57#{k}

Now expand the determinant =, with respect to column 1.

Sy = < H (x; — x])> (z1...2,)%+

1<j<i<n
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1 1

2 2

Ty Ty

n+1 : .. :
I+1, 1 Y L
+2_(=1)"y ool
=2 1 n
n+1 n+1

l’l .« .. l’n

Finally equate the coefficients of y'.

Theorem 4.3. Let 3 <1 <n+1. Then

1 1
T s Tn
B P
) x,
(483) | aytt oo aptt
= Z(:El Ty - Tp)ena1 (T1y oy Ty - - -
kEUng
Ty ) (=) IR (T T
X 11 (i —25) | = =05,

1<j<i<nyij#{k1,k2}

Proof. Expand the determinant =3 with respect to row 1.

1 1 1
1
) 1 Ln 2
- _ 3 3 23 Ty
=3 = Y 1 n = (.I'l xn) .
+1 : Y
n+1 n n+1 1
Yy T T
) T Lky Tn
B T I
k1=1 —
n+1 n+1 n+1 n+1
Y Ty k1 Tn

I N
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Expand this last determinant with respect to column 1
and use (474) and (481).

53:< H (I‘Z—l’])) xl...xnen_l(ml,...,xn)+

1<j<i<n
n
—~ 3 1 k1
+y (T1.. . Thy - Ty) (2 —25) | (=1)"+
k1=1 1<j<i<n,i,j#{k1}
g Ly T,
3 3 3
Xy Tpy Tn
n+1 n . :
l k141 ~ —
NI a4 | =
=3  ki=1 !
n+1 Tl n+1
£E1 xkl xn
— ( H (i —xj) | 21 pep_1(T1, ..., Tn)+
1<j<i<n
n
—~ 3 1 k1
+y (T1.. . Thy - Ty) (2 —25) | (=1)"+
k1=1 1<j<i<n,i,j#{k1}
n+1 n

+_j£:yl2{:(_4)krﬂxl..ﬁa;...xnx

(484) =3 k1=1

1 1 1
: : D | bysy)
>< —_— —_— — =
ot xf,;l xl=1
= ( H (]}Z J}])> r1...Ty 6n_1(ZL’1, ,l’n)+
1<j<i<n
n
—i—yZ(xlx/k\lxn)g’ H (zi — ;) | (1) +
ki=1 1<j<i<n,i,j#A{k1}
n+1
—|—Zyl Z (X1 .. Thy o ) X
=3 k€Up 2
X € 141(T1, oy Ty e v oy Thyy v ey xn)(—1)l+k1+k2“(”)2 X
X (&) T Ty ) 11 (z; — ;)

1<j<i<nyi,j#{k1,k2}
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The factor (—1)/™2+! comes from a renumbering of the summation
indices. By expanding the determinant =3 with respect to column 1
we get

53:< H (.CEZ—Z'])) T1...Tp €n_1($1,...,xn)+

1<j<i<n
1 1
x3 a3
+(-Dy| . S+
xﬁll‘+1 Z-l—l
(485) 1 .1
T N e
n+1 xi{’ o xi
+ Z(_1>l+lyl i i
=3 xll 2l
x?ﬂ e xzﬂ
The theorem now follows by equating the coefficients of 7. O

We can now state a general theorem for a generalized Vandermonde
determinant with two deleted rows.

Theorem 4.4. Let 0 <y <ly <n+1. Then

1 ... 1
xl ... xn
i i
X1 e Tn l1+1 I
(486) — .= (_1>( : )Gnllg 1
P gl

For the proof we need to prove the following lemma for =; by induc-
tion.

Lemma 4.5. Let2<l<n+2. Then
n+1

487 ‘—‘l — Z ykl k1+ k1+1 @kll ) + Zykl k1+1+(é)@;—7];_1'

k1=0 k1=l
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Proof. The lemma is true for [ = 2 by (482) and for [ = 3 by (484)
Assume that the induction hypothesis is true for =;_;.

(488)
n+1
~11—Zy’“ e+ 30y yhelE
=0 k1=l-1

On the other hand an expansion of =;_; with respect to column 1 gives

S = ( H (x; — xj)> 1. Ty engis(T1, ..., 2p)

1<j<i<n
1 1
xl .« .. xn
-3 e R
(~)fyh| ;
+ — Y :
k=1 B B
=2 1—2
.731 xn
489 : :
( ) P S
1 n
1 1
l’l “ .. ‘TTL
n+1 12 5
T T
k141, k1 1 n
+ ) (FyRTye ;
ki=l—1 Py —
x]fl xﬁl
n+1 n+1
i xn




136

THOMAS ERNST

(478) and (481), then for 1 < ky <1 —2

(490)

and finally for [

(491)

1 1
X1 L,
R Tk
Ty In, kq+1
_ k1
: : - (_1)( 2 )Gn,l—3’
12 12
Ty Ty
n+1 n+1
xl xn
—2<ki<n+2
1 1
X1 L,
12 12
i T _
1 n Ehol-2
; = (e,
xllfl xﬁl
n+1 n+1
Ty Ty

Equating the coefficients for y*' of the two last equations gives first

The verification of the induction hypothesis is completed by expanding

=; with respect to row 1.

1 1 1 1 1
Yy T Tn T Ty
El = - 3 - = (l’l. . xn) -/ — |+
-1 -1 -1 -2 1—2
Yy x Ty, Ty Ty,
n+1 n+1 n+1 n
Y Ty Ty, 2?1 xn
Yy Ty L L
2 2 2 2
Y Ty Ty Ty
n . . . .
E 1)k | L — L
+ ( 1) -1 xl—l .Tl_l -1
k2=l y 1 kg n
n+1 n+1 /n:l n+1
Y 1 Ly L
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Expand the last determinant with respect to column 1 and use (481)

(490) and (491).

1 n
Z ykl(_l)k1+(k1+1 @ L+ Z Z k2+k1+1yk1><

o =
k1=0 ko=1k1=2
1 1 1
Ty ku e Ty,
- -1 -1
- xll 1 P xk; e xnl n  n+l
Xxl...xk2...xn . . ) . . + g g
S ’ _ ) T ko=1ki=l
-2 -2 1—2
Ty Ty, Ty,
n n n
L1 Ly T
1 1 1
X1 Lo Tn
12 12 v
T T X
— 1 ko n
(—1)k2+klyk1[£1 e Tgy Ty X ] : : =
1—1 1—1 1—1
xl .. xk2 “ .. xn
n oy n
Ty o Tp, Ty,
1 n
— E k1 k1+ k1+1 k1 k’2+l+k1+ kit
= Y ( 1) ( @ nil—2 -+ ( 2 )X
k1=0 ko=1k1=2
k —~ kl—l —
XY lxl Ce Ty v 'xngn—l,l—?)[xl’ ey Loy - - - ,xn]—i‘
n n+l
Z Z Yo+ +('51), K —~
+ 2 1 )y 1x1...xk2...xnx
ko=1 k1=l
-2
_— _ k1 a4+ ( Pt k1
@n Lk olT1, o Thyy ooy Ty = g Yy (—1) ( )@nl_2+
k1=0
n+1
k1 Ei+14+(L) ql-1
+ >y el

k=l
Finally equation (486) follows from (490) or (491).
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We are now going to prove an equation for a generalized Vander-
monde determinant with an arbitrary number of rows deleted. This
equation will be a natural generalization of theorem 4.4!

4.3. Generalized Vandermonde determinants with any number
of deleted rows. We start with a definition of some numbers which
will be used throughout this chapter:

Definition 8. Let {byju}j=; be natural numbers, t,u € N, which
satisfy the equation
t—1
(492) breiu =2+ Y (bajaa— 1) = u.
j=1
These numbers also satisfy the inequalities
(493) b)\,j,t,u > 1,1 <j<t-— L b)\,t,t,u > 2.

The maximum value of by ;. is in fact equal to the jumps in degree
(for j = 1,...,t) of the generalized Vandermonde determinant as the
following equation shows:

(494) mCLI(b)\7j,t7u> == )\n—j + 1-— /\n—j—i-l; j = ]_, e ,t.

To compute the by ;;., we apply the following procedure: First by ;.
gets a maximal value, then by 2., etc. until the 'increment’ u is ex-
hausted.

Remark 30. The following theorem defines an equivalence relation E
on the set ay,s of all generalized Vandermonde determinants. The
equivalence class E, 45, ,+1 is defined by the following two criteria:

(1) The highest power in the determinant is n + s — 1.
(2)

ls_1—5+2

(495) > bajiesosrzw =l + 1.
j=1

Any two generalized Vandermonde determinants which belong to the
same equivalence class F,,ts;, ,+1 can be transformed to each other by
the method shown in the following proof.
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Ezxample 4. The following table gives an example of how to compute

I(n)s + 322 ki mod 2 (n=>5):

]{31 k’g k’g [(7T> + Zz k’z k’l k’g ]{33 I(ﬂ') + Zz k’z
11 2] 3 11 3] 4| 1 1
11 2] 4 -1 3] 4 2 -1
11 2] 5 11 3 4] 5 1
1] 3] 2 -1 31 5] 1 -1
11 3| 4 11 3| 5] 2 1
11 3| 5 -1 3] 5| 4 -1
11 4| 2 11 4 1] 2 -1
11 4| 3 -1 4] 1) 3 1
11 4] 5 1141 1] 5 -1
1] 5] 2 1041 211 1
11 5] 3 11 4] 2] 3 -1
11 5| 4 140 2105 1
21 1} 3 14 311 -1
21 1] 4 11 4 3] 2 1
21 1] 5 -1 4] 31 5 -1
21 3] 1 11 4 5] 1 1
21 3] 4 -1 4] 5| 2 -1
21 3| 5 11 4] 5] 3 1
21 411 -1 5 1 2 1
21 4| 3 11 5] 1] 3 -1
21 415 -1 51 1 4 1
21 5] 1 11 5 2] 1 -1
21 5] 3 -1 5] 21 3 1
21 5] 4 11 5| 2] 4 -1
31 1] 2 11 5 3] 1 1
31 1] 4 -1 5] 3 2 -1
31 115 11 5] 3| 4 1
31 2|1 -1 5 4] 1 -1
31 2] 4 11 5| 4] 2 1
31 215 -1 5] 4 3 -1

The following examples show how to compute the by ;¢ ..

Ezample 5. We start with the determinant defined by A = (5,5,0).
To compute it we move backwards from the determinant defined by
A =(2,2,0,0,0,0), which has u = 0, and the bs are easy to calculate.
Transform to A = (3,3,0,0,0), which has by131 = 1, byos1 = 1,

bxs,s1 = 3. Transform to A = (4,
4. And finally transform to A =

4,
(

0, O), which has b>\,172,2 = 1, b>\,272,2 =
,5,0), which has by 113 = 5.
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Ezample 6. We start with the determinant defined by A = (4,2,0).
To compute it we move backwards from the determinant defined by
A = (2,0,0,0,0), which has u = 0, and the bs are easy to calculate.
Transform to A = (3, ]., 0, 0), which has b)\71,371 = ]_, b)\72,371 = 2, b)\,373,1 =
2. And finally transform to A = (4,2,0), which has by 129 = 3, by222 =
2.

Theorem 4.6. Let 0 < [y < Iy < ... < ly < n+s—1. Further
assume that we have deleted s rows from the original Vandermonde
determinant. For convenience put

(496) N=l_,—s+2

Then

(~1)Eays = _ (1))

!
T T
1 _
(497) x?+s co. gl
> H B
kGUn N ] 1 =1
X Cplyts—1(T1y ey Thoys e v o s Thiny v oy Tp) X
kit Akn+I(7
% (_1) 1 NH+I(m)N H (l’z _ xj)
1<5<i<n,
27]7é{k17’kN}

Proof. We introduce an ’induction variable’ m, which goes from 1 to
s — 2. This variable counts the number of times we move backwards
in the same equivalence class E, ;4. ,+1. For each m the exponent of
the extracted monomial decreases and the number of variables in the
new determinant decreases by one. The induction hypothesis is true
for m = 0 by theorem (4.4).
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Assume that the theorem is true for m — 1.

X1 0 Tpts—1-m
— —
l.S*TrL lS*m
1 xn—l—s—l—m o
—_~ /‘\
ls . ls
Ty xn—l—s—l—m
498 n+s—1 n+s—1
( ) T T Tpgs1-m

kEUn+sflfm,lS_1+17m
ls—14+1—m

J
— b . _ _
H (1. .. Hmkl Ty 1) MPlsmrtlmmme L
=1 i=1
—_~ —_—
X €ntots1(T1yyeney Thyye - Tkt  Tpts—1-m)X
X( 1)t I @

1<j<i<n+s—1—m,
7:7j7£{k17"'7kl571+1—m}

An expansion of the same determinant with respect to the last column
gives

1 1
Ty Tn4s—2—m
! 3 z/.\
s—1—m
T X
(_1)n+s—m+lxl 1 n+s—2—m +
n+s—1—-m : . :
(499)  1=0 — —
S S
Ty T Tpasom
n+s—1 n+s—1
Ty n+s—2—m

+ G(xn-i—s—l—m)?

where G(Zp45-1-m) are the terms with x, s 1_,, of order ls_1_,, + 1
and higher.
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We now have to pick out the terms which contain a:fjjr;’f_m from
(498) i.e. we have to solve the equation

J
(500) ls—1-m = Z Db ls14+1—mm—1-
h=1
This implies that
(501) kiyi=n+s—1—-—m.
Further
(502) O jlsr41—mm—1 T Oxj1,0s 1 1—mm—1 7 Oxjis 1 —mm-

When m = 1, the bs have the following values:
Oatieca—11 =1, aipt-10 = 2, ba g o110 = 1

PRI bA,ls—l—le—l—l,l =1, b)\ylsfl_l,lsfl_l,l = 2.

If l,_5+1=1[,_4, the last term shall be by;, ,;, ,-11 = 3.

This is accomplished by putting j = l;_o +1 and k; = n + s — 2
followed by suppression of the index k;, which results in a reordering of
the k;s. By equating equations (498) and (499) , cancelling the factor

(=1)nts=mtli-m and equating the coefficients of 2% 1-7

n+s—1—m> we ob-
tain

xy o Tnds—2—m
l/.\ l/‘\

s—m—1 s—m—1
Ty e xn+s—2—m o

— —

ls DY lS

Ty 'rn+s—2—m

n+s—1 n+s—1
Ty e xn+s—2—m

O L

kEUn+sf27m,lS_17'm

ls—1—m 7

— b)\ O _
(xl e I |xkl . xn+s_2_m> 1ls—17MLM

=1 i=1

<

—

Xen—ls-i—s—l(xl; vy Ly e - 7‘Tkls_1—m7 cet axn+s—2—m)x
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X(_1)k1+...+kls_17m+(n+8—1—m)+1(ﬂ')ls_1+17'm H (l’z _ xj)

1<j<i<n+s—2—m,

i g KLk, —m}
Obviously, I(7);,_y41-m = I(m)1._, _m(—1)17""l=1=m "and a compu-
tation shows that the last determinant is equal to

(2 3

kEUn+s—2—m,l571 —m

ls—1—m 7
—~ by _
(x1... kaz e Tpggg ) NPl
j=1 i=1
—_~ —_—
Xen—ls-i—s—l(xl; sy Ly e - 7‘Tkls_1—m7 cet axn+s—2—m)x
X(_1>k1+---+kls_17'm+1(77)ls_17'm H ('IZ _ I])
1<j<i<n+s—2—m,
i, A { k1, ski,_—m}
Now put m = s — 2 to obtain equation (497). O

4.4. Generalized Vandermonde determinants again. In this sec-
tion we will prove a general equation for a generalized Vandermonde
determinant with an arbitrary number of rows deleted in terms of el-
ementary symmetric polynomials. It turns out that this equation is
equivalent to Aitken’s equation (37) for the Schur function which was
stated in the introduction. This is due to the fact that the elementary
symmetric functions of negative index are zero. We will henceforth use
k; as summation indices and we will use {; to keep track of deleted rows
in generalized Vandermonde determinants. In the following theorem
we tacitly assume that our symmetric polynomials are functions of the
variables x1,...,z, or x1,..., 2,11 depending on the circumstances.

Theorem 4.7. Letn and lq, ...l be integers such that 0 < Iy <l <
.. <ly <n+s—1. For convenience put

ks_1=s—1

(503) > zsi i >

kOv---yks—l ko=0 k1=0yk175k0 ks—1:07ks—13ék0---7ks—17éks—27

s—1 s—1
D k=2 g
7=0 7=0
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and let I(m)s be the number of inversions of the permutation ™ =
(koy .-y ks—1).
Then
1 1
T Tn
xil ... xﬁ%
: - : - H (s —a5) | %
PY ’ P 1<j<i<n
(504) oy ek
x?—l—s—l xz—i—s—l
s—1
X Z (_1)(2>+I(W)SHen+k’t—ls—t‘
ko,..osks—1 t=0

Proof. The theorem is true for s = 1 by (474). Assume that the state-
ment is true for s — 1 deleted rows. A simplification shows that

(505)
1 1
T LTn+1
/E 72\
Ty 0 T |
/l\ T\
xy Ty
n+s—1 n+s—1
Ty Lpt1
s—1
+I(mw
(T o) (I i) 3 e
1<j<i<n 1<j<n—1 ko,....ks—2
s—1 lh1=ls—1
_ n+l1 .l
H€n+1+kt—l5+lft - H (xl - er) E (_1> Tnt1
t=1 1<j<i<n 11=0

Z (—1)(;)+I(7T)SH€n+kt—ls+l—t + G(IEn+1),

ko,..sks—1 t=1
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where G(x,41) are the terms with z,; of order [y and higher. An
expansion of the left hand side determinant with respect to the last
column gives

lo—1

(506) Z(_l)nﬂlxlﬁﬂ(_l)(g)ax\w + Go(Tnt1),

11=0

where Gg(z,41) are the terms with x,,1 of order [y and higher. The
induction proof is completed by equating the right hand sides of equa-
tions (505) and (506) , cancelling the factor (—1)"™* and equating the
coefficients of z"! 1 O

Remark 31. The [; are given by the following expression:
(507) {lj};;l =by Kby *...xby_o,
where * means concatenation and
{0} = Ak + ) {Ie} + {ar}, £=0,....,n -2,
(508) {ar} ={1,2,.. ., k1 — Mie}s {Ie} ={1,..., 1},

where {a;}5=0"% > 0 is an increasing sequence for each fixed k, {I;}

contains \,_r_1 — A\,_r elements and A is the usual partition \; > Ay >
>N, >0o0f m.

5. Generalized Vandermonde determinants, difference
equations, symmetric polynomials and representations of
the symmetric group.

The purpose of this section is to point out a connection between
solutions of difference equations, symmetric polynomials and represen-
tation theory of the symmetric group. An important role is played
by determinants generalizing the Vandermonde determinant. To our
knowledge this connection has not been investigated previously. We
hope that some ideas and results presented in this article should be
useful both for the further development of these three subjects and for
their applications.

The equations considered in this section involve the operator A on
the formal series (sums) Y -, cxvg, Where co, ¢y, ... are complex num-
bers, and vg, v1, ... are some fixed elements in a complex linear space.
We will require that two formal series >~ cxvg, and Y. Gpv, are
equal if and only if ¢ = ¢, for all non-negative integers k. The for-
mal series form a linear space with respect to term-wise addition and
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multiplication by complex scalars:

(509) v+ Gk =Y (e + v,

(510) a(z CrUk) = Z QCLU}.
k=0 k=0

The operator A is linear, acts term-wise on the formal series and is
defined on vy, vy, ... as a shift annihilating vy:

(511) Avg =0, Av, = v, 1 <k < 0.
The equations involving A will be called difference equations. Polyno-

mials of A, or in other words difference operators with constant coeffi-
cients, are defined by

(512) Fu(A) = a4, a, #0, agA® = aol,
j=0

where [ is the unit operator, n is a positive integer , and {a;}}_, is a
set of complex numbers.
Throughout this section we will use the notation

(513) [plk = cx
for ¢ = > 77, cxvg. With this notation
(514) o]k = [A"¢lo.
Let us consider formal series solutions
+o0o
(515) 0, = Z CrUk
k=0

to the eigenvalue equation

(516) Fn(A)ep = ey,
where p and {c;}32, are some complex numbers. In order that a series
¢, be a solution to (516) it is necessary and sufficient that

n +o0 +oo n 400
(517) (Z ajAj> <Z ckvk> = Z(Z AjClij)Vk = P Z CrVk,
j=0 k=0 k=0 j=0 =0

or equivalently that the coefficients ¢, satisfy the following recurrence
equation

(518) pcr = Zajcj+k, 0<k<oc.

J=0
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This is a recurrence equation of order n with constant coefficients, and
hence all its solutions can be expressed in terms of the roots r1,...,7,
of the corresponding characteristic equation

n—1

a; ;  ag—p
019 n i 0P
(519) r +;anr L.

= 0.

If n = 1, then the recurrence equation (518) takes the form
(ao — p)Ck + ai1Cp41 = 0.
The characteristic equation (519) takes the form

apg — p
aq

r—+ =0,
and has only one root 7, = —“-2. Thus ¢; = dirf = dl(%)k for some

complex parameter d;. So, when n = 1, any formal series solution ¢,
of the equation (516) has the form

0 0 0 — ag
0o = Zdlr'ka = Zdl( o )kvk.
k=0 k=0

The parameter d; can assume specific values for instance when ¢, sat-
isfies some initial conditions.

Henceforth, without any further notice, we will always assume that
n > 1.

5.1. The simple root case. In this and the next section we will con-
sider only the case when all the roots of (519) are simple, that is r; # r;
for 7,5 € {1,--+,n} such that ¢ # j.

If this is the case, then all solutions of (518) can be expressed in the
form

(520) = _drf,
=1

where {d;}]_; are some complex parameters which can assume specific
values if, for example, some initial conditions are to be satisfied by ¢,.
Suppose that ¢, satisfies the following n initial conditions

(521) [Polni = [A" " 0olo = Yni, i € {1,...,n}.
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These conditions are equivalent to the following linear system of equa-
tions for dy,...,d, :

! it ot dy Yn—1
(522) U L di | =1 vy |,
1 1 1 d, Yo
where the matrix of the system V(ry,--- r,) = (T;?_i>1§i7j§n is the

well-known Vandermonde matrix, whose determinant

(523) det(V(ry,--+,rp)) = H (ri —1;)

1<i<j<n
is non-zero since we consider the case when r4,...,r, are pairwise dis-
tinct. By Cramer’s rule the system (522) has the unique solution
det (=
(524) dy = =) cle{l,... n},
H (ri = 75)
1<i<j<n

where =Z; is the matrix obtained by replacing the [:th column of the
matrix V(ry,---,r,) by the column vector on the right hand side of
(522). Expanding det(Z;) with respect to the [:th column gives

(525) det(Z)) = Y (=1)" My det (Vyn,...1:m) (r(1))) ,
m=1

where r(I) = (ry,...,71,...,7,) denotes the vector obtained from r =
(r1,...,r,) by removing the l:th coordinate, Y(n,...,1;m) denotes
the vector obtained from the vector (n,...,1) by removing the m:th
coordinate, and the (n—1) x (n—1) matrix Vy (. 1.m)(r (1)) is obtained
from the matrix V(ry,...,r,) by deleting the [:th column and the m:th
row.

The determinant of the matrix Vy (5, 1.m)(r()) can be expressed us-
ing the elementary symmetric polynomials ey as follows:

det (Vy(n ..... l,m)(rr(l») =

(526) (I Gi-m) enalr).

1<i<j<n
E#DAG#D
Substituting subsequently (526) into (525), (525) into (524), (524) into
(520) and (520) into (515) we get the following result.
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Theorem 5.1. When the characteristic equation (519) has n pairwise
distinct roots vy, ..., 1y, the difference equation (516) has only one for-
mal series solution satisfying the initial conditions (521). This solution
s given by the formula

“+o0 n —
det(=
o= e

e ) D) e kL))

5.2. Simple root case with general initial conditions. Suppose
now that ¢, satisfies the following 7 initial conditions

(528) [@P]M-ﬁ-n—i = [A)\i—‘_n_igpp]o = Yxi+n—i; (&S {17 cee 7n}7
where A = (A1, ..., \,) is a vector of integers such that Ay > Ay > ... >
A > 0. If A =X =... =)\, =0, then (528) is reduced to (521). The

initial conditions (528) are equivalent to the following linear system of
equations for dy,...,d, :

pptnTt .7’;‘1%_} ptnel d; Yni4n1
(529) ri\ﬁ"_.i. .T;‘i+"_.i. it di | =1 Urani

7“1\” . .7’;‘” e dp, Yan
Put Y (\) = (M+n—1,..., \+n—i,..., \,), and denote by Vy(»)(71,...,75)
the matrix of the system (529). In the case when \; = ... =\, = 0,

this matrix becomes the Vandermonde matrix, and hence it is some-
times called a generalized Vandermonde matriz. Its determinant might
be zero even when r,...,r, are pairwise different. If this is the case,
we will say that the pair r = (r1,...,7r,), A= (A1,...,\,) and the ini-
tial value problem (516), (528) is Vandermonde-zero. Otherwise (r, \)
and the initial value problem (516), (528) will be called Vandermonde-
nonzero. When A\ = ... = A, = 0 the initial value problem (516),
(528) is always Vandermonde-nonzero, since the Vandermonde matrix
V(ry,...,r,) has nonzero determinant if and only if ry, ..., r, are pair-
wise different, which is exactly what happens when rq, ..., r, are simple
roots of the characteristic equation (519).
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Ezample 7. If n = 2, then the initial value problem (516), (528) is
Vandermonde-zero if and only if

S e
(530) det ( %\2 %2 ) — ri\1+17,§\2 _ 7,?27,,5\1"1‘1 —0.
r] 5

By assumption r; # 1o as simple roots of the characteristic equation
(519). Thus (530) can not take place when A\; = Ay = 0, since it
becomes 1 —ry = 0. However, when Ay # 0 there are other possibilities.
Namely, if Ay # 0 and 1, # o, then (530) is satisfied if and only if either
ry=0o0rry,=0,orr; #0, ry # 0 and (:—;)’\1_)‘2“ =1.

In this example the condition for the generalized Vandermonde de-
terminant to be zero is formulated very explicitely in terms of the
roots of the characteristic equation when n = 2, and moreover has
clear geometrical interpretation. Such conditions for the generalized
Vandermonde determinant to be zero would be very useful to have for
n > 2 not only with the results of this paper in mind.

If det(Vy(ay (11, ..., 7)) # 0, the system (529) has a unique solution,
which by Cramer’s rule is given by

_ det(Ey(,\)J)
det(Vy()\)(Tl, - ,Tn))
where Zy(y); is the matrix obtained by replacing the /:th column of

Vv (71, ..., 1) by the column vector on the right hand side of (529).
Expansion of det(Zy (y),;) with respect to the l:th column gives

(531) d; cle{l,....n}

(532) det(Zy () = > (=1 My, snm det (Vi pum (r(D))
m=1
where Y (\;m) is the vector obtained from Y (\) by removing the m:th
coordinate A, +n — m.
Substituting subsequently (532) into (531), (531) into (520) and
(520) into (515) we get the following result.

Theorem 5.2. When all n roots ry,...,r, of the characteristic equa-
tion (519) are pairwise distinct, and the initial value problem (516),
(528) is Vandermonde-nonzero, it has only one formal series solution.
This solution is given by the formula

P det(Vy()\)(’f’l,...,’f’n)) ! k

(533) roo m
_ oy det (Vyoum) (1))
= ;(; n;( D™ Y5 tn-m det(Vy oo (1) 1)Uk
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The generalized Vandermonde determinants

det (Vyrn (1)), det (Vyoum (r(1)))

and hence the solution ¢, to the initial-value problem (516), (528)
can be expressed using the elementary and the complete symmetric
polynomials.

We will use some notation from [594]. With this notation, Y'(\) =
A+ 0 and

Axt+§5 = det (Vy()\) (’f’)) .

By (37) the generalized Vandermonde determinant a,ys can be ex-
pressed using the elementary symmetric polynomials as follows:

(534) ayys = ag det (6)\;—i+j)1§i7jgn/ = as Z e(W)ex4s-ws-
wGSn/

where n’ > [(XN'). The identities (37) imply for n > 1 the following
formulas:

det (Vy()\;m) (’f’(l))) =
= H (ri —75) Z 5(w)hy(x;m)+5<nfl>—w5<n71>(T(Z)) =

1<i<j<n WESy_1

(535) CTINGE)
H (ri —75) Z €(w>eY()\;m)+5(n')—w5(n')(T(D)?

1<i<j<n weS,,/
(A A(i£])

where 6 = (n —1,...,0). and n’ > [(Y(\;m)’). Consequently, in
the Vandermonde-nonzero case, the solution to the initial value prob-
lem (516), (528) can be expressed in terms of the complete symmetric
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polynomials and the elementary symmetric polynomials as follows:

n n

=3O -

=1 m=1 H (’f’i—’f’j)

1<i<j<n
(i=0v@y=1
Z €(w>hY()\;m)—w5(”—1) (T(D)
weESn—1 k
ri)vg =
Z 5 h/)\—l-é w5 ) :
(536) Lo

S S )y !
k=0 [=1

=1 m=1 H (ri —rj)

Z g(w)eY()\;m)-Q—M”/)—w(?(”/)(T(D)
wES, s
S c(w)exssuilr)

wESn//

le>vkv

where n” > I(X), and n’ > I[(Y(\;m)").

So far we have discussed the connection between solutions of differ-
ence equations and symmetric polynomials. We will continue by point-
ing out the way the representations of the symmetric group become
involved into solutions of difference equations. The relevant material
on representations of the symmetric group can be found for example
in [573], [579], [661], [663], [802]. By the Frobenius character formula
we obtain

(537) det(Vyy(r)) = det(V(r) | > xalw)e'8, |

HESI|

where S i denotes the set of all conjugacy classes of S|y
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Combining this result with (533), (523) one gets an expression for ¢,
in terms of the characters of the symmetric group. In the Vandermonde-
nonzero case it follows from (537) that

det (VY()\;m) (T(l)))

det (Vy (7))
(538) 1 MAZ_M Xam) () "8 (r (1)
) H (ri —75) Z Xa(p)e, '8, (r) ’
1<i<j<n HES

=0V (=0

where A\(m) is the vector obtained from the vector A by removing the
m:th coordinate A,,, and xx(m) is the character of the corresponding to
A(m) irreducible representation of the symmetric group Siy\x,, COTTe-
sponding to A(m) . This implies that

“+oo

(539) 2o =>_ O (=)™ yr

k=0 =1 m=1

> o (@eg 8(r(1)

1 AESY | Zam o
_ 1 Yk
11 (ri —75) > xawe,'su(r)
1<i<j<n HES,

[\l
(i=DV(=1

In the Vandermonde-zero case we only get solutions if the vector
y of initial conditions on the right hand side of (529) belongs to the
linear space Vy () (r)(C"), or equivalently if it satisfies a system of linear
equations defining V33 (r)(C™). When solutions of (529) exist, they
form an affine subspace of C" of dimension n — T, where T" denotes the
rank of Vy(»)(r).

Remark 32. A similar technique was used in quantum chromodynamics
in the article [28] by Andrews & Onofri, where a simple closed form for
a particular instance of Wilson's loop variables is derived both via group
theory and via ¢g-hypergeometric series.
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6. A new Vandermonde-related determinant and its
connection to difference equations.

6.1. Introduction. The following famous equation

1 1 ... 1
To ™ o Tl
(540) : : : = H (rj —ri)
’ ' . ’ 0<i<j<n—1
O S

was found by Vandermonde.

The purpose of this section is to present a new Vandermonde-related
determinant and to present a new proof of a Vandermonde-related de-
terminant due to Flowe & Harris [315]. For extensive reference on this
subject see [546]. These determinants arise when solving difference
equations by Cramer’s rule, as is outlined in subsection 2. We will use
the notation of Macdonald [594] for symmetric functions.

6.2. Formal series solutions of difference equations. In this sub-
section we will consider the multiple root case, that is r; = r; for some
i,7 € {0,--- ,n—1},i # j. Assume that the integers {n; };_{ have been
chosen in such a way that

s—1
(541) Znt:n, ng>...>ng1>0.
t=0

Then if the characteristic equation (519) has s roots ro, ...7s_1 of mul-
tiplicity no, . ..ns_1 respectively, then the coefficients ¢ of ¢, in (515)
are

s—1
(542) Cr = Z Py(k)rt,
t=0

where P;(k) are polynomials in k of degree < n, — 1. Suppose that ¢,
satisfies the initial conditions (521). The initial conditions (521) give
a new system of linear equations:

s—1

(543) > Pk)yrf =y, k=0,..n—1.

t=0

Of course, this system can be solved by Cramer’s rule. First put [489]

(544) P(k) = }g dys <’;L) .
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This produces a natural basis for the solutions of the difference equation
(516). The equations (543) and (544) then give a system of n linear
equations for the coefficients dj, ¢ :

s—1 min(k,ng—1)
k
(545) Z Z dh,t<h)rf:yk, k=0,...n—1.

6.3. A new Vandermonde-related determinant.

Definition 9. Let 0 <t < s—1. Then

(546) V(r,) = (é)r§ (;)ri_] (mz‘_1>7;z'+1—nt
(no—ljrlL—l ' ) (n;l)q;?—l—j ) ) (gt—_ll)‘rf—nt

The following two lemmata will be necessary for the proof of the
following theorem:

Lemma 6.1.

hi (1, mm) — hi(ry, oo ) =
_ a; aj _
= > 117 >, 1=
Z]' aj:k7 j€{172»~"vlvm} J Zj aj:k7 je{1727"'7l7n} J
(547)
= (T —Tn) E Hr% =
m n 7 -
Zj aj=k—1, je{l,2,...Immn} J
= (rp — ro)he_1(r1, .o, 7, Ty ), VL
Proof.
a; aj _
> 117 >, I =
Ej aj=k, je{1,2,...I,m} J Z]‘ aj=k, je{1,2,...,l,;n} J

=> 3 T[]0, —rt) =

t=0 Y aj=k—t, j€{1,2,...,1} J

(548) ’

) D VI | GO

t=0 Z]-ll]'zk t, ]6{1 2,.. ,l} J

= (rm —1Tn) Z Hr;-lj, Vi

Zj aj=k—1, je{1,2,....I,m,n} Jj
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Lemma 6.2. The complete symmetric polynomial hy(ry, ..., ry) con-
tains (kjnnjl) terms.

Proof. We first make the following observation, which is proved by
induction:

(549) lz;: (l J;l”i; 2) - (k :ﬁ; 1).

The induction proof of the lemma goes as follows. The statement is
true for m = 1. Assume true for m — 1 variables. Then

k
(550) hk(’f’l,...,’f’m):Z’f’llhk_l(rg,...,’l“m).

1=0
The proof is completed by comparison with (549) and computation of
the number of terms. O
Theorem 6.3. Let rg,..., 751 be all the s roots of the characteristic

equation (519) and let ro, ..., rm_1 be the roots with multiplicity > 1.
If there exists a formal series solution of the difference equation (516)
satisfying the initial conditions (521) then it can be written in the form:

(551) =35 ()b

k=0 t=0 h=0

where {dp¢|h,t € Z, 0 < h <n;,—1, 0 <t <s—1 satisfy the linear
system

do,o
dn()—l,O
: Yo
do m— U1
(552) (V(ro)...V(rs-1)) o=t = ",
dnm—l—l,m—l Yn—1
dO,m
dO,s—l

whose coefficient determinant has the following value:

(553)
D(ro,...,rs 1) = [(V(rg)...V(rs1))| = H ((r; — 7)mm™).

0<i<j<s—1
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Proof. We start with an n x n Vandermonde determinant, which has
a wellknown value given by (540). We divide this determinant into s

blocks of width n; i.e. D = } (ag,...as 1) } , where
1 ... 1
Tt o Temg
2 2
(554) a=| T T Tin
i T

The first index ¢ (0 < ¢ < s — 1) of r denotes the number of the root and
the second index takes the values 1, . .., n;. We are now going to perform
certain transformations of this determinant. To save space, we are only
going to write down block number ¢ in each calculation. We now explain
all transformations of a;. The result after all transformations will be
denoted d;. The process of transformations of a; contains n; — 1 similar
steps. Let u count the number of these steps, i.e. u=1,...,n;,—1. We

now describe the first three steps. Each time we subtract column u from
ne

columns u+1,...,n;. Then by lemma 6.1 we divide by H (reg—Tew)-

l=u+1
m—1
H H (rrs— T’W') H (Try — Ti,j) = } ag, ... Gs—1 } =
k=01<j<i<ng k>i,1<I<n,,1<j<n;
1 0 0
Tt Tt —Tt1 Ttme — Tt
2 2 —1n
e T2 =T Tine —Ti1 | by(6.1) H H( x
= IS , .
Ti1 Tio = Ti1 Tyne — Ti1 k,l k,1
k=0 1=2
n—1 n—1 n—1 n—1 n—1
Tt Te2 —Tin Teme — Tt
1 0 C. 0
Tl 1 c. 1
2 —1n
rir o ha(renree) oo ha(rea, Ten,) L
| = [0 e
Tta h2(7’t,17 Tt,2) T h (Tt,h Tt,m) ( k,l k,l)
. . . . k=0 1=2
n—1
Tt hn—z(ﬁ,l, Tt,z) ce hn—z(T’t,l, Tt,m)
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1 0 0
Tt,l 1 O
7‘?,1 h1(7’t,1,7’t,2) h1(7”t,1,7’t,j) - h1(7‘t,1, Tt,z) 3
x T?,l h’2(rt,17 Tt,2) hQ(rt717 Tt’j) — h‘2(/rt,]_7 ’["t72) 7j Yy e e
it oo (re1,mee)  Paeo (e, Teg) — Paea(ren, Te2)

m—1 ng Nk
by(:6.1) H (H(Tk,l _ Tk,l)H(rkJ — Tkg)) X

k=0 =2 =3
1 0 0
i1 1 0
2
i ha(ren, Te2) 1 3
X 3 = =
Tiq ha(re1,7e2) hi(rea, 72, 75) |07 RRREAL
n—1
1 hna(rensmea)  Paos(ren, Te2,Trg)

= f[ (H(’f’k,l - Tk,l)H(rk,l — Tk,2)> X

k=0 \i=2 1=3
1 0 0 0
Te1 1 0 0
riy ha(rea,reo) 1 0
x 7“21 hz(T’t,b 7“t,2) hl(rt,b Tt,2, Tt,s)
7”21_1 hp—o(Tt1,7t2) hn—3(Te1,Te2,713)

0
0
0

hl(T’t,l, T't,2, Tt,j) - hl(rt,lﬂ’t,zﬂ’t,g)

hn—3(7’t,1, Trt,2, Tt,j) - hn—3(7”t,1, Tt,2>7’t,3)

m—1 nk Nk T
by(6:1) H (H(Tk,l - Tk,l)H(Tk,l - Tk,z)H(Tk,l - Tk,3)> X

k=0 \1=2 =3 1=4
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1 0 0 0
i1 1 0 0
7"3,1 hi(7¢1,7¢2) 1 0
x| 81 ha(rinre2) hi(ren, me2,7e3) 1 :
7"?‘71 h3(7‘t,1, Tt,z) hz(ﬁ,lﬁtgﬂ’t,:&) h1(7‘t,1, T't,2, 7,3, Tt,j)
7"?1 ! hn—2(rt,17 7’t,2) hn—3(7’t,1, Tt2, Tt,3) hn—4(7”t,1, Tt,2, 1,3, Tt,j)

j=4,...,n

We continue this process until the determinant has been 'diagonalized’.
In the end we obtain the equality

,J A= Tig) =
H H (Tkg — T H (Tky —Tij)

k=01<j<I<ny k>i,1<i<n,1<j<n;

m—1
= H H (Tk,l_rrk,j> ‘ CLA(),...CLSA_l

k=01<j<I<ny

(555)

)

where
(556)  dy = (himj(reqs .- 1ej41)), 0<ji<m—1, 0<i<n—1.
Now divide (555) by

IIT e

k=01<j<I<ny

to obtain the equality

(557) H (reg — riy) = | do,...as1 |.

k>i,1<I<ny,1<j<n;

To conclude the proof we will delete the second index of r to obtain
the determinant (553). The coefficient of r will then be given by the
number of terms in the complete symmetric polynomial A, which is
computed by lemma 6.2. O

6.4. A new proof of a Vandermonde-related determinant. In
order to get another coefficient determinant we instead put

ng—1

(558) Py(k) =" dyk".



160 THOMAS ERNST

The equations (543) and (558) give a system of n linear equations for
the coefficients dj, ; :

3

1 ng—
(559) dpk"rF =y, k=0,...n—1.
t h=0

—

S

Il
=)

For notational purposes we need a few definitions.

Definition 10. Let 0 < ¢ < s — 1. Then

(560) |
(8) (2)j!r§ o (nto_l) (ng — 1)lppe?
Ulry) = (Ori ... (;)j'ﬁ . (nti_l) (ng — Dlrt |,
("81)7{‘_1 e (”;l)j!rf_l e (:t__ll) (ng — Dt
and
1 0 .. 0
Tt Tt e T
(561) Vi) = | 7 2rf o Ml
r?'_l (n— i)rf_l ) . (n— 1)’.”_17"?_1

Consequently we get the following result:

Theorem 6.4. Let rq,...,rs_1 be all the s roots of the characteristic
equation (519) and let rq, ..., 7,1 be the roots with multiplicity > 1.
If there exists a formal series solution of the difference equation (516)
satisfying the initial conditions (521) then it can also be written in the
form:

+oo s—1ng—1

(562) 0o = O dusk"rf)v,

k=0 t=0 h=0
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where {dp¢|h,t € Z, 0 < h<n;—1, 0 <t <s— 1} satisfy the linear
system

d0,0
dno—l,O
: Yo
o Iy dom— Y1
(563) <V(7’0)...V(7’s_1)> omet =
dnm71_17m_1 Yn—1
dO,m
d07s—1

whose coefficient determinant has the following value [315],[546] :

D(?"Oj—fa/rs—l) = )(m .. V(rs_l))) —
(564) - s—1 (nt>"t_1
H (CEEDE] | RE | LA R

Proof. [619] Let

i=n—1,j=n;—1
{Cij};:g,j:(]) "

denote the elements of the determinant D(ro,...,rs—1) multiplied by
rijl, ie. by (553)
(565)
s—1 (nt>nt—1
(U(ro) ... Ursa)l = T (g =ra)™m™) (7} 11 kl) :
0<i<j<s—1 t=0 k=1
and let
—~——i=n—1,7=n—1
{ciiicoj=0
denote the elements of the determinant D(ro, ..., rs_ 1), where j denotes

the column number for each root r;, 0 <t < s—1 and 7 denotes the
row number. We must prove by column addition, that

J
(566) Cij = Zajkéﬁ , Q45 = 1, ajr € 7.

k=1
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But this is clear from the following wellknown result, which is called
Lagrange interpolation [249]:

. J
(567) 4! (;) = Za;kik’ a;k € Z.
k=1

It is easily checked that a); = 1, because the highest order coefficients
are equal. |

6.5. The multiple root case with general initial conditions.
Suppose now that ¢, satisfies the initial conditions (528). Let {nj};_,
be integers satisfying Y ;_,n; = n and ny > ... > ng > 0. Then if
the characteristic equation (519) has s roots r1,. .., rs of multiplicities
ni,...,ns respectively, then the coefficients ¢;, of ¢, in (515) can be
written in the form

ZPZ Tla

where P(k) = > 7" ! dhlk; are polynomials in &k of degree < n; — 1
with complex coefﬁ01ents dp. The initial conditions (528) become

(568) > PN +n =i =y, i € {1, 0}

=1

The conditions (568) are equivalent to the following system of linear
equations for the coefficients dj, ;:

s nll

(569) ZZdhlA+n—2)h)\+nZ—y)\i+n_i,i6{1,...,n}.

I=1 h=0
Consequently we get the following result.

Theorem 6.5. Let ry,...,7, be all the n roots of the characteristic
equation (519). If there exists a formal series solution ¢, of the differ-
ence equation (516) satisfying the initial conditions (528), then

s nll

(570) Z szhlk 7))k,

k=0 [=1 h=0
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with {dp; | h,l € Z, 0 < h <n,—1, 1 <[ < s} satisfying the linear
system

do1
: Yhi+n—1
dpy—11 :
(571) V((Tb 711), cee (T8> 718); )‘) = Yxi+n—i )
do,s :
' Yrn
dny—1,5

whose matrix has the form
V((ri,n1), ..., (rg,ng); A) = (V(r,n; A), ., Virs, ng; A)),
where V (ry;,n;; A) denotes the n X n; matrizx

(O A= DIl (A = 1)t
P (N A — )T (N — )t

)\n jl n nl—l >\n
oL A Apt

foralll € {1,...,s}.
If the linear system (571) has no solutions, then there are no formal
series solutions to (516) with initial conditions (528).

When the determinant of the matrix of the system (571) is not zero
the initial value problem (516), (528) will be also called Vandermonde-
nonzero. Otherwise it will be called Vandermonde-zero. It would be
interesting and useful to have a formula for the determinant of the
matrix of the system (571) generalizing the corresponding formulas for
the case of simple roots.

7. ¢-Calculus and physics.

Applications of g-calculus to problems in physics abound. We have
tried to describe this briefly in five separate sections.

7.1. The ¢g-Coulomb problem and the ¢g-hydrogen atom. In 1935
V.Fock [317] studied the O(4) (the group of motions of O(3)) symmetry
of the hydrogen atom. In 1967 R.J.Finkelstein [285] showed how the
complete dynamics of the hydrogen atom is related to O(3) and the
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Schrodinger equation in the momentum representation may be inter-
preted as an integral equation on O(3). The solutions of this integral
equation are the Wigner functions D7 .

In ¢-field theory, the momentum operator is replaced by

(572 poU(e) = 1D, w()

The replacement of a differential operator by a difference operator then
suggests the replacement of the usual continuum by an underlying lattice
or alternatively, by the use of a space with noncommuting coordinates
whose spectra define this lattice [290].

The ¢-Coulomb problem has been studied by Finkelstein in [175],
[141], [294] and by Feigenbaum & Freund [270]. It is shown that the
new wave functions are the matrix elements of the irreducible repre-
sentations of the quantum group SU,(2). This new integral equation
is formulated in terms of the Woronowicz integral. The eigenvalues are
given by a modified Balmer formula which replaces n by {n},. This
is called the ¢g-hydrogen atom. In [288] the orthogonality relations for
SU,(2) were formulated as a Woronowicz integral and a Green function
was expressed by a g-analogue of Wigner functions. In [747] represen-
tations of sU,(2) on a real two-dimensional sphere were constructed in
terms of g-special functions, which include g-spherical harmonics. In
[289] a g-delta distribution was obtained by a deformation of quantum
mechanics. In 1991 Van Isacker [906] generalized the Pauli principle
to four-dimensional space by establishing a connection between O(4)
tensor character and Bose or Fermi statistics.

7.2. General relativity. In [180], a canonical quantization of Yang-
Mills theories was made. In 1996 Finkelstein [291] made a g-deformation
of general relitivity by replacing the Lorentz group by the g-Lorentz
group. The g-Yang-Mills equation has been studied by Kamata and
Nakamula 1999 [501].

7.3. Molecular and nuclear spectroscopy. In 1990 [743] the quan-
tum algebra SU,(2) was applied to rotational spectra of deformed nu-
clei. In 1991 [114] it was also shown that spectra of superdeformed
bands in even-even nuclei, as well as rotational bands with normal
deformation are described approximatively by SU,(2). In 1991 [964],
[966], [965] a quantum group theoretic application to vibrating and ro-
tating diatomic molecules was made. This theoretical model coincides
approximatively with the vibrational Raman spectra. In 1992 [670] a
g-deformed Aufbau principle working for both atoms and monoatomic
ions was proposed from the g-deformed chain SO(4) > SO(3), In 1994
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[603] a g-algebra technique was applied to molecular backbending in
AgH. In 1996 [649] a g-Heisenberg algebra technique was applied to
the superfluidity of *He.

7.4. Elementary particle physics and chemical physics. In 1994
[349] g-analogues of hadron mass sum rules were obtained through
Alexander polynomials of certain knots. In 1996 [293] a ¢g-gauge theory
was used to modify the Moller formula for electron positron annihila-
tion and a g-analogue of Planck’s blackbody spectrum was anticipated
(compare [61]).

In 1997 [504] g-deformed bosons and fermions were used to derive
a generalized Fokker-Planck equation, which easily can be integrated
under stationary conditions and which reproduces the statistical dis-
tributions for these particles for both real and complex g-values. Also
in 1997 [452] a consecutive description of functional methods of quan-
tum field theory for systems of interacting g-particles was given. These
particles obey exotic statistics and appear in many problems of condensed
matter physics, magnetism and quantum optics.

An introduction to the Lipkin model was given in [523]. The ¢-
deformed Lipkin model was presented 1995 [56]. In 1999 [870] a ¢-
deformation of the NJL model for quantum chromodynamics (QCD)
was made.

7.5. String theory. String theory unites quantum theory and general
relativity. A particle’s world line in general relativity is its z-coordinate
as a function of time. A string is a 1-dimensional object in space which
sweeeps out a 2-dimensional world sheet as it moves through space-
time [800]. A tachyon is a superluminal particle which can propagate
with superluminal velocity in gravitational fields [237].

A review of a wide class of papers on applications of
p-adic numbers in mathematical physics is presented.

A major part is devoted to p-adic string theory. p-adic
open string amplitudes (4- and N-tachyon) in terms of
the Tate-Gelfand-Graev gamma function are considered.
An effective tachyon Lagrangian is suggested. Nonlocal-
ity of the Lagrangian leads to acausality of the theory.
It is shown that the field equation corresponding to the
Lagrangian admits a spherically symmetric (soliton-like)
Euclidean solution.

The world sheet of the p-adic open string is the dis-
crete homogeneous Bethe lattice, or the Bruhat-Tits
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tree. p-adic strings thus correspond to a specific dis-
cretization of the world sheet.

The open string world sheet action is constructed in
terms of the Cartier Laplacian on the tree. The p-adic
string amplitudes can be obtained in this way. Adelic
formulas for p-adic string amplitudes are considered both
for open and closed strings. Other p-adic systems, such
as strings with Chan-Paton factors, superstrings, ap-
plications of ultrametric topology in spin glasses, and
p-adic quantum mechanics are briefly discussed. Of spe-
cial interest is the p-adic-quantum group connection,
which appears in consideration of scattering on real and
p-adic symmetric spaces.

A self-contained mathematical introduction includes
the theory of p-adic numbers, p-adic integration and spe-
cial functions, the theory of adeles and algebraic exten-
sions of the field of p-adic numbers [125]. The author
considers the scattering on the p-adic Bruhat-Tits tree
H® =SL(2,Q,)/SL(2, Z,). p-adic zonal spherical func-
tions qﬁg\p ) on H® are defined as functions on the tree
H® whose value at a vertex depends only on the dis-
tance from this vertex to the origin and satisfies the
conditions: (i) gbg\p ) (0) =1, (ii) gbg\p ) is an eigenfunction
of the Cartier Laplacian on the tree.

The explicit expression for ¢E\p ) is given in terms of
Harish-Chandra’s c-function.

The expressions for gb&p ) in terms of Rogers-Askey-
Ismail polynomials and Macdonald polynomials are also

given and connections with spherical functions on SL(2),
are discussed [327].

An introduction to the Tate-Gelfand-Graev gamma function is given
in [328].
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commutative ordinary differen-
tial operators, 117

complete symmetric polynomial,
12

completely multiplicative, 15

complex structure, 29

conformally equivalent, 29

conjugate partition, 5

contiguous relation, 20

Dedekind sum, 107
digamma function, 21
Dirichlet region, 26

double gamma function, 27

Fisenstein series, 26

elementary symmetric polynomial,
12

elliptic function, 26

elliptic integral, 25

Euler number, 22

Euler product, 15

Euler’s dilogarithm, 19

Euler’s transformation formula,
19

Euler-Maclaurin summation for-
mula, 15, 21

Eulerian number, 17, 107

Fermat measure, 53
Fermat’s last theorem, 27
fractional differentiation, 18
function element, 28
fundamental region, 26

Galois field, 65, 121

Gauss second summation theo-
rem, 21

Gauss summation formula, 20

Gegenbauer polynomial, 51

generalised Stirling number, 16

generalised Stirling polynomial,
16

generalized hypergeometric series,
18

generalized Laguerre polynomial,
22

generalized Vandermonde deter-
minant, 125

Genocchi number, 17



214 Thomas Ernst

genus, 29
germ, 29
Goursat problem, 37

Hamiltonian structure, 33
Hermite polynomial, 21

Jacobi theta function, 27
Jacobi triple product identity, 63
Jacobi-Trudi identity, 13

Lagrange interpolation, 161

lattice, 26

Lauricella hypergeometric func-
tion, 83

Legendre duplication formula, 21

Legendre relation, 26

length of partition, 5

Liouville equation, 37

Mehler’s formula, 21

meromorphic continuation, 28

minimal surface, 37

modified Bessel function, 24

monodromy group, 29

multiple Gaussian hypergeomet-
ric series, 24

order of an elliptic function, 26

order of the generalized Heine
series, 48

orientable surface, 29

Orr product, 22

partition, 5

partition function, 15

pentagonal number theorem, 15

Pfaff-Kummer transformation for-
mula, 20

Pfaff-Saalschiitz summation for-
mula, 20

Pochhammer integral, 19

Pochhammer symbol, 16

Poisson bracket, 33

power sum, 14
pseudospherical surface, 37

quintic equation, 27

reciprocity theorem, 107
reduction formula, 27

regular singular point, 20
representation theory, 28
Riemann period matrix, 30
Riemann sphere, 26

Riemann surface, 28
Riemann theta function, 30
Riemann-Hurwitz formula, 29

Schottky problem, 30

secant number, 22

sheaf of germs of meromorphic
functions, 29

Stirling numbers of the first kind,
16

Stirling numbers of the second
kind, 16

symbolic method of the theory
of invariants, 113

symmetric function, 5

symmetric polynomial, 11

tangent number, 21

theta characteristic, 27
theta constant, 28

theta group, 28

theta identities, 28

total order of branching, 29

uniformisation theorem, 29
universal covering surface, 29

Vandermonde’s convolution, 109

Weierstrass p-function, 26
Weierstrass elementary factors,
26
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Weierstrass elliptic function, 27,
33

Weierstrass factorization theorem,
55

Weierstrass zeta-function, 26

weight of partition, 5
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Index after 1900

R-separation of variables, 118

p-adic integration, 165

p-adic number, 108, 165

g-Appell function, 122

g-Bell number, 107, 108

g-Bell polynomial, 70

¢-Bernoulli number (Carlitz), 106

¢-Bernoulli number (Nérlund),
106

g-Bernoulli polynomial (Carlitz),
106

g-Bernoulli polynomial (Nérlund),
106

g-Bessel function, 119, 121

g-Catalan number, 110

g-Catalan polynomial, 110

g-Charlier polynomial, 107, 119

g-Clausen product, 110

g-Euler number, 74, 106

g-Euler-Maclaurin expansion, 114

g-Eulerian number, 107

g-Eulerian polynomial, 107

g¢-Faa di Bruno formula, 70

g-Fibonacci sequence, 108

g-Fourier transform, 111

g-Frobenius character formula, 11

g-Gegenbauer polynomial, 119

¢-Gould polynomial, 110

¢-Gould-Hsu inverse relation, 109

g-Kac-Moody Lie algebra, 117

g-Laguerre polynomial, 114

g-Lauricella series, 122

g-Mehler formula, 114

¢-Orr product, 110

g-Poisson distribution, 107

g-Schur algebra, 121

g-Stirling number, 106

g-Stirling number of the second
kind, 107

g-Stirling polynomial, 110

q-Taylor expansion, 77

g-Taylor formula, 105

g¢-Vandermonde convolution, 109

g-Vandermonde transformation,
109

q-Wronskian, 121

g-addition, 77

g-algebra, 117

g-analogue of p-adic Dirichlet se-
ries, 108

g-analogue of Abel’s series, 114

g-analogue of De Moivre’s for-
mula, 78, 81

g-analogue of Dedekind sum, 108

g-analogue of Dobinski’s equal-

ity, 107

g-analogue of Laplace transform,
111

g-analogue of Lebesgue measure,
111

g-analogue of Riemanns (— func-
tion, 108

g-analogue of Stirling’s formula,
39

g-analogue of de Rham cohomol-
ogy, 125

g-analogue of functional compo-
sition, 41

g-analogue of homological alge-
bra, 121

g-analogue of the Hankel inte-
gral, 121

g-analogue of the Lagrange in-
version formula, 114
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g-analogue of the Schur polyno-
mials, 126

g-analogue of the digamma func-
tion, 87

g-analogue of the dilogarithm, 87

g-analogue of the exponential func-
tion (Jackson), 54, 72

g-analogue of the factorial func-
tion, 40

g-analogue of the hyperbolic func-
tion, 75, 80

g-analogue of the natural num-
bers, 40

g-analogue of the semifactorial
function, 40

g-analogue of trigonometric func-
tion, 72

g-analogues of the binomial, neg-
ative binomial, Poisson,
geometric and gamma dis-
tributions, 110

g-coaddition, 80

g-cosubtraction, 80

g-deformation of the symmetric
group, 125

g-deformed e(4), 120

g-delta distribution, 163

g-derivative, 78

g-difference Galois group, 110

g-difference operator, 40

g-disease, 4

g-hook rule, 7

g-integration by parts, 54

g-linear lattice, 113

g-multinomial coefficient, 70

g-oscillator algebra, 119

g-polynomials in several variables,
122

g-secant number, 74

g-shifted factorial, 44

g-spherical harmonics, 163

g-subtraction, 77

g-tangent number, 74
g-umbral calculus, 114

addition theorem for ¢g-hyperbolic
function, 75, 80, 82

addition theorem for g-trigonometric

function, 73, 74, 79, 82
Alexander polynomial, 164
algebraic extensions of the field

of p-adic numbers, 165
almost poised g-hypergeometric

series, 45
alternating group, 11
Appell function, 25

Bailey’s 1949 lemma, 93

Bailey’s summation formula, 24

balanced ¢-hypergeometric series,
45

bibasic analogue, 122

branch point singularities, 34

chain reaction, 109

chain rule, 41

characteristic equation , 146

characteristic map, 14

Chevalley group, 120

Cigler’s operational method, 70

complete symmetric function, 12

contiguous relation, 24, 110

continuous ¢-Jacobi polynomial,
120

contour integral, 23

cusp, 112

dual object, 9

elementary Schur polynomial, 126

elementary symmetric function,
12

elliptic algebra, 112

equivalence relation, 137

Euclidean algebra, 119
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Euclidean group, 120

Euler-Maclaurin summation for-
mula, 39

Eulerian family of polynomials,
114

Eulerian generating function, 41

Faa di Bruno polynomial, 34

factorization method, 117

finite-gap solution, 32

Fock representation of the Vira-
soro algebra, 126

forgotten symmetric function, 13

formal series, 144

fourth order ¢-difference equa-
tion, 122

fractional ¢-differentiation, 83

Frobenius character formula, 8,
151

Galois number, 65

gamma factors, 39

generalized Bernoulli number, 17,
109

generalized Bernoulli polynomial,
17, 109

generalized Vandermonde matrix,
148

Gessel g-chain rule, 41

Gould polynomial, 109

Gould-Hopper polynomial, 114

Gould-Hsu inverse relations, 109

group of Lie type, 120

Gruppenpest, 4

Hall-Littlewood polynomial, 123
Hecke algebra, 125

higher Stirling formula, 39
Hilbert scheme, 109
Hille-Hardy formula, 24

hook rule, 7

ideal, 7

integral of Jordan-Pochhammer
type, 124

inverse scattering method, 34

involution, 13, 44

Jack polynomial, 123

Kampé de Fériet function, 122

Krall polynomial, 122

Kurokawa’s double sine function,
39

Lauricella’s D-type hypergeomet-
ric equation, 39

Lax-pair, 32

Leibniz’ g-theorem, 67

Lie algebra of plane motions, 119

Littlewood-Richardson ring, 14

Macdonald polynomial, 109, 165

Macdonald symmetric polynomial,
123, 124

Macdonald’s ¢g-difference opera-
tor, 125

Mock theta function, 107

multiple ¢g-gamma function, 39

multiple gamma function, 39

multiple Hurwitz zeta function,
39

Norlund g-Taylor expansion, 106

nearly-poised ¢-hypergeometric
series, 45

nearly-poised hypergeometric se-
ries, 18

new Rogers-Ramanujan type iden-
tities, 110, 111

nonsymmetric Macdonald poly-
nomials, 125

order of E,(z), 55
order of the centralizer, 10
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parameter augmentation method,
114

permutation character, 9

permutation module, 11

pest of group theory, 4

power function, 79

pseudo-Euclidean algebra, 119

pseudodifferential operator, 34

quantum affine algebra, 112

ribbon determinant formula, 126

ring of symmetric functions, 11

Rogers-Askey-Ismail polynomial,
165

Sato theory, 34, 125

Schouten bracket, 33

Schur algebra, 121

Schur function, 13

Schur module, 8

Schur polynomial, 126

Sears’ 1951 transformation for-
mula, 89

Selberg zeta function, 39

Specht module, 11

spectral parameter, 32

spherical functions on SL(2),, 165

Sturm-Liouville ¢g-difference equa-
tion, 110

symmetric space, 29

Tate-Gelfand-Graev gamma func-
tion, 164

theorem of Jensen on convolu-
tions, 109

torus, 37

two-dimensional Euclidean quan-
tum algebra, 119

Vandermonde-zero, 148
very-well-poised ¢-hypergeometric
series, 45

very-well-poised hypergeometric
series, 18

Vigneras multiple gamma func-
tion, 39

Watson’s classical notation, 42

Watson’s summation theorem, 24

well-poised ¢-hypergeometric se-
ries, 45

well-poised hypergeometric series,
18

Weyl’s character formula, 125

Weyl-Kac character formula , 64

Young frame, 5
Young symmetrizer, 7
Young tableau, 6

zonal polynomials, 123
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Physics index

R-matrix, 114

SU(2) Seiberg-Witten theory, 25

W-algebra, 35

p-adic numbers in physics, 164

p-adic open string amplitudes,
164

p-adic quantum mechanics, 165

p-adic string theory, 164

p-adic symmetric spaces, 165

p-adic zonal spherical function,
165

p-adic-quantum group, 165

g-Bargmann space, 115

g-Berry phase calculation, 115

g-Calogero-Moser equation, 35

g-Coulomb problem, 163

g-Dirac equation, 116

q-Green formula, 116

g-Helmholtz equation, 119

g-Hodge star operator, 115

q¢-KP equation, 35

¢-Klein-Gordon equation, 116

g-Laplace-Beltrami operator, 115

g-Lie-derivative, 115

g-Lorentz group, 116, 163

g-Maxwell equation, 115

g-Minkowski space-time coordi-
nates, 115

g-Miura transformation, 35

g-Poincaré group, 115

g-Schrodinger equation, 116

g-Stokes theorem, 116

g-Toda equation, 35

g-Yang-Mills equation, 163

g-analogue of Planck’s blackbody
spectrum, 164

g-analogue of Wigner function,
163

g-analogue of conformal field the-
ory, 112

g-analogue of the harmonic os-
cillator, 115

g-analogues of the 3-j and 6-j
coefficients, 43

g-boson coherent state, 115

g-coderivative, 115

g-d’Alembert equation, 115

g-deformation of general relativ-
ity, 163

g-deformation of the NJL model
for quantum chromody-
namics, 164

g-deformation of the Witt alge-
bra, 116

g-deformed Aufbau principle, 163

g-deformed Heisenberg algebra,
117

g-deformed Lipkin model, 164

g-deformed bosons and fermions,
164

g-deformed chain, 163

q-dressing operator, 118

g-exterior derivative, 115

g-field theory, 163

g-gauge theory, 164

g-heat equation, 119

g-hydrogen atom, 163

g-momentum operator, 116

xyz Heisenberg equation, 36

adelic formulas for p-adic string
amplitudes, 165
AKNS hierarchy, 35

Backlund transformation, 30
Bethe Ansatz, 37, 38
black holes, 35
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Boussinesq hierarchy, 35
Bruhat-Tits tree, 164, 165
Burger’s equation, 35

Calogero-Moser model, 36

Cartier Laplacian on the tree,
165

Cole-Hopf transformation, 35

cosmological constant, 116

de Sitter model, 116

discretization of the world sheet,
164

Doebner-Goldin equation, 116

dressing operator, 118

Ehrenfest theorem, 116
eight-vertex model, 37
Einstein equation, 36

Ernst equation, 36
Euler top, 27, 32

ferromagnetism, 36

Gaudin model, 32

generalized Fokker-Planck equa-
tion, 164

Goryachev-Chaplygin top, 32

hadron, 34

hadron mass sum rule, 164
Harish-Chandra’s c-function, 165
Harper equation, 38

Harry Dym type, 34

heat equation, 35

Hofstadter problem, 38

ising model, 36

KdV hierarchy, 30, 33

Klein-Gordon equation, 118

Knizhnik-Zamolodchikov equation,
111

Kowalewski top, 32

KP-hierarchy, 30

Landau gauge, 38

Liouville quantum field theory,
123

Lipkin model, 164

Moller formula for electron positron
annihilation, 164

Melnikov hierarchy, 36

Miura transformation, 34

modified Balmer formula, 163

molecular backbending in AgH,
164

momentum operator, 163

monoatomic ion, 163

Nahm’s equation, 38
Navier-Stokes equation, 33
non-commutative geometry, 115
non-linear ¢ model, 34
nucleon, 34

open string world sheet action,
165

Painlevé property, 30
Ponzano-Regge model, 116
Potts model, 36

quantum zyz model, 37
quantum anti-de Sitter space, 116
quantum Boussinesq equation, 35
quantum chaos, 36

quantum chromodynamics, 164
quantum gravity, 116

quantum Hall effect, 125
quantum hyperplane, 115
quantum optics, 164

quantum plane, 71

quantum superplane, 115

quark, 114
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rotational spectra of deformed
nuclei, 163
Ruijsenaars-Schneider model, 36

Schrodinger equation, 33

sine-Gordon equation, 35

soliton, 30

spherical top, 35

spider, 116

string theory, 34

superfluidity of *He., 164

superluminal particle, 164

superluminal velocity, 164

symmetric g-analogue, 76

symmetric ¢-difference operator,
76

tachyon, 164

tachyon Lagrangian, 164
Thirring model, 32
Turaev-Viro model, 116
Tgzitzeica equation, 38

vertex operator algebra, 113

vibrating and rotating diatomic
molecules, 163

vibrational Raman spectra, 163

wave equation in space-time, 118
WDVYV hierarchy, 35
Wess-Zumino term, 35
Whitham equation, 36

Wigner function, 163

Wilson’s loop variables, 152
world line, 164

world sheet, 164

Woronowicz integral, 163
WZNW model, 34

Yang-Baxter equation, 111
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Name index before 1900

Abel, 26 Pfaft, 19
Archimedes, 53 Pincherle, 23, 117
Poincaré, 29
Bianchi, 37
Rogers, 51
Cauchy, 49 Rothe, 49
Clausen, 21
Clebsch, 113 Schwarz, 29
Schweins, 49
Darboux, 117 Sonine, 22
Dirichlet, 42 Stirling, 19
Dobinski, 17 Sylvester, 75
Euler, 15, 16, 19, 27, 40, 42, 48, Thomae, 22, 28, 51

50, 53, 63, 66, 71, 73, 76
Vandermonde, 19
Faa di Bruno, 21

Fermat, 53 Wallis, 18
Floquet, 117

Gauss, 15, 19, 20, 26, 27, 39, 43,
49, 64, 70, 72

Gordan, 113

Goursat, 22

Heine, 20, 42, 43, 48, 49, 51
Hindenburg, 20

Jacobi, 13, 20, 25-27, 49, 63, 67
Jordan, 120

Klein, 29

L’Hopital, 18
Lagrange, 20
Leibniz, 18
Luo, 16

Mathieu, 120
Mellin, 23

Newton, 5
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Name index after 1900

Abdi, 111

Aitken, 13, 142
Al-Salam, 113
Andrews, 106, 152
Aomoto, 124
Apostol, 106
Awata, 124

Barnes, 23, 39
Barsotti, 118
Bender, 109
Borcea, 112
Bowman, 123
Brauer, 120
Burchnall, 117
Burnside, 120

Carlitz, 106
Chaundy, 117
Cherednik, 125
Chu Wenchang, 109

Dipper, 121
Dixon, 23

Donkin, 121
Dougall, 23
Dunkl, 125

Etingof, 124

Fasenmyer, 108
Feinsilver, 110
Feit, 120
Feldheim, 24
Flanders, 117
Fox, 124
Frenkel E., 35
Frenkel I., 111

Gessel, 41

Thomas Ernst

Gorenstein, 120
Gupta, 83, 122

Hardy, 39
Hirota, 30
Horikawa, 110
Horn J., 25
Hull, 117

Iliev, 35
Infeld, 117

Jackson, 39, 40, 46, 52-54, 65,

76, 88, 90
Jacobson, 117
James, 121
Jing, 123
Johnson, 70

Kalnins, 117
Kaneko, 124
Kanie, 124
Karlsson, 24, 123
Khan , 114
Kirillov, 87, 124
Klimyk, 63
Koebe, 29
Konno, 124
Krichever, 118
Kruskal, 33
Kurokawa, 39
Kuznetsov, 124

Lax, 117

Macdonald, 125
MacMahon, 52
Matsuo, 54
Mendez, 126
Miller, 117
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Mimachi, 57, 124 Ueno, 39
Moak, 39 Ujino, 125
Norlund, 106 Van der Jeugt, 43
Nakayashiki, 118 van Diejen, 123
Nishino, 125 Vandiver, 106
Nishizawa, 39 Vilenkin, 63
Noumi, 125 von Neumann, 4
Novikov, 30
Wallenberg, 117
Okounkov, 124 Wallisser, 105
Onofri, 152 Ward, 77
Ore, 117 Watson, 24, 48, 52, 87
Weisner, 117
Pitre, 43 Weiss, 30
Pringsheim, 48 Whipple, 23
Wilf, 108
Rajeswari, 43
Ramanujan, 52 Yen, 109
Rao, 43 Young, 113
eid, 1
Eesh’etii?n, 111 Zeilberger, 108
Rogov, 124
Rota, 114
Sahi, 123
Satoh, 106
Saxena, 83
Schur, 117
Sears, 110
Sklyanin, 124
Slater, 110
Smith, 48, 51

Sparre Andersen, 109

Srivastava B., 122

Srivastava H.M., 24, 87, 106, 109,
123

Sulanke, 109

Swarttouw, 110

Thompson, 120
Todorov, 109
Tsuchiya, 124
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Aitchison, 35

Baxter, 37
Bethe, 37
Biedenharn, 115

Chowdhury, 118
Connes, 115

Dashen, 111
Dijkgraaf, 35
Dobrev, 115
Drinfeld, 114

Feigenbaum, 163
Finkelstein, 162
Floreanini, 117
Fock, 162
Freund, 124, 163
Frishman, 111

Hasimoto, 38
Jimbo, 114

Klimek, 116
Kuryshkin, 115

Lapointe, 123

Macfarlane, 115
Majid, 115
Manin, 115
Meyer, 115

Mukhopadhaya, 118

Ogievetski, 115
Pillin, 115

Salam, 123
Santilli, 114

Thomas Ernst

Shabat, 118

Verlinde, 35
Vinet, 117, 123
von Klitzing, 125

Wess, 115
Wigner, 163
Witten, 35
Woronowicz, 115
Wybourne, 123

Zakharov, 118
Zumino, 32, 115
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List of notation chapter 1

(@)n, 16 p(2), 26
(ay,a9,...,0n),, 16 ((2), 26
B, 17 JF,, 18
B,(x), 17 arys, 6
B (x), 17 ch, 14
B,(a), 17 ex, 12
E(2), 25 €k 12
F(z), 25 fxs 13
Gn, 17 g, 29
H,(\), 17 Iy, T
Lis(2), 19 hx, 13
S, 29 hy, 12
S(n, k), 16 [(A), 5
Topy1, 21 m, 5
T)\, 7 my, 12
Y'7 6 p(n)7 15
ap,...,a px, 14
F{bi,...,bf]’w P, 14
A 11 8(71, k), 16
Q;ja 30 S), 13
Uy, 9 sn(w), 26
U(z), 21 Ap, 11
5. 26 SA 11
O(z), 30 Sy, 8
X)\(:u)v 8 Sms 7
5.5 Sr, 10
i;,55 ¢y 10
LIy, ... x,)], 11 Iy, 7
B, 17
Son, 22
S, 8
U, 29
w, 13
o(z), 26
83(2), 27
S, 29
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Sy 9
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List of notation chapters 2,3

B, 4, 107
Bug(z), 107
Bi(a.1). 6
Cosq( ), 7
Cosh: (:17)

(josh,(x)
Dy, 40
D,, 79
By ,(x), 104
Ei(2), 56
E,n(z), 103
E,(z), 54
GF(q), 65, 121
H, ,(\), 107
nqg(A,x), 107
LiQ(z,q 3 87
Log,(z), 79
PSL(2,Z), 112
P,(X;q.t), 123
Sq(n, k), 107
Sing(z), 72
Sﬁnh%(x),75
Sinhg(x), 75
Suy(1,1), 119
Tont1(q), 74
U,(suq), 119
[M f](z), 6
[T f](), 65
], 76
Lyr(z), 85
T,(x), 85
U, (z), 87
71, 81
g, 78
(kl,kgﬁ.qknz)
(3), 64

(a; @)oo, 46

, 70

q

cos:(aﬂ, 74

coshi(x), 75
coshy(x), 75
ei(z
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List of notation chapter 4

Eotot,_ i1, 137
Gl(n,C), 125

N, 139
Sp(2n+1,C), 125
Sp(2n,R), 125
U(n), 125

Uy n, 128

Xy, 126

e, 128

=, 127

%, 144

D kon ey 142
brjem 137

k, 128

I, 139

pn(T1, 20, . ..), 126
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List of notation chapters 5-7

A, 144
D(’f’o, ceey TS—1>7 155
DI 163
F,, 145
0(3), 162
0(4), 162
}%(k),153
U,(2), 163

( ), 159
V(ry, - ,rp), 147

( ), 154, 159

Yoy (1, .. 1), 148

vy ,,,,, vy (r(1)), 147
Y (. 148
Y (A;m), 149
Ey(A)J, 149
=, 147
5™ 150
it
<V(7’0) . V(rs_l)), 160
S,., 151
oo 15
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i, 160
Cij, 160
d;, 147
Dg, 163
T, 146
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