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Abstract. This essay discusses several issues that have been overlooked in the U.S. National and
IPCC assessments. These include the effect on the climate system of anthropogenic land-use change,
and the biological influence of enhanced concentrations of atmospheric carbon dioxide. Evidence
is presented to demonstrate the important role of these human disturbances to the earth’s climate.
Several hypotheses are proposed to test which are based on our research results. These include
whether human-caused landscape change has an effect at all time scales on local, regional, and global
climate that is at least as important as currently expected to be caused by the radiative effect of the
anthropogenic doubling of the effective greenhouse gas concentrations. In addition, since landscape
(and other atmosphere-surface) interactions involve complex, nonlinear feedbacks, accurate predic-
tion of climate variables beyond seasonal time scales may not be possible. As an alternate paradigm, a
vulnerability assessment approach is proposed in which the entire spectrum of environmental stresses
are evaluated in order to determine the greatest threats to specific resources.

The mandates of the Intergovernmental Panel on Climate Change (IPCC) is to
review ‘any change in climate over time, whether due to natural variability or as a
result of human activity’ (www.ipcc.ch). This essay, however, argues that at least
two important forcings have been excluded in the IPCC study and U.S National
assessment (http://www.nacc.usgcrp.gov). These are the effect on global climate
of anthropogenic land cover change and the biological effect of anthropogenically
increased concentrations of carbon dioxide. The consideration of these two forc-
ings makes the 1995 IPCC conclusion that ‘. . . the balance of evidence suggests
a discernible human influence on global climate. . . ’ even more obvious, although
the relative attribution to specific forcings (such as the radiative effect of increased
CO2) is even more difficult. As Rodhe et al. (2000) have noted, to quantify climatic
forcings from the temperature record in models, it is necessary that ‘all important
forcings, their variations, and their uncertainties have been accurately included,
except for the one that is to be quantified’.

If these two forcings are indeed important, it raises the possibility that general
circulation models (GCMs) that are integrated without these forcings and are con-
sistent with the observational record are realistic for the wrong physical reasons.

There is considerable recent research work that demonstrates the importance
of the two forcings. Recent reviews, with numerous peer reviewed citations, in-
clude Cotton and Pielke (1995), Claussen (2001), Pitman et al. (1999), Pielke
et al. (1998), Pielke (2001), Avissar (1995) and Eugster et al. (2000). These re-
view papers summarize a wide range of research that documents the role of short
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(biophysical), medium (biogeochemical), and long-term (biogeographic) effects
of landscape processes on weather and climate. Biophysical effects include, for
example, the influence of transpiration on the ratio of sensible and latent turbulent
fluxes in the surface heat budget. Biogeochemical effects include the growth of
plants, which alter the amount of transpiring leaf surface and the surface albedo,
as well as the storage of carbon. Biogeographic influences involve the alteration of
vegetation species composition over time.

Figure 1 provides an example of the important role of land surface on deep
cumulus convection for an individual day. Figure 1a is the model result for a
specific date of cumulonimbus development over the central Great Plains of the
United States using the ‘current’ landscape as of 1989. Figure 1b uses landscape
that represents a ‘natural’ state. Pielke et al. (1997) discuss this experiment, and
Shaw et al. (1997), Grasso (1996), and Ziegler et al. (1997) provide real world
observational validation of the results for the current landscape. This body of work
clearly shows that in the model, the alteration of the landscape (with a reduction
in transpiration in the natural landscape) resulted in a reduction in cumulonimbus
cloud activity.

Pielke et al. (1999a) reported that the observed reduction in July–August rainfall
of about 10% in south Florida this century is of the same order as simulated by a
model when the observed land-use change over this time period is used to represent
the earth’s surface. Chase et al. (1996, 2000) showed, using the CCM2 and CCM3
GCMs at NCAR, that land-use change, particularly in the tropical rainforests, can
teleconnect to the middle and higher latitudes, resulting in major alterations to
global climate. Figure 2, reproduced from Chase et al. (2000), illustrates the sim-
ulated 10-year averaged January near-surface temperature changes which resulted
from a conversion of the natural landscape to the current landscape. In this exper-
iment, only about 8% of the earth’s land surface was actually changed, such that
this is a conservative experiment. Actual landscape change has been estimated to
be as high as 45% by Vitousek et al. (1997). Figure 3 from Klein (2001), illustrates
the large change of landscape by human activity, much of which has occurred since
1900.

Climate as an integration of atmospheric, ocean, cryosphere, and land-surface
processes is inherently unpredictable beyond some period if the linkages between
parts of the earth system are sufficiently nonlinear (Pielke, 1998). There is no
demonstrable skill beyond seasonal time scales, for example, and even in that
time period only statistical models have shown skill (Landsea and Knaff, 2000).
Eastman et al. (2001) and Lu et al. (2001) provide examples of such nonlinearities.
Lu (1999), for example, demonstrates using a coupled atmosphere-land surface
modeling system (RAMS-CENTURY), the role of seasonal vegetation growth on
the evolution of seasonal weather in the central Great Plains of the United States.
Soil moisture plays a critical role at the beginning of the growing season on the
evolution of the seasonal weather in this region (Pielke et al., 1999b).
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Figure 1. Model output cloud and water vapor mixing ratio fields on the third nested grid (grid 4) at
21 GMT on 15 May 1991. The clouds are depicted by white surfaces with qc = 0.01 g/kg, with the
sun illuminating the clouds from the west. The vapor mixing ratio in the planetary boundary layer
is depicted by the light green surface with qv = 8 g/kg. Areas formed by the intersection of clouds
or the vapor field with lateral boundaries are flat surfaces, and visible ground implies qv < 8 g/kg.
The vertical axis is height, and the backplanes are the north and east sides of the grid domain (from
Pielke et al., 1997).
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Figure 2. Simulated January reference height temperature difference (current-natural) (C); regions of
statistically significant differences are shaded. (from Chase et al., 2000).

Figure 3. Estimate changes in land cover and population from 1700 to 1995; the ‘other’ class includes
all non-forested and non-agricultural vegetation types, such as grasslands, tundra, and deserts. (from
Klein, 2001).
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Figure 4. RAMS/GEMTM coupled model results – the seasonal domain-averaged (central Great
Plains) for 210 days during the growing season, contributions to maximum daily temperature, mini-
mum daily temperature, precipitation, and leaf area index (LAI) due to: f1 = natural vegetation, f2 =
2 × CO2 radiation, and f3 = 2 × CO2 biology (adapted from Eastman et al., 2001).

Figure 4, adapted from Eastman et al. (2001), shows the results using a cou-
pled atmospheric-land surface modeling system (RAMS-GEMTM) over the central
Great Plains where the relative importance of land use change, doubled CO2 in the
radiation calculation, and doubled CO2 in the biophysical/biogeochemical calcu-
lation are examined in a 210-day model run during the growing season. This is a
sensitivity experiment to explore whether the effects of improved water use effi-
ciency per stoma on the plant (a biophysical effect) and vegetation growth changes
(a biogeochemical effect) associated with increased CO2 are likely to have regional
climate consequences.

The model results indicate that the biophysical/biogeochemical effect of a
doubling of CO2 would have an immediate, and much more important effect on
seasonal weather, whereas the radiative effect of increased CO2 is governed by the
thermal response time scale of the atmosphere-ocean components of the climate
system which have a 15–25 year or longer response time, depending on the rate of
radiative forcing change (Harvey, 2000). While the biological effect of enhanced
CO2, still needs to be investigated for other regions and time scales, its importance
on seasonal time scales suggests that it will also be important on even longer time
scales. A climate change model which does not investigate the biogeochemical
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effect of increased CO2 on longer-term climate change is therefore incomplete. In
Figure 4, a conversion of the current landscape to the natural landscape in this
region, and the effect of a doubling of CO2 in the biophysical/biogeochemical
calculation are both shown to produce cooling.

This result indicates that climate change as realized at the regional scale in-
volves more than just the radiative effect of a global change in CO2, and other
greenhouse gas and aerosol concentrations. If enough land areas are similarly af-
fected, a global feedback response should be expected, as shown in the Chase et al.
(1996, 2000) land-use change experiment.

There are three main hypotheses from this work that need to be rigorously
tested.

1. Landscape directly and indirectly influences the earth’s energy budget through
biophysical, biogeochemical, and biogeographic effects.

2. Human-caused land-use change has an effect at all time scales on local, re-
gional, and global climate that is at least as important as currently expected to
be caused by the radiative effect of the anthropogenic doubling of the effective
greenhouse gas concentrations.

3. Since landscape (and other atmosphere-surface) interactions involve complex
nonlinear feedbacks, accurate prediction of the variability of climate vari-
ables, such as temperature, precipitation, soil moisture, and vegetation growth,
beyond seasonal time scales may be unachievable.

A broader assessment of environmental stresses is therefore appropriate as a
guide to policymakers rather than just providing a subset of possible future climate
conditions (Pielke Jr., 2001). If climate prediction is not possible beyond some
time scale, a focus on vulnerability is the preferred scientific approach to provide
policymakers useful information (Pielke Jr., 1998). Figure 5, as reproduced from
Pielke et al. (1999c), illustrates an example of this approach. With this approach,
the spectrum of environmental stresses is assessed in order to determine which are
associated with the greatest threat (in this example to water resources). The needs
of the policymaker are better met with this perspective, in that the focus is on
decisions and not predictions (Sarewitz et al., 2000). This vulnerability perspective
is further illustrated in Pielke and Guenni (1999), Petschel-Held et al. (1999), and
Schellnhuber et al. (1997).

Figure 6 presents a topology of climate model results as:

• Sensitivity studies.
• Scenarios.
• Projections.
• Perfect foresight.

In a sensitivity analysis, only a limited subset of the important forcings on climate
is perturbed (e.g., the radiative effect of a doubling of CO2 and other anthro-
pogenic greenhouse gases; anthropogenic aerosols, etc.). This is the approach used
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Figure 5. Use of ecological, hydrologic vulnerability/susceptibility in environmental assessment
(from Pielke et al., 1999c).

to produce the IPCC reports. This method could, in principle, generate accurate
predictions if other climate forcings, such as landuse change and the biological
effect of doubled CO2 were unimportant, and the nonlinear interactions are rela-
tively small and/or occur on longer time periods than the prediction time period.
However, these two effects are important on the regional, and apparently, the global
scale as discussed earlier in this essay. Moreover, the nonlinear interactions occur
on all time scales.

A scenario approach would apply if all of the important direct and feedback
effects on climate were included. A scenario is then a realization out of an ensemble
of possible simulations. If the realizations cover the ensemble space, then the en-
semble of model results could be considered realistic projections of the ‘universe’
of potential future climates. One useful product of scientific assessments, such
as the IPCC, would be to provide guidance on the estimated relative size of the
scenario space, in the context of the potential ensemble space.



8 EDITORIAL ESSAY

Figure 6. Schematic of different classes of prediction. The size of the box labeled ‘U’ represents
the range of future climate, while the box labeled ‘A’ indicates the relative subset of possible future
climate that are estimated using the different classes of prediction, (adapted from Pielke Sr., 2001).

Projections, of course, are still not perfect foresight. Thus a vulnerability
approach would still be warranted to alert policymakers to the consequences of cli-
mate surprises. In discussions of climate change by policymakers and researchers
alike, sensitivity studies and scenarios are often framed as predictions of the state of
the future climate (e.g., Climate Impacts LINK 1997, their Figure 5; Atmosphere,
1999). These sensitivity studies and scenarios are often referred to as ‘projections’
by this community with the claim they are ‘plausible scenarios’ and not ‘predic-
tions’. However, one of the definitions of ‘projection’ in Webster’s New World
Dictionary (1988) is that a ‘projection’ is ‘a prediction or advance estimate based
on known data or observations: extrapolation’.

In contrast to weather prediction, where we feel that we understand, reasonably
well, all of the important physical effects and feedbacks, the climate system is a
much more complex dynamical system (Pielke, 1998). Climate is more than just
long-term weather statistics, but involves the interactive influences of the land,
atmosphere, oceans and lakes, and continental glaciers over all time scales. The
concern of the IPCC and U.S. regional and national assessments should be with
respect to all of these interactions over the next 50–100 years, not just the limited
set that has been evaluated so far.
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Unless it can be shown that land cover change and biogeochemical effects on
the regional and global climate systems are insignificant relative to the radiative
effect of a doubling of CO2, the IPCC and U.S. National Assessment reports are,
therefore, summaries of sensitivity analyses only. They are not vulnerability assess-
ments since they do not explore the spectrum of environmental threats to a region
or globally (e.g., such as the effect of regional landuse change in the future on the
regional water resources, even if the large-scale weather patterns did not change).

It is clear, of course, that human activities have had and will continue to have
a discernible influence on the climate system. But there remains considerable bar-
riers in the way of accurately predicting the future and in shaping that future in
desired ways based on predictive modeling. This conclusion suggests a need to in-
clude within the process of climate assessment, information that can assist decision
makers to deal with societal vulnerabilities to climate, as well as threats from the
remainder of the spectrum of environmental stresses (Sarewitz and Pielke, 2000).
This is in addition to seeking to reduce uncertainty about the future. This perspec-
tive of investigating the Earth system in its entirety, including ‘its full functional
and geographical complexity over time. . . ’ is presented in Moore (2000) as part of
the new International Geosphere-Biosphere Programme (IGBP) structure. Gupta
et al. (2000) present a new National Science Foundation initiative (WEB – Water,
Energy, Biota) as a vehicle to study the Earth system as an integrated system.
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