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Biodiversity may be a buzzword, but as a concept it sits at the
heart of ecological research. Some ecological communities,
such as pristine coral reef systems, are astonishingly rich in

the number and types of species that they support, whereas others
are relatively species poor. Natural communities also differ greatly 
in the proportion of species performing different ecological 
functions. What determines such differences and how these 
differences are related to ecosystem functioning are questions 
that have occupied the minds of ecologists for decades.

But these questions are so much more pressing now. We live at a
time of rapid environmental change, resulting largely from our 
own activities, and a concomitant, accelerating rate of habitat loss
and species extinctions. Like children playing with fire, we do not
fully understand, and therefore cannot predict, the ultimate 
consequences of tampering with global biodiversity. This 
collection of reviews — the second in our new section called 
‘Nature Insight’ — focuses on the science of biodiversity.

We are pleased to acknowledge the financial support of the 
Center for Applied Biodiversity Science (CABS), a division of 
Conservation International, in producing this Insight. The content
is in accord with the philosophy that biodiversity conservation is a
human-centred pursuit that must be underpinned by solid science.
Of course, Nature carries sole responsibility for all editorial content
and rigorous peer-review.

This Insight is deliberately broad in scope, covering underlying
concepts, pure and applied research, and biodiversity loss from the
human perspective. We hope that scientists, policy-makers and 
general readers alike will find the reviews both informative and
thought provoking. Given that environmental change and 
biodiversity loss is a global concern, and understanding that 
not everyone will have easy access to the print version, this Insight 
is freely available to all readers, regardless of subscriber status, on
our website at www.nature.com.
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To proceed very far with the study of biodiversity,
we need to pin the concept down. We cannot
even begin to look at how biodiversity is
distributed, or how fast it is disappearing,
unless we can put units on it. However, any

attempt to measure biodiversity quickly runs into the
problem that it is a fundamentally multidimensional
concept: it cannot be reduced sensibly to a single
number1,2. A simple illustration can show this. Figure 1
shows samples from the insect fauna in each of two
habitats. Which sample is more diverse? At first sight it
must be sample A, because it contains three species to
sample B’s two. But sample B is more diverse in that there
is less chance in sample B that two randomly chosen
individuals will be of the same species. Neither of these
measures of diversity is ‘wrong’ — species richness and
evenness are two (among many) of biodiversity’s facets,

and no single number can incorporate them both without
loss of information. This should not be disappointing;
indeed we should probably be relieved that the variety 
of life cannot be expressed along a single dimension.
Rather, different facets of biodiversity can each be
quantified (Box 1).

Knowing the diversity (however measured) of one place,
group or time is in itself more-or-less useless. But, as we shall
discuss later, comparable measurements of diversity from
multiple places, groups or times can help us to answer 
crucial questions about how the diversity arose and how we
might best act to maintain it. We shall see also how the
usefulness of the answers depends critically on the selection
of an appropriate diversity measure. No single measure will
always be appropriate (indeed, for some conservation ques-
tions, no single measure can probably ever be appropriate).
The choice of a good measure is complicated by the frequent

Getting the measure of biodiversity
Andy Purvis* & Andy Hector†

*Department of Biology and †NERC Centre for Population Biology, Imperial College, Silwood Park, Ascot, Berkshire SL5 7PY, UK

The term ‘biodiversity’ is a simple contraction of ‘biological diversity’, and at first sight the concept is simple
too: biodiversity is the sum total of all biotic variation from the level of genes to ecosystems. The challenge
comes in measuring such a broad concept in ways that are useful. We show that, although biodiversity can
never be fully captured by a single number, study of particular facets has led to rapid, exciting and
sometimes alarming discoveries. Phylogenetic and temporal analyses are shedding light on the ecological
and evolutionary processes that have shaped current biodiversity. There is no doubt that humans are now
destroying this diversity at an alarming rate. A vital question now being tackled is how badly this loss affects
ecosystem functioning. Although current research efforts are impressive, they are tiny in comparison to the
amount of unknown diversity and the urgency and importance of the task.

Figure 1 Two samples of insects from different locations, illustrating two of the many different measures of diversity: species richness and species evenness.
Sample A could be described as being the more diverse as it contains three species to sample B’s two. But there is less chance in sample B than in sample A
that two randomly chosen individuals will be of the same species.

Sample A Sample B
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need to use surrogates for the aspect in which we are most interest-
ed3,4. Surrogacy is a pragmatic response to the frightening ignorance
about what is out there. Some recent discoveries highlight just how
much we probably still do not know.

The growing biosphere
Technological advances and the sense of urgency imparted by the rate
of habitat loss are combining to yield discoveries at an incredible rate.
This may seem surprising, given that expedition accounts of natural
historians from the 18th and 19th centuries conjure up images of dis-
covery on a grand scale that seemingly cannot be matched today —
look in the rocks … a new fossil mammal; look in the lake … a new
fish genus; look on the dinner plate … a new species of bird. Finding
new large vertebrates nowadays is indeed newsworthy, but a new
species of large mammal is still discovered roughly every three years5

and a new large vertebrate from the open ocean every five years6. And
most organisms are much smaller than these are. An average day sees
the formal description of around 300 new species across the whole
range of life, and there is no slowdown in sight. Based on rates of dis-
covery and geographical scaling-up, it seems that the roughly 1.75
million described species of organism may be only around 10% of the
total7. 

It is not only new species that are discovered. Cycliophora and
Loricifera are animal phyla (the level just below kingdom in the taxo-
nomic hierarchy) that are new to science in the past 20 years8. Within
the Archaea, the discovery of new phylum-level groups proceeds at
the rate of more than one a month9. The physical limits of the bios-
phere have been pushed back by the recent discovery of microbial
communities in sedimentary and even igneous rocks over 2 km

below the surface; these subsurface lithoautotrophic microbial
ecosystems (termed SLiMEs) may have persisted for millions of years
without any carbon from the surface10. Controversy surrounds
another proposed discovery: whether or not the 100-nm-diameter
nanobacteria found in, among other places, kidney stones are living
organisms11. At an even smaller scale, genomes provide fossils 
that indicate great past retroviral diversity12. Genomes have also 
been found to provide habitats for many kinds of genetic entity —
transposable elements — that can move around and replicate 
themselves. Such elements can provide important genetic variation
to their hosts, can make up more than half of the host’s genome13, and
have life histories of their own14.

There are two other ways in which the biosphere can perhaps be
said to be growing. The first is that the rate at which taxonomists split
one previously recognized species into two or more exceeds the rate
at which they lump different species together, especially in taxa that
are of particular concern to conservationists (for example,
platyrrhine primates15). Part of the reason is the growing popularity
of one way of delimiting species — the phylogenetic species concept
(PSC)16 — under which taxa are separate species if they can be diag-
nosed as distinct, whether on the basis of phenotype or genotype. If
the PSC becomes widely applied — which is a controversial issue17 —
then the numbers of ‘species’ in many groups are sure to increase
greatly18 (although the amount of disparity will barely increase at all).

A second way in which the catalogue of diversity is growing is that
computer databases and the Internet are making the process of infor-
mation gathering more truly cumulative than perhaps ever before.
Some existing sites serve to provide examples of the information
already available: not just species lists (http://www.sp2000.org/), but
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Biodiversity has a multitude of facets that can be quantified. Here we
classify some commonly used measures into three conceptually
different (although not orthogonal) approaches.

Numbers
The most commonly considered facet of biodiversity is species
richness — the number of species in a site, habitat or clade. Species
are an obvious choice of unit when trying to measure diversity. Most
people have an idea what ‘species’ means and, although their ideas
differ considerably (reviewed in ref. 96), there is even less
commonality about other levels in the taxonomic hierarchy30 (Fig. 3).
Many other measures are less intuitive, and have arisen only through
appreciation of limitations of measures of species richness. Species
are also sensible units to choose from a biological perspective: they
keep their genes more or less to themselves, and to that extent have
independent evolutionary trajectories and unique histories. The
current ‘best guess’7 is that there are around 14 million species, but
this is very much a provisional working figure. Regions with many
species, especially endemic species, are sometimes called
hotspots97.

Species and regions differ in their number of populations.
Populations of a given species, if defined on the basis of limited gene
flow among them, will evolve to an extent independently. Each
population contributes additional diversity. The number of genetic
populations in the world has been estimated to lie between 1.1 and 6.6
billion66.

Species or populations differ in the numbers of alleles they have at
given loci. For instance, Mauritius kestrels (Falco punctatus) have lost
over half of the alleles present historically at 12 sampled microsatellite
loci98.

Moving above the species level, higher-taxon richness is often
used in studies of biodiversity, usually as a less data-demanding
surrogate for species richness99.

Evenness
A site containing a thousand species might not seem particularly
diverse if 99.9% of individuals that you find belong in the same
species. Many diversity indices have been developed to convey the
extent to which individuals are distributed evenly among species2.
Most but not all combine evenness with species richness, losing
information by reducing two dimensions to one. There are genetic
analogues of these indices100, such as heterozygosity, that
incorporate both allele number and relative frequencies.

Difference
Some pairs of species (or alleles or populations) are very alike, whereas
others are very different. Disparity101 and character diversity93 are
measures of phenotypic difference among the species in a sample, and
can be made independent of species number. Some phenotypic
characteristics might be considered more important than others, for
instance the ecological diversity among species may be crucial for
ecosystem functioning. Genetic variability among populations can also
be measured in various ways100. If populations within species differ
enough either genetically or phenotypically, they may be considered to
be subspecies, management units or evolutionarily significant units102;
numbers of these therefore provide estimates of difference. All these
kinds of difference are likely to be at least partly reflected by the
phylogenetic diversity103 among organisms, which is estimated as the
sum total of the branch lengths in the phylogeny (evolutionary tree) linking
them.

Sample in different places, and you will find different things. This
spatial turnover itself has many facets2 (for example, beta diversity,
gamma diversity and numbers of habitat types), and important
consequences for any attempt to conserve overall diversity (see
review by Margules and Pressey, pages 243–253, and refs 104, 105).
Likewise, temporal turnover106 is the extent to which what is found
changes over time.

Box 1
Parts of the whole: numbers, evenness and difference
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also maps of the geographical ranges of species (http://www.
gisbau.uniroma1.it/amd/homepage.html), information on conser-
vation status of species (http://www.wcmc.org.uk), bibliographies
(http://eteweb.lscf.ucsb.edu/bfv/bfv_form.html), data on molecular
sequence (http://www.ebi.ac.uk/ and http://www.ncbi.nlm.nih.gov/
Genbank/GenbankOverview.html), data on phylogenetic position
(http://phylogeny.arizona.edu/tree/phylogeny.html and http://
herbaria.harvard.edu/treebase/), information on the stratigraphic
range of species (http://ibs.uel.ac.uk/ibs/palaeo/benton/ and
http://www.nceas.ucsb.edu/~alroy/nafmtd.html) and much more.
Although the terabytes of information already stored constitute only
a small drop in the ocean, the next two sections show how much can
be seen in that droplet about the distribution of biodiversity among
evolutionary lineages and through time.

Learning from the tree of life
The ongoing explosion of phylogenetic studies not only provides an
ever-clearer snapshot of biodiversity today, but also allows us to make
inferences about how the diversity has come about19–21. (For an 
ecological perspective, see review by Gaston, pages 220–227.) Phylo-
genies give key information that is not available from species lists or
taxonomies. They detail the pattern of nested relationships among
species, and increasingly provide at least a rough timescale even 
without reliance on a molecular clock22. These new phylogenies are
pushing back the origins of many groups to long before their earliest

known fossils. The palaeontological record indicates a Cambrian
explosion of phyla around 540 million years (Myr) ago, but
sequences suggest a more gradual series of splits around twice as
old23. Likewise, many orders of mammals and birds are now thought
to have originated long before the end-Cretaceous extinction24,25,
which occurred 65 Myr ago and which was thought previously to
have been the signal for their radiation. If the new timescale can be
trusted26, these findings present a puzzle and a warning. The puzzle is
the absence of fossils. Why have we not found traces of these lineages
in their first tens or even hundreds of millions of years? It seems likely
that the animals were too small or too rare, with the sudden appear-
ance in the rocks corresponding to an increase in size and rise to 
ecological dominance27. The warning is that current biodiversity is in
a sense greater than we had realized. Major lineages alive today 
represent more unique evolutionary history than previously 
suspected — history that would be lost with their extinction. 

Analysis of the shape of phylogenies has shown that lineages have
differed in their potential for diversification. Darwin28 had noted that
species in species-rich genera had more subspecific varieties, and
subtaxa within taxa are often distributed very unevenly29, as Fig. 2
illustrates for eutherian species. But these taxonomic patterns can be
taken at face value only if taxa are comparable, which they may not be.
For example, species-rich groups may simply be older, and it is clear
that workers on different groups currently place taxonomic bound-
aries in very different places30 (Fig. 3). Phylogenies allow comparison
of sister clades — each other’s closest relatives — which by definition
are the same age. Time and again, species are distributed too uneven-
ly for simple null models to be tested in which all species have the
same chances of diversifying31,32.

What are the species-rich groups ‘doing right’? Many explana-
tions fall broadly into two types. Key innovation hypotheses33 posit
the evolution of some trait that permits its bearers to gain access to
more resources or be more competitive than non-bearers. Examples
include phytophagy in insects34 and high reproductive rate in mam-
mals35. Other hypotheses focus on traits that facilitate the evolution
of reproductive isolation — speciation — without necessarily
increasing the fitness of bearers. Sexual selection36 and range 
fragmentation37 are examples of this kind. These two types can be
contrasted as ‘bigger cake’ and ‘thinner slices’ explanations,
although some traits may act in both ways (for example, body
size38,39); another way to split them is to view diversity as ‘demand-
driven’ (niches are waiting to be filled, and differentiation leads to
speciation) or ‘supply-driven’ (speciation occurs unbidden, with
differentiation arising through character displacement). Statistical
testing of many key innovation hypotheses is hampered by a lack of
replication — often, the trait in question is unique, and all that can
be done is to model the trait’s evolution to assess how well it fits the
scenario40. When characters have evolved multiple times in 
independent lineages, sister clades provide automatic matched pairs
for hypothesis testing (although other phylogenetic approaches are
also available41,42). Comparing sister clades (the procedure used in
most of the examples above) avoids two problems that otherwise
cloud the issue. First, taxa may not be comparable (Fig. 3), and 
second, they are not statistically independent — related clades
inherit their traits from common ancestors, so are pseudorepli-
cates43. Nonetheless, there is ongoing debate about the role and 
limitations of phylogenetic tests for correlates of species
richness44,45.

Temporal patterns in biodiversity
Is biodiversity typically at some equilibrium level, with competi-
tion setting an upper limit, or do mass extinctions occur so regular-
ly that equilibrium is never reached? And, with one eye on the
future prospects for biodiversity, how quickly does diversity 
recover from mass extinctions? Palaeontologists have addressed
these questions at many scales, from local to global. For the global
view, the data come from huge compendia of stratigraphic ranges of
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Figure 2 Taxonomic boundaries are not comparable among major groups. a, Fourteen
species in nine genera representative of cichlid fish in Lake Victoria. b, Seven species
representative of several families in anthropoid primates. c, Thirteen species
representative of a single genus, Drosophila. Figure reproduced from ref 30, with
permission.
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taxonomic families (see, for example, refs 46, 47), led by Sepkoski’s
ground-breaking efforts, and made possible by the development of
computer databases. There are more families now than ever before,
and a model of exponential growth provides a good overall fit to the
numbers of families through time, suggesting expansion without
limit and no major role for competition in limiting diversity48. But a
significantly better fit is provided by a set of three logistic curves,
each with a different carrying capacity, punctuated by mass extinc-
tion events49. Leaving aside the thorny issue of multiplicity of tests
and the big question of why the three carrying capacities are differ-
ent, there may be a perceptual problem at play here. Families do not
arise overnight: they are the result of speciation and a lot of time.
Consequently, exponential growth at the species level might appear
like logistic growth at higher levels50. This problem of perception is
a recurrent one in palaeontology. For instance, good evidence that
biodiversity is often near equilibrium comes from the fact that
extinction events are commonly followed by higher than normal
rates of diversification4. However, the peak of origination rates of
genera and families is not straight after the extinction peak. Instead,
there is a 10-Myr time-lag throughout the fossil record, implying a
lag phase before diversification occurs51. But could the same pattern
arise if speciation rates rose immediately in response to the extinc-
tion, but the new lineages are given generic or familial rank only
after being around for some time? This scenario would predict
(incorrectly) that family diversification rates would take longer to
respond than generic rates, so cannot be the whole story, but it

highlights the difficulties of taking taxonomic patterns at face
value. Neontologists may face much the same problem with species:
taxonomists tend to recognize bird lineages as species if they are
older than 2.8 Myr but not if they are younger than 1.1 Myr (ref. 52),
so apparent logistic growth in species numbers through time 
within bird genera53 might be expected even without a slow-down
of cladogenesis.

The patchy nature of the known fossil record means that some
taxa in some places at some times can be studied in much greater
detail than is possible for the biota as a whole. Studies at these 
smaller scales can analyse the record at the species level, within a
region or biome, and can better control for problems such as incom-
plete and uneven sampling54,55. Such studies find a range of answers: 
communities may show an equilibrium diversity55,56, an increasing
geographical turnover57, or radiation punctuated by mass extinc-
tion58. This may be a more appropriate spatial scale at which to look
for equilibrium, as the units have a greater chance of interacting59.

The temporal pattern of disparity is also of great interest. Does
difference accumulate gradually and evenly as lineages evolve their
separate ways, or is evolutionary change more rapid early in a
group’s history, as it stakes its claim to a new niche? Information
from living and fossil species and phylogenies can be combined with
statistical models41,60,61 to answer this question, although so far rela-
tively little work has combined palaeontological and neontological
data. Rates of morphological and taxic diversification are often
incongruent, or even uncoupled61, again highlighting that there is
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Figure 3 Subtaxa within taxa are often distributed unevenly. Uneven distribution of
species among: a, eutherian orders, with rodents being the dominant group; b, rodent
families, with murids being dominant; and c, murid genera. Data from ref. 95.
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more to biodiversity than numbers of taxa. At present, it is hard to
tell under what circumstances disparity precedes, or perhaps drives,
species richness, and when the reverse applies. Different models can
give very similar patterns of diversity and disparity over time60, and
detailed studies at smaller scale62,63 may provide the greatest chance
of an answer.

The shrinking biosphere
What about human impacts on biodiversity? A simple calculation
shows that recent rates of species losses are unsustainable. If there are
14 million species at present7, then each year the tree of life grows by
an extra 14 Myr of branch length. The average age of extant species is
nearly 5 Myr (in primates and carnivores anyway, and species in most
other groups probably tend to be older rather than younger). So the
tree can ‘afford’ at most about three species extinctions per year 
without shrinking overall. There have been roughly this many 
documented species extinctions per year since 160064, and most
extinctions must have passed us by. The rate has been increasing too:
the last century saw the end of 20 mammalian species alone, a 
pruning of the mammalian tree that would take at least 200 centuries
to redress.

Estimates of current and future rates of loss make even more
sobering reading. The rate at which tropical forest — probably the
habitat for most species — is lost is about 0.8% to 2% per year65 (call
it 1% for the purpose of this example). We must expect about 1% of
the tropical forest populations to be lost with it, a figure that may be
as high as 16 million populations per year, or one every two 
seconds66. Most species have multiple populations, so rates of
species loss will obviously be much lower. They are most commonly
estimated through species–area relationships65, although other
approaches are used too67. Wilson68 famously used the species–area
relationship to estimate an annual extinction rate of 27,000 species
— one species every twenty minutes. This and similar estimates have
attracted criticism but recent work67,69,70 has shown that levels of
species endangerment are rising in line with species–area predic-
tions, provided the analysis is conducted at the appropriate scale.
What are the implications of such rapid pruning for the tree of life?
Simulations in which species are wiped out at random71 indicate that
most of the phylogenetic diversity would survive even a major
extinction: up to 80% of the branch length could survive even if 95%
of the species were lost. This result assumes extinction to befall
species at random; scenarios of non-random extinction can have
very different outcomes72. The current crisis, like previous mass

extinctions, is highly non-random73–76, with related twigs on the tree
tending to share the same fate. This selectivity greatly reduces the
ability of the phylogenetic hierarchy to retain structure in the face of
a given severity of species extinction77,78.

But how much structure is needed? Imagine if the only function of
this article was the transfer of information. Many of the words could
be deleted and you would still get the message. It would (we hope) be
less pleasant to read. Similarly, for many people we need biodiversity
because we like it; it should be conserved just as we conserve Mozart
concertos and Van Gogh paintings79. But how many words could you
delete before the meaning starts to get lost? Recently, ecologists have
begun asking similar questions about our environment.

Biodiversity and the stability and functioning of ecosystems
How many species can we lose before we start to affect the way ecosys-
tems function? Principal environmental factors such as climate, soil
type and disturbance80,81 strongly influence ecosystem functioning,
but likewise organisms can affect their environment82. Some of the
first ideas on how biodiversity could affect the way ecosystems 
function are attributable to Darwin and Wallace28,83, who stated that a
diverse mixture of plants should be more productive than a mono-
culture. They also suggested the underlying biological mechanism:
because coexisting species differ ecologically, loss of a species could
result in vacant niche-space and potential impacts on ecosystem
processes. Defining ecological niches is not straightforward, but 
Darwin and Wallace’s hypothesis, if correct, provides a general 
biological principle which predicts that intact, diverse communities
are generally more stable and function better than versions that have
lost species. Recent experimental evidence (reviewed by Chapin et
al., pages 234–242, and McCann, pages 228–233), although pointing
out important exceptions, generally supports this idea. Compared
with systems that have lost species, diverse plant communities often
have a greater variety of positive and complementary interactions
and so outperform any single species84,85, and have more chance of
having the right species in the right place at the right time. This last
‘sampling effect’ mechanism has prompted much debate on the
design, analysis and interpretation of experiments that aim 
to manipulate biodiversity86. Although the sampling effect is 
biological in part — it requires both differences between species and
an ecological mechanism making some species more abundant than
others — the probabilistic component (more diverse communities
have a greater chance of containing a species with particular proper-
ties) has made it controversial. Nevertheless, loss of species with key
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Figure 4 Species richness in major groups of organisms. The main ‘pie’
shows the species estimated to exist in each group; the hatched area within
each slice shows the proportion that have been formally described. Data
from ref. 7.
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traits, as in the sampling effect, is not restricted to ecological experi-
ments: logging, fishing, trapping and other harvesting of natural
resources frequently remove particular organisms, often including
dominant species.

Although 95% of experimental studies support a positive 
relationship between diversity and ecosystem functioning, many
have found that only 20–50% of species are needed to maintain most
biogeochemical ecosystem processes87. Do the other, apparently
redundant, species have a role to play over longer timescales, provid-
ing insurance against environmental change? We need to know. 
Biodiversity can also impact ecological processes such as the inci-
dence of herbivory and disease, and the resistance of communities to
invasion. Once again, although exceptions exist, in experiments
which manipulate diversity directly, communities with more species
are often more resistant to invasion88,89, probably for the same reason
that they are more productive. Diversity of one group of organisms
can also promote diversity of associated groups, for example between
mycorrhizas and plants90 or plants and insects88.

The study of the relationship between biodiversity and ecosystem
processes has made rapid progress in the past decade, and is proving
an effective catalyst for linking the ecology of individuals, communi-
ties and ecosystems. Some general, although not universal, patterns
are emerging as theory and experiment progress together91. We have a
good understanding of the underlying causes, where we see both

agreement and differences in experimental results. Nevertheless, this
work represents only a first general approach to the subject; many
issues remain outstanding and other areas are as yet uninvestigated.
First, do these short-term and small-scale experiments in field plots
reveal the full effects of diversity, and how do we scale up in time and
space92? Second, although we know that local extinction is often not
random, many recent experiments compare the performance of
communities differing in the presence or absence of a random set of
species. How adequate is this model? Third, how will species loss
interact with other components of global change such as rising CO2?
Darwin and Wallace observed that niche differentiation could cause
changing diversity to have consequences for ecosystem processes, but
the magnitude of these effects could depend crucially on the exact
mechanism of coexistence. Finally, how do we integrate these new
within-habitat relationships between diversity and ecosystem
processes with large-scale patterns in biodiversity and environmen-
tal parameters, as reviewed by Gaston on pages 220–227 of this issue?
Box 2 suggests one way in which the relationship between plant 
diversity and productivity could vary with scale.

Challenges and prospects
Recent years have seen exciting advances in our knowledge of biodi-
versity, our identification of factors that have shaped its evolution
and distribution, and our understanding of its importance. But we
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For plants, the relationship between diversity and productivity
changes with scale107,108. At global scales (panel a in the figure
above), from high latitudes to the tropics, plant diversity in large areas
may be positively related to increasing productivity. At regional scales
(b), plant diversity in small plots is frequently negatively related to
increasing productivity, often as part of a larger unimodal ‘hump-
shaped’ distribution of diversities. Numbers of species correlate with
several factors including the size and hence number of individual
plants sampled, spatial heterogeneity, and competitive exclusion as

productivity increases. Experimental manipulations of plant diversity
within habitats (c) reveal that, although relationships vary, productivity
tends to increase with diversity owing to increasing complementary or
positive interactions between species and the greater likelihood of
diverse communities containing a highly productive species. In
manipulation experiments, biodiversity is the explanatory variable and
productivity the response, whereas in observational studies the
relationship is usually viewed the other way round as illustrated here
for all three cases.

Box 2
Plant diversity and productivity at different scales
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can see only a small, probably atypical, part of the picture (Fig. 4). A
detailed view is emerging of birds, mammals, angiosperms, and shal-
low-sea, hard-bodied invertebrates, but much less is known about
most of the rest of life. How far are we justified in generalizing from
the groups we know well to biodiversity as a whole? This is a crucial
question, for instance in the choice of protected areas (see review by
Margules and Pressey, pp. 243–253). There is no short cut — we need
more basic information about more groups; and not just species lists,
but who does what and with whom.

A related point is that biodiversity cannot be reduced to a single
number, such as species richness. This is a real problem for biologists,
because a single number is often what policy-makers want. Perhaps it
will be possible to go part way if the many indices (Box 1) are intercor-
related, as some certainly are93,94. The stronger the correlations, the
more reasonable it will be to reduce multiple measures to a few 
principal components, to create dimensions of diversity. We must of
course recognize — and explain to policy-makers — that combining
these dimensions into a single number would be arbitrary. We must
not make the mistake of thinking or claiming that maintaining, say,
species richness of a particular taxon is the same as conserving overall
biodiversity. To revisit an earlier metaphor, conserving one popula-
tion of every species is rather like having one of each note in the
Mozart concerto.

Two themes running through this review pertain to scale. The
first is that the study of biodiversity is becoming an ever-bigger
research enterprise. The database is (more than ever) cumulative,
the analyses more ambitious and involving more people. We see this
trend continuing. The second issue is whether we can study all
processes at all scales. Perhaps large-scale patterns are a blunt instru-
ment for studying the underlying processes, which may operate 
on much smaller scales. That said, we nonetheless would often 
like to scale our answers up: if a small experimental plot ‘needs’ 
n angiosperm species, or functional groups, for good ecosystem
functioning, how many does 200 km2 — or the planet — ‘need’?92.
Given the speed at which we are pruning the tree of life, we need
good answers quickly. ■■
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The most striking feature of Earth is the existence
of life, and the most striking feature of life is its
diversity. This biological diversity, or
biodiversity, has long been a source of
wonderment and scientific curiosity, but is

increasingly a source of concern. Human domination of
Earth’s ecosystems1 is markedly reducing the diversity of
species within many habitats worldwide, and is
accelerating extinction. One of the more pragmatic
questions raised by these threats to biodiversity is the
extent to which this loss of biodiversity matters; that is, are
stability, productivity and other aspects of the functioning
of both managed and natural ecosystems dependent on
biodiversity? 

There are strong reasons to hypothesize, as did Darwin2

and Elton3, that biodiversity might impact ecosystem
processes. But ecology is no longer a discipline in which nat-
ural history observations and simple verbal logic hold sway.
The rekindled interest in the potential effects of biodiversity
on ecosystem processes, which followed the publication in
1993 of a book edited by Schulze and Mooney4, is occurring
in a discipline for which hypotheses are now tested against
the results of field experiments, mechanistic theory 
and quantitative field observations. Anything less than the
concordance of all three lines of evidence leads to the modi-
fication or rejection of hypotheses. Given that this topic
became a principal focus of scientific inquiry only about
seven years ago, it is not surprising that it remains 
contentious. Indeed, the greatest surprise may be
the rapidity, breadth and depth of work that
already has occurred, and the generalities
that are emerging from it. 

Five papers in this issue summarize
this work. Purvis and Hector (pages
212–219),  McCann (pages 228–233),
and  Chapin and collaborators (pages
234–242) review and synthesize 
recent experimental, theoretical and
observational studies that have
demonstrated links between biodi-
versity and the stability, productiv-
ity and nutrient dynamics of
ecosystems. Gaston (pages
220–227) summarizes global
patterns of biodiversity and
some possible explanations
for these patterns. Margules and

Pressey (pages 243–253) discuss strategies for the preserva-
tion of biodiversity.

The effects of biodiversity on ecosystems
In broad summary, these reviews show that, on average,
greater diversity leads to greater productivity in plant 
communities, greater nutrient retention in ecosystems and
greater ecosystem stability. For instance, grassland field
experiments both in North America (Fig. 1)5,6 and across
eight different European sites, ranging from Greece in the
south and east to Portugal and Ireland in the west and 
Sweden in the north7, have shown that each halving of the
number of plant species within a plot leads to a 10–20% loss
of productivity. An average plot containing one plant
species is less than half as productive as an average plot 
containing 24–32 species5–7. Lower plant diversity also leads
to greater rates of loss of limiting soil nutrients through
leaching, which ultimately should decrease soil fertility, 
further lowering plant productivity. 

Both laboratory and field studies have shown that
ecosystem processes are more variable (less stable or 
reliable) at lower diversity (see review by McCann, pages
228–233, and refs 8–10). The greater stability of more
diverse ecosystems seems to result from three processes11–14.
The first is comparable to the economic process that causes a
more diverse investment portfolio to be less volatile.
Because species, like corporations, differ from each other,

they tend to respond somewhat independently to
environmental variability. The more species

that such variability is averaged across,
the less variable is their total11. Second,

species within a given trophic level
often compete with each other,
which causes their abundances to
negatively covary. When one

species declines, another is freed
from competition and

increases. This negative
covariance reduces the vari-
ability of the community as a

whole13,14. Finally, measures
of temporal stability compute

variability relative to mean abun-
dance, such as by using the ratio of

community abundance to its
temporal standard deviation.

The tendency for community

Causes, consequences and ethics 
of biodiversity
David Tilman

Department of Ecology, Evolution and Behavior, University of Minnesota, St Paul, Minnesota 55108, USA (e-mail: tilman@lter.umn.edu)

The existence of so great a diversity of species on Earth remains a mystery, the solution to which may also
explain why and how biodiversity influences the functioning of ecosystems. The answer may lie in
quantifying the trade-offs that organisms face in dealing with the constraints of their environment. Societal
responses to the loss of biodiversity also involve trade-offs, and the elaboration of these will be essential in
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abundance to increase as diversity increases thus causes this ratio,
which is a measure of stability, to increase as diversity increases14. 

In total, biodiversity, which ten years ago was considered unim-
portant by most ecosystem ecologists, has now been shown to impact
significantly upon many aspects of ecosystem functioning. Diversity
must now be added to the list of factors — including species composi-
tion, disturbance regime, soil type and climate — that influence
ecosystem functioning. The recent rediscovery of the importance of
biodiversity highlights an under-appreciated truth — although soci-
ety is dependent on natural and managed ecosystems for goods and
services that are essential for human survival, we know all too little
about how ecosystems work. 

Two sets of unanswered scientific questions come to the forefront.
First, why is the world so diverse; that is, what forces and processes led
to the evolution and persistence of so many species? This is not mere-
ly an academic question. The processes that allow interacting species
to coexist in an ecosystem simultaneously influence the productivity,
nutrient dynamics and stability of that ecosystem. Second, what are
the mechanisms by which the loss of diversity impacts the function-
ing of ecosystems, how general are these mechanisms, and how
important is biodiversity relative to other factors that influence
ecosystem functioning? In addition, the realization that human
actions are harming, perhaps irreversibly, the ecosystems upon
which humans depend raises a third, philosophical question: what
should be the role of scientists and science in the development of
ethics and policy?

Coexistence and ecosystem functioning
Both our understanding of the effects of biodiversity on ecosystem
processes, and the effectiveness of alternative strategies for the
preservation of biodiversity, are limited by our knowledge of the
mechanisms that maintain diversity. The mechanisms most relevant
to ecosystem functioning are those that maintain diversity on the

local scales within which individuals of one species interact 
with individuals of other species. It is from such interactions among
individuals of different species that diversity is expected to impact
ecosystem processes. 

What are these mechanisms of coexistence? At present there are an
abundance of alternative hypotheses but no clear demonstrations of
the actual processes that maintain the diversity of species-rich
ecosystems. In a general sense, coexistence requires the existence of
evolutionarily persistent interspecific trade-offs in the abilities of
species to deal with the factors that constrain their fitness and abun-
dance. However, there are many potential constraints and trade-offs.
Species may coexist because of interspecific trade-offs (1) between
their competitive abilities and their dispersal abilities; (2) between
their competitive abilities and their susceptibility to disease, 
herbivory or predation; (3) between their abilities to live off 
average conditions and their abilities to exploit resource pulses; or 
(4) between their abilities to compete for alternative resources in a
heterogeneous landscape15–18. 

The effects on ecosystem functioning of many such mechanisms
of coexistence have yet to be determined theoretically. However, it is
already clear that the underlying mechanisms of coexistence can
greatly influence how diversity affects ecosystem processes19,20. 
Consider, for instance, plant species that coexist in a spatially hetero-
geneous habitat because of differences in both the soil pH and the
temperature (which varies seasonally) at which each grows optimally
(Fig. 2a). Such niche differentiation20 causes the predicted productiv-
ity of plant communities to be an increasing function of plant diversi-
ty (Fig. 2b). Moreover, the pattern of this increase is such that there
are some species combinations at a given level of diversity that are
more productive than any possible combination of fewer species
(Fig. 2b). The greater productivity of higher diversity communities
occurs because, in such heterogeneous habitats, each species is a
superior performer in only a portion of sites. Clearly, the magnitude
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Figure 1 Biodiversity experiments, such as
this one in Minnesota6 or the other
experiments reviewed by Chapin et al. (pages
234–242) and by Purvis and Hector (pages
212–219), have shown that a greater number
of plant species leads to greater community
productivity. In the experiment shown, 245
plots, each 9 m 2 9 m, were assigned
randomly to have from 1 to 16 prairie plant
species, with the species composition of each
plot being separately chosen at random6.
Species composition and plant diversity were
both strong determinants of ecosystem
functioning.
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of this effect increases as heterogeneity or diversity increase.
Increased diversity leads, on average, to increased ‘coverage’ of the
habitat conditions, that is, to increased efficiency of resource capture
and use, because diversity increases the chance that the species that
are better able to handle particular conditions are present. Assuming
that species are chosen at random, diversity is a simple way to mea-
sure the range and coverage of species traits in a community. 

In contrast, consider a case in which interspecific interactions are
based on direct antagonism and not on efficiency of resource use. For
a simple formulation, let there be an interspecific trade-off between
competitive ability and productivity. Species that achieve greater
productivity in monoculture would be poorer competitors, attaining
lower abundances when competing. Because greater diversity
increases the chance that a competitively superior but lower-yielding
species would be present, productivity would, on average, be a
decreasing function of diversity. This is a simple variant on the 
sampling-effect model20–22, here modified to have better competitors
be less, rather than more, productive.

What, then, is implied by available experimental results, which
have shown that productivity is an increasing function of plant
species diversity? They indicate that coexistence through niche dif-
ferentiation and related processes may be more prevalent in nature
than coexistence through antagonism and related processes, at least

for the types of communities studied so far. Expressed another way,
much of nature may have a free-market economy, structured by the
efficiencies of open competition among species, rather than an 
economy structured by pre-emption and other monopolistic 
practices. Such speculations may be premature, especially because
complex systems containing many trophic levels (for example,
plants, decomposers, herbivores and predators) are, as yet, poorly
studied. However, they highlight the conceptual links between 
economics and ecology — disciplinary links that must be strength-
ened if ecological knowledge is to be used to help create a sustainable
human economy. 

Societal trade-offs and ethics
The progress made during the past seven years in understanding
these issues underscores the potential implications of habitat simpli-
fication and loss of diversity for the ecosystem goods and services23

upon which humans depend. The species presently inhabiting Earth
are the result of over 3 billion years of natural selection that likely
favoured efficiency, productivity and specialization. These organ-
isms are the catalysts that capture and transform energy and materi-
als, producing, among other things, food, fuel, fibre and medicines.
These species recycle wastes, create pure drinking water, drive global
biogeochemical cycles that created and maintain an aerobic atmos-
phere, regulate global climate through effects on greenhouse gases
and local climate through effects on evapotranspiration, generate
soil fertility, and provide other ecosystem goods and services23. In
addition, the Earth’s biodiversity is the source of all crops and all 
pollinators of crops, of all livestock, and of many pharmaceuticals
and pesticides. Just three crops — corn, rice and wheat — provide
about 60% of the human food supply. The viability of these crops
depends on the maintenance of high genetic diversity24, which can
allow, among other things, development of strains that are resistant
to emerging and evolving diseases and pests25. In the long term, food
stability will require development of new crops from what are now
wild plants, because disease or pesticide-resistant pests will cause the
loss of current crops, just as disease caused the loss of chestnut, elm
and other tree species from North American forests. 

Humans, like all other organisms, experience trade-offs. The loss
of biodiversity will diminish the capacity of ecosystems to provide
society with a stable and sustainable supply of essential goods and
services, but many of the very actions that harm biodiversity simulta-
neously provide valuable societal benefits. There exists a trade-off
defining the net benefits that society receives from the various ways
that humans could use and impact nature, but, as yet, this is poorly
defined. This trade-off itself is likely to shift through time in response
to the remaining amounts and states of various resources, including
biodiversity. The amounts and states of biotic resources have
changed rapidly during the past century, as global population
increased 3.7-fold and per capita gross domestic product, a reason-
able proxy for consumption, increased 4.6-fold26. It seems likely that
environmental policy that is optimal from a societal perspective
would be markedly different now from that of 250 years ago. Howev-
er, we still use environmental and land-use ethics, codified in law, that
were articulated during the era when the human population, at 
one-tenth its present size, tamed wilderness with axe and ox.

Science has much to contribute to dialogues on policy and ethics.
Although academic institutions seem to value such contributions
less than contributions to peer-reviewed journals, this is short-
sighted. Ultimately, society invests in science because advances in 
scientific knowledge benefit society. The ethics of science cannot
eschew involvement in public discourse. Science must contribute, in
an open, unbiased manner, to relevant issues. 

Because of the emergence of human domination of global ecosys-
tems, society faces new, tough trade-offs. These include trade-offs
between the current benefits and the future costs of environmental
damage, and between benefits to a few and costs to many. Research is
needed to quantify these trade-offs, and the work done so far on 
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Figure 2 Niche differentiation and productivity. a, A simple model — the ‘snowballs on
the barn’ model — of niche differentiation and coexistence20. The range of conditions
in which each species can exist is shown with a circle, the position of which is defined
by its centre. By randomly choosing locations for various numbers of circles (species), it
is possible to calculate the effect of diversity on the ‘coverage’ of the heterogeneous
habitat. The amount of such coverage is proportional to community biomass. b, Results
of simulations (triangles) and of an analytical solution (solid curve) to the effects of
diversity on community productivity for the snowballs on the barn model20.
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biodiversity provides a good start. Additional work, at the interface
between ecology and economics, is needed to quantify the immediate
and long-term costs and benefits of alternative actions. 

The world that will exist in 100 and 1,000 years will, unavoidably,
be of human design, whether deliberate or haphazard. The principles
that should guide this design must be based on science, much of it
done only sketchily to date, and on ethics. Ethics should, among
other things, apportion costs and benefits between individuals and
society as a whole, and between current generations and all future
generations. A sustainable world will require an ethic that is ultimate-
ly as incorporated into culture and as long lasting as a constitutional
bill of rights or as religious commandments. The Earth will retain its
most striking feature, its biodiversity, only if humans have the 
prescience to do so. This will occur, it seems, only if we realize the
extent to which we use biodiversity. ■■
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Humans have extensively altered the global
environment, changing global
biogeochemical cycles, transforming land and
enhancing the mobility of biota. Fossil-fuel
combustion and deforestation have increased

the concentration of atmospheric carbon dioxide (CO2)
by 30% in the past three centuries (with more than half of
this increase occurring  in the past 40 years). We have
more than doubled the concentration of methane and
increased concentrations of other gases that contribute to
climate warming. In the next century these greenhouse
gases are likely to cause the most rapid climate change that
the Earth has experienced since the end of the last
glaciation 18,000 years ago and perhaps a much longer
time. Industrial fixation of nitrogen for fertilizer and other
human activities has more than doubled the rates of
terrestrial fixation of gaseous nitrogen into biologically
available forms. Run off of nutrients from agricultural and
urban systems has increased several-fold in the developed
river basins of the Earth, causing major ecological changes
in estuaries and coastal zones. Humans have transformed
40–50% of the ice-free land surface, changing prairies,
forests and wetlands into agricultural and urban systems.
We dominate (directly or indirectly) about one-third of
the net primary productivity on land and harvest fish that
use 8% of ocean productivity. We use 54% of the available
fresh water, with use projected to increase to 70% by
20501. Finally, the mobility of people has transported
organisms across geographical barriers that long kept the
biotic regions of the Earth separated, so that many of the
ecologically important plant and animal species of many
areas have been introduced in historic time2,3.

Together these changes have altered the biological diver-
sity of the Earth (Fig. 1). Many species have been eliminated
from areas dominated by human influences. Even in 

preserves, native species are often out-competed or con-
sumed by organisms introduced from elsewhere. Extinction
is a natural process, but it is occurring at an unnaturally rapid
rate as a consequence of human activities. Already we have
caused the extinction of 5–20% of the species in many groups
of organisms (Fig. 2), and current rates of extinction are esti-
mated to be 100–1,000 times greater than pre-human rates4,5. 

In the absence of major changes in policy and human
behaviour, our effects on the environment will continue to
alter biodiversity. Land-use change is projected to have the
largest global impact on biodiversity by the year 2100, 
followed by climate change, nitrogen deposition, species
introductions and changing concentrations of atmospheric
CO2 (ref. 6). Land-use change is expected to be of particular
importance in the tropics, climatic change is likely to be
important at high latitudes, and a multitude of interacting
causes will affect other biomes (Fig. 3)6. What are the ecolog-
ical and societal consequences of current and projected
effects of human activity on biological diversity? 

Ecosystem consequences of altered diversity
Diversity at all organizational levels, ranging from genetic
diversity within populations to the diversity of ecosystems in
landscapes, contributes to global biodiversity. Here we focus
on species diversity, because the causes, patterns and conse-
quences of changes in diversity at this level are relatively well
documented. Species diversity has functional consequences
because the number and kinds of species present determine
the organismal traits that influence ecosystem processes.
Species traits may mediate energy and material fluxes direct-
ly or may alter abiotic conditions (for example, limiting
resources, disturbance and climate) that regulate process
rates. The components of species diversity that determine
this expression of traits include the number of species 
present (species richness), their relative abundances (species
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evenness), the particular species present (species composition), the
interactions among species (non-additive effects), and the temporal
and spatial variation in these properties. In addition to its effects on
current functioning of ecosystems, species diversity influences the
resilience and resistance of ecosystems to environmental change. 
Species richness and evenness
Most theoretical and empirical work on the functional consequences
of changing biodiversity has focused on the relationship between
species richness and ecosystem functioning. Theoretical possibilities
include positive linear and asymptotic relationships between rich-
ness and rates of ecosystem processes, or the lack of a simple statistical
relationship7 (Box 1). In experiments, species richness correlates
with rates of ecosystem processes most clearly at low numbers of
species. We know much less about the impact of species richness in
species-rich, natural ecosystems. Several studies using experimental
species assemblages have shown that annual rates of primary produc-
tivity and nutrient retention increase with increasing plant species
richness, but saturate at a rather low number of species8,9. Arbuscular

mycorrhizal species richness also seems to enhance plant production
in an asymptotic fashion, although phosphorus uptake was
enhanced in a linear fashion from 1 to 14 species of fungi10. Microbial
richness can lead to increased decomposition of organic matter11. In
contrast, no consistent statistical relationship has been observed
between plant species richness of litter inputs and decomposition
rate12. Thus, in experimental communities (which typically focus on
only one or two trophic levels), there seems to be no universal 
relationship between species richness and ecosystem functioning,
perhaps because processes differ in their sensitivity to species rich-
ness compared with other components of diversity (such as evenness,
composition or interactions). The absence of a simple relationship
between species richness and ecosystem processes is likely when one
or a few species have strong ecosystem effects. 

Although the relationship of species richness to ecosystem func-
tioning has attracted considerable theoretical and experimental
attention because of the irreversibility of species extinction, human
activities influence the relative abundances of species more frequent-
ly than the presence or absence of species. Changes in species 
evenness warrant increased attention, because they usually respond
more rapidly to human activities than do changes in species richness
and because they have important consequences to ecosystems  long
before a species is threatened by extinction.
Species composition
Particular species can have strong effects on ecosystem processes by
directly mediating energy and material fluxes or by altering abiotic
conditions that regulate the rates of these processes (Fig. 4)13,14.
Species’ alteration of the availability of limiting resources, the distur-
bance regime, and the climate can have particularly strong effects on
ecosystem processes. Such effects are most visible when introduced
species alter previous patterns of ecosystem processes. For example,
the introduction of the nitrogen-fixing tree Myrica faya to nitrogen-
limited ecosystems in Hawaii led to a fivefold increase in nitrogen
inputs to the ecosystem, which in turn changed most of the function-
al and structural properties of native forests15. Introduction of the
deep-rooted salt cedar (Tamarix sp.) to the Mojave and Sonoran
Deserts of North America increased the water and soil solutes
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Figure 1 The role of biodiversity
in global change. Human
activities that are motivated by
economic, cultural, intellectual,
aesthetic and spiritual goals (1)
are now causing environmental
and ecological changes of
global significance (2). By a
variety of mechanisms, these
global changes contribute to
changing biodiversity, and
changing biodiversity feeds
back on susceptibility to species
invasions (3, purple arrows; see
text). Changes in biodiversity,
through changes in species
traits, can have direct
consequences for ecosystem
services and, as a result,
human economic and social
activities (4). In addition,
changes in biodiversity 
can influence ecosystem
processes (5). Altered ecosystem processes can thereby influence ecosystem services that benefit humanity (6) and feedback to further alter biodiversity (7, red arrow). Global
changes may also directly affect ecosystem processes (8, blue arrows). Depending on the circumstances, the direct effects of global change may be either stronger or weaker than
effects mediated by changes in diversity. We argue that the costs of loss of biotic diversity, although traditionally considered to be ‘outside the box’ of human welfare, must be
recognized in our accounting of the costs and benefits of human activities. 
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Figure 2 Proportion of the global number of species of birds, mammals, fish and
plants that are currently threatened with extinction4.
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accessed by vegetation, enhanced productivity, and increased surface
litter and salts. This inhibited the regeneration of many native
species, leading to a general reduction in biodiversity16. The perenni-
al tussock grass, Agropyron cristatum, which was widely introduced
to the northern Great Plains of North America after the 1930s 
‘dustbowl’, has substantially lower allocation to roots compared with
native prairie grasses. Soil under A. cristatum has lower levels of 
available nitrogen and ~25% less total carbon than native prairie soil,
so the introduction of this species resulted in an equivalent reduction
of 480 2 1012 g carbon stored in soils17. Soil invertebrates, such as
earthworms and termites, also alter turnover of organic matter and
nutrient supply, thereby influencing the species composition of the
aboveground flora and fauna18. 

Species can also influence disturbance regime. For example, 
several species of nutritious but flammable grasses were introduced
to the Hawaiian Islands to support cattle grazing. Some of these
grasses spread into protected woodlands, where they caused a 300-
fold increase in the extent of fire. Most of the woody plants, including
some endangered species, are eliminated by fire, whereas grasses

rebound quickly19. Similar increases in the ecological role of fire
resulting from grass invasions have been widely observed in the
Americas, Australia and elsewhere in Oceania. The invasion of cheat-
grass (Bromus tectorum) into western North America is one of the
most extensive of these invasions. Cheatgrass has increased fire fre-
quency by a factor of more than ten in the >40 million hectares 
(1 ha = 104 m2) that it now dominates20.

Species-induced changes in microclimate can be just as impor-
tant as the direct impacts of environmental change. For example, in
late-successional boreal forests, where soil temperatures have a
strong influence on nutrient supply and productivity, the presence of
moss, which reduces heat flux into the soil, contributes to the stability
of permafrost (frozen soils) and the characteristically low rates of
nutrient cycling21. As fire frequency increases in response to high-lat-
itude warming, moss biomass declines, permafrost becomes less sta-
ble, the nutrient supply increases, and the species composition of
forests is altered. Plant traits can also influence climate at larger
scales. Simulations with general circulation models indicate that
widespread replacement of deep-rooted tropical trees by shallow-

insight review articles

236 NATURE | VOL 405 | 11 MAY 2000 | www.nature.com

Figure 3 Scenarios of change in species diversity in selected biomes by
the year 2100. The values are the projected change in diversity for each
biome relative to the biome with greatest projected diversity change6.
Biomes are: tropical forests (T), grasslands (G), Mediterranean (M),
desert (D), north temperate forests (N), boreal forests (B) and arctic (A).
Projected change in species diversity is calculated assuming three
alternative scenarios of interactions among the causes of diversity
change. Scenario 1 assumes no interaction among causes of diversity
change, so that the total change in diversity is the sum of the changes
caused by each driver of diversity change. Scenario 2 assumes that only
the factor with the greatest impact on diversity influences diversity
change. Scenario 3 assumes that factors causing change in biodiversity
interact multiplicatively to determine diversity change. For scenarios 1
and 2, we show the relative importance of the major causes of projected
change in diversity. These causes are climatic change, change in land
use, introduction of exotic species, and changes in atmospheric CO2

and/or nitrogen deposition (labelled ‘other’). The graph shows that all
biomes are projected to experience substantial change in species
diversity by 2100, that the most important causes of diversity change
differ among biomes, and that the patterns of diversity change depend
on assumptions about the nature of interactions among the causes of
diversity change. Projected biodiversity change is most similar among
biomes if causes of diversity change do not interact (scenario 1) and
differ most strongly among biomes if the causes of biodiversity change
interact multiplicatively (scenario 3).
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There has been substantial debate over both the form of the relationship between species richness and ecosystem processes and the
mechanisms underlying these relationships85. Theoretically, rates of ecosystem processes might increase linearly with species richness if all
species contribute substantially and in unique ways to a given process — that is, have complementary niches. This relationship is likely to saturate
as niche overlap, or ‘redundancy’, increases at higher levels of diversity86. Several experiments indicate such an asymptotic relationship of
ecosystem process rates with species richness. An asymptotic relationship between richness and process rates could, however, arise from a
‘sampling effect’ of increased probability of including a species with strong ecosystem effects, as species richness increases13. The sampling
effect has at least two interpretations. It might be an important biological property of communities that influences process rates in natural
ecosystems13, or it might be an artefact of species-richness experiments in which species are randomly assigned to treatments, rather than
following community assembly rules that might occur in nature87. Finally, ecosystem process rates may show no simple correlation with species
richness. However, the lack of a simple statistical relationship between species richness and an ecosystem process may mask important
functional relationships. This could occur, for example, if process rates depend strongly on the traits of certain species or if species interactions
determine the species traits that are expressed (the ‘idiosyncratic hypothesis’)7. This mechanistic debate is important scientifically for
understanding the functioning of ecosystems and effective management of their biotic resources. Regardless of the outcome of the debate,
conserving biodiversity is essential because we rarely know a priori which species are critical to current functioning or provide resilience and
resistance to environmental changes.

Box 1
Species richness and ecosystem functioning
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rooted pasture grasses would reduce evapotranspiration and lead to a
warmer, drier climate22. At high latitudes, the replacement of 
snow-covered tundra by a dark conifer canopy will probably increase
energy absorption sufficiently to act as a powerful positive feedback
to regional warming23. 
Species interactions
Most ecosystem processes are non-additive functions of the traits of
two or more species, because interactions among species, rather than
simple presence or absence of species, determine ecosystem charac-
teristics (Fig. 5). Species interactions, including mutualism, trophic
interactions (predation, parasitism and herbivory), and competition
may affect ecosystem processes directly by modifying pathways of
energy and material flow24 or indirectly by modifying the abundances
or traits of species with strong ecosystem effects25. 

Mutualistic species interactions contribute directly to many
essential ecosystem processes. For example, nitrogen inputs to terres-
trial ecosystems are mediated primarily by mutualistic associations
between plants and nitrogen-fixing microorganisms. Mycorrhizal
associations between plant roots and fungi greatly aid plant 
nutrient uptake from soil, increase primary production and speed
succession26. Highly integrated communities (consortia) of soil
microorganisms, in which each species contributes a distinct set of
enzymes, speeds the decomposition of organic matter27. Many of
these interactions have a high degree of specificity, which increases
the probability that loss of a given species will have cascading effects
on the rest of the system. 

Trophic interactions can have large effects on ecosystem process-
es either by directly modifying fluxes of energy and materials, or by
influencing the abundances of species that control those fluxes.
When top predators are removed, prey populations sometimes
explode and deplete their food resources, leading to a cascade of 
ecological effects. For example, removal of sea otters by Russian 
fur traders allowed a population explosion of sea urchins that 

overgrazed kelp28 (Fig. 6a). Recent over-fishing in the North Pacific
may have triggered similar outbreaks of sea urchin, as killer whales
moved closer to shore and switched to sea otters as an alternate
prey29. In the absence of dense populations of sea urchins, kelp 
provides the physical structure for diverse subtidal communities
and attenuates waves that otherwise augment coastal erosion and
storm damage30. Removing bass from lakes that were fertilized with
phosphorus caused an increase in minnows, which depleted the 
biomass of phytoplankton grazers and caused algal blooms31

(Fig. 6b). The algal blooms turned the lake from a net source to a net
sink of CO2. Thus, biotic change and altered nutrient cycles can
interact to influence whole-system carbon balance. The zebra 
mussel (Dreissena polymorpha) is a bottom-dwelling invasive
species that, through its filter feeding, markedly reduces phyto-
plankton while increasing water clarity and phosphorus availabili-
ty32. Introduction of this species shifts the controlling interactions of
the food web from the water column to the sediments. Trophic 
interactions are also important in terrestrial ecosystems. At the
micro scale, predation on bacteria by protozoan grazers speeds
nitrogen cycling near plant roots, enhancing nitrogen availability to
plants33. At the regional scale, an improvement in hunting technolo-
gy at the end of the Pleistocene may have contributed to the loss of
the Pleistocene megafauna and the widespread change from steppe
grassland to tundra that occurred in Siberia 10,000–18,000 years
ago34. The resulting increase in mosses insulated the soil and led to
cooler soils, less decomposition and greater sequestration of carbon
in peat. Today, human harvest of animals continues to have a 
pronounced effect of the functioning of ecosystems. 

Competition, mutualisms and trophic interactions frequently
lead to secondary interactions among other species, often with
strong ecosystem effects (Fig. 5). For example, soil microbial com-
position can modify the outcome of competition among plant
species35, and plants modify the microbial community of their
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Figure 4 Mechanisms by which
species traits affect ecosystem
processes. Changes in biodiversity
alter the functional traits of species
in an ecosystem in ways that directly
influence ecosystem goods and
services (1) either positively (for
example, increased agricultural or
forestry production) or negatively
(for example, loss of harvestable
species or species with strong
aesthetic/cultural value). Changes in
species traits affect ecosystem
processes directly through changes
in biotic controls (2) and indirectly
through changes in abiotic controls,
such as availability of limiting
resources (3a), disturbance regime
(3b), or micro- or macroclimate
variables (3c). Illustrations of these
effects include: reduction in river
flow due to invasion of deep-rooted
desert trees (3a; photo by E.
Zavaleta); increased fire frequency
resulting from grass invasion that
destroys native trees and shrubs in
Hawaii (3b, photo by C. D’Antonio);
and insulation of soils by mosses in
arctic tundra, contributing to
conditions that allow for permafrost (3c; photo by D. Hooper). Altered processes can then influence the availability of ecosystem goods and services directly (4) or indirectly by further
altering biodiversity (5), resulting in loss of useful species or increases in noxious species.

Global changes Human benefits

Ecosystem goods
and services

Biodiversity

Species traits

Ecosystem processes

Direct
biotic

processing

Abiotic
process
controls

Disturbance
regime

Availability
of limiting
resources

Climate
variables

3a 3b 3c

1

5

2

4

© 2000 Macmillan Magazines Ltd



neighbours, which, in turn, affects nitrogen supply and plant
growth36. Stream predatory invertebrates alter the behaviour of their
prey, making them more vulnerable to fish predation, which leads to
an increase in the weight gain of fish37. In the terrestrial realm, graz-
ers can reduce grass cover to the point that avian predators keep vole
populations at low densities, allowing the persistence of Erodium
botrys, a preferred food of voles38. The presence of E. botrys increases
leaching39 and increases soil moisture40, which often limits produc-
tion and nutrient cycling in dry grasslands. These examples clearly
indicate that all types of organisms — plants, animals and microor-
ganisms — must be considered in understanding the effects of 
biodiversity on ecosystem functioning. Although each of these
examples is unique to a particular ecosystem, the ubiquitous nature
of species interactions with strong ecosystem effects makes these
interactions a general feature of ecosystem functioning. In many
cases, changes in these interactions alter the traits that are expressed
by species and therefore the effects of species on ecosystem process-
es. Consequently, simply knowing that a species is present or absent
is insufficient to predict its impact on ecosystems.

Many global changes alter the nature or timing of species interac-
tions41. For example, the timing of plant flowering and the emergence
of pollinating insects differ in their responses to warming, with
potentially large effects on ecosystems and communities42.
Plant–herbivore interactions in diverse communities are less likely 
to be disrupted by elevated CO2 (ref. 43) than in simple systems
involving one specialist herbivore and its host plant44. 
Resistance and resilience to change
The diversity–stability hypothesis suggests that diversity provides a
general insurance policy that minimizes the chance of large ecosys-
tem changes in response to global environmental change45. Microbial
microcosm experiments show less variability in ecosystem processes
in communities with greater species richness46, perhaps because
every species has a slightly different response to its physical and biotic
environment. The larger the number of functionally similar species

in a community, the greater is the probability that at least some of
these species will survive stochastic or directional changes in envi-
ronment and maintain the current properties of the ecosystem47.
This stability of processes has societal relevance. Many traditional
farmers plant diverse crops, not to maximize productivity in a given
year, but to decrease the chances of crop failure in a bad year48. Even
the loss of rare species may jeopardize the resilience of ecosystems.
For example, in rangeland ecosystems, rare species that are function-
ally similar to abundant ones become more common when grazing
reduces their abundant counterparts. This compensation in
response to release from competition minimizes the changes in
ecosystem properties49.

Species diversity also reduces the probability of outbreaks by ‘pest’
species by diluting the availability of their hosts. This decreases host-
specific diseases50, plant-feeding nematodes51 and consumption of
preferred plant species52. In soils, microbial diversity decreases fungal
diseases owing to competition and interference among microbes53.
Resistance to invasions
Biodiversity can influence the ability of exotic species to invade com-
munities through either the influence of traits of resident species or
some cumulative effect of species richness. Early theoretical models
and observations of invasions on islands indicated that species-poor
communities would be more vulnerable to invasions because they
offered more empty niches54. However, studies of intact ecosystems
find both negative55 and positive56 correlations between species rich-
ness and invasions. This occurs in part because the underlying factors
that generate differences in diversity (for example, propagule supply,
disturbance regime and soil fertility) cannot be controlled and may
themselves be responsible for differences in invasibility56. The 
diversity effects on invasibility are scale-dependent in some cases. For
example, at the plot scale, where competitive interactions might exert
their effect, increased plant diversity correlated with lower vulnera-
bility to invasion in Central Plains grasslands of the United States.
Across landscape scales, however, ecological factors that promote
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Figure 5 Mechanisms by which species interactions affect ecosystem processes. Global environmental change affects species interactions (mutualism, competition and trophic
interactions) both directly (1) and through its effects on altered biodiversity. Species interactions may directly affect key traits (for example, the inhibition of microbial nitrogen fixation
by plant secondary metabolites) in ecosystem processes (2) or may alter the abundances of species with key traits (3). Examples of these species interactions include (a) mutualistic
consortia of microorganisms, each of which produces only some of the enzymes required to break down organic matter (photo by M. Klug), (b) altered abundances of native California
forbs due to competition from introduced European grasses (photo by H. Reynolds), and (c) alteration of algal biomass due to presence or absence of grazing minnows84 (photo by M.
Power). Changes in species interactions and the resulting changes in community composition (3) may feedback to cause a cascade of further effects on species interactions (4).
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native plant diversity (for example, soil type and disturbance regime)
also promote species invasions57.

Experimental studies with plants58 or soil microorganisms59 often
show that vulnerability to invasion is governed more strongly by the
traits of resident and invading species than by species richness per se.
Both competition and trophic interactions contribute to these effects
of community composition on invasibility. For example, in its native
range, the Argentine ant (Linepithaema humile) is attacked by
species-specific parasitoids that modify its behaviour and reduce its
ability to dominate food resources and competitively exclude other
ant species60. These parasitoids are absent from the introduced range
of Argentine ants, which may explain their success at eliminating
native ant communities in North America61. Observational and
experimental studies together indicate that the effect of species 
diversity on vulnerability to invasion depends on the components of
diversity involved (richness, evenness, composition and species
interactions) and their interactions with other ecological factors such
as disturbance regime, resource supply and rate of propagule arrival.
Humans significantly affect all of these factors (Figs 1, 4), thereby
dramatically increasing the incidence of invasions worldwide. 

Societal consequences of altered diversity
Biodiversity and its links to ecosystem properties have cultural, 
intellectual, aesthetic and spiritual values that are important to 
society. In addition, changes in biodiversity that alter ecosystem func-
tioning have economic impacts through the provision of ecosystem
goods and services to society (Fig. 1 and Box 2). Changes in diversity
can directly reduce sources of food, fuel, structural materials, medici-
nals or genetic resources. These changes can also alter the abundance
of other species that control ecosystem processes, leading to further

changes in community composition and vulnerability to invasion.
Introduction of exotic species or changes in community composition
can affect ecosystem goods or services either by directly reducing
abundances of useful species (by predation or competition), or by
altering controls on critical ecosystem processes (Fig. 4). 

These impacts can be wide-ranging and costly. For example, the
introduction of deep-rooted species in arid regions reduces supplies
and increases costs of water for human use. Marginal water losses to
the invasive star thistle, Centaurea solstitialis, in the Sacramento River
valley, California, have been valued at US$16–56 million per year (J. D.
Gerlach, unpublished results) (Fig. 7). In South Africa’s Cape region,
the presence of rapidly transpiring exotic pines raises the unit cost of
water procurement by nearly 30% (ref. 62). Increased evapotranspi-
ration due to the invasion of Tamarix in the United States costs an 
estimated $65–180 million per year in reduced municipal and agricul-
tural water supplies63. In addition to raising water costs, the presence
of sediment-trapping Tamarix stands has narrowed river channels
and obstructed over-bank flows throughout the western United
States, increasing flood damages by as much as $50 million annually63. 

Those species changes that have greatest ecological impact 
frequently incur high societal costs. Changes in traits maintaining
regional climate22 constitute an ecosystem service whose value in
tropical forests has been estimated at $220 ha–1 yr–1 (ref. 64). The loss
or addition of species that alter disturbance regimes can also be 
costly. The increased fire frequency resulting from the cheatgrass
invasion in the western United States has reduced rangeland values
and air quality and led to increased expenditures on fire suppres-
sion65. The disruption of key species interactions can also have large
societal and ecological consequences. Large populations of passenger
pigeons (Ectopistes migratorius) in the northeastern United States
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Figure 6 Trophic interactions can affect ecosystem
processes by influencing species’ abundances. 
a, Removal of sea otters by Russian fur traders 
caused an explosion in the population of sea urchins 
that overgrazed kelp. (Photographs courtesy of M.
Sewell/Still Pictures and J. Rotman/BBC Natural History
Unit.) b, Similarly, changes in the species balance and
the abundance of fish can deplete phytoplankton grazers
and cause algal blooms. (Photograph courtesy of J.
Foott/BBC Natural History Unit.)

© 2000 Macmillan Magazines Ltd



may once have controlled Lyme tick-bearing mice by out-competing
them for food66. The loss of the passenger pigeon to nineteenth-
century over-hunting may, therefore, have contributed to the rise of
Lyme disease in humans in the twentieth century. The economic
impacts of invasions of novel species are particularly well document-
ed. The introduction and spread of single pests such as the golden
apple snail (Pomacea canaliculata) and the European corn borer
(Ostrinia nubilalis) have had major impacts on food production and
farm incomes67,68. Estimates of the overall cost of invasions by exotic
species in the United States range widely from $1.1 to $137 billion
annually69,70. In Australia, plant invasions alone entail an annual cost
of US$2.1 billion71. 

The provision of tangible ecosystem goods and services by 
natural systems depends not only on species’ presence or absence
but also on their abundance. Large populations of the white-footed
mouse (Peromyscus leucopus) in the northeastern United States
control outbreaks of gypsy moth (Lymatria dispar) but spread
Lyme disease, whereas small populations of the mouse decrease the
incidence of Lyme disease but allow gypsy moth defoliation72. An
analysis of the costs of changes in biodiversity thus involves more
than just analysis of extinctions and invasions. The loss of a species
to extinction is of special societal concern, however, because it is
irreversible. Future opportunities to learn and derive newly recog-
nized benefits from an extinct species are lost forever. Preventing
such a loss preserves an ‘option value’ for society — the value of
attaining more knowledge about species and their contribution to
human well being in order to make informed decisions in the
future73,74. For example, significant value ($230–330 million) has
been attributed to genetic information gained from preventing
land conversion in Jalisco, Mexico, in an area containing a wild
grass, teosinte (Euchlaena mexicana), that can be used to develop
viral-resistant strains of perennial corn73. If this land had been con-
verted to agriculture or human settlements, the societal benefits of
development would have come at the expense of an irreversible loss
in genetic material that could be used for breeding viral resistance
in one of the most widely consumed cereal crops in the world. The
perceived costs of diversity loss in this situation might have been
small — especially relative to the development benefits — whereas
the actual (unrecognized) costs of losing genetic diversity would
have been significant (Fig. 8). Decisions to preserve land to gain
further information about the societal value of species diversity or
ecosystem function typically involve a large degree of uncertainty,
which often leads to myopic decisions regarding land use.

Global environmental changes have the potential to exacerbate
the ecological and societal impacts of changes in biodiversity6. In
many regions, land conversion forces declining populations towards
the edges of their species range, where they become increasingly 
vulnerable to collapse if exposed to further human impact75. Warm-
ing allows the poleward spread of exotics and pathogens, such as
dengue- and malaria-transmitting mosquitoes (Aedes and Anopheles
sp.)76 and pests of key food crops, such as corn-boring insects68.
Warming can also exacerbate the impacts of water-consuming 
invasive plant species in water-scarce areas by increasing regional
water losses. The Tamarix-invaded Colorado River in the United
States currently has a mean annual flow that is 10% less than regional
water allocations for human use77. Warming by 4˚C would reduce the
flow of the Colorado River by more than 20%, further increasing the
marginal costs of water losses to Tamarix78. Similar impacts of global
change in regions such as Sahelian Africa, which have less water and
less well developed distribution mechanisms, might directly affect
human survival. In many cases, accelerated biodiversity loss is
already jeopardizing the livelihoods of traditional peoples79.

The combination of irreversible species losses and positive 
feedbacks between biodiversity changes and ecosystem processes are
likely to cause nonlinear cost increases to society in the future, partic-
ularly when thresholds of ecosystem resilience are exceeded80. For
example, Imperata cylindrica, an aggressive indigenous grass, 
colonizes forest lands of Asia that are cleared for slash-and-burn 
agriculture, forming a monoculture grassland with no vascular plant
diversity and many fewer mammalian species than the native forest.
The total area of Imperata in Asia is currently about 35 million ha (4%
of land area)81. Once in place, Imperata is difficult and costly to
remove and enhances fire, which promotes the spread of the grass.
The annual cost of reversing this conversion in Indonesia, where 4%
of the nation’s area (8.6 million ha) is now in Imperata grasslands,
would be over $400 million if herbicides are used, and $1.2 billion if
labour is used to remove the grass manually. Farmers typically burn
the fields because herbicides and labour are too expensive. Burning
these grasslands, however, increases losses of soil nitrogen and 
carbon, which erode agricultural productivity, and enhances regen-
eration of Imperata. This positive feedback with nonlinear changes in
land cover will probably continue in the future as lands are deforested
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Figure 7 Water losses to
the invasive, deep-rooted
star thistle, C. solstitialis,
provides an example of
the financial impacts of
introducing exotic species
on ecosystem
composition. (Photograph
courtesy of P. Collins/A-Z
Botanical Collection.)

Ecosystem services are defined as the processes and conditions of
natural ecosystems that support human activity and sustain human
life. Such services include the maintenance of soil fertility, climate
regulation and natural pest control, and provide flows of ecosystem
goods such as food, timber and fresh water. They also provide
intangible benefits such as aesthetic and cultural values88.
Ecosystem services are generated by the biodiversity present in
natural ecosystems. Ecologists and economists have begun to
quantify the impacts of changes in biodiversity on the delivery of
ecosystem services and to attach monetary value to these changes.
Techniques used to attach value to biodiversity change range from
direct valuation based on market prices to estimates of what
individuals are willing to pay to protect endangered wildlife89.
Although there are estimates of the global values of ecosystem
services64, valuation of the marginal losses that accompany specific
biodiversity changes are most relevant to policy decisions.
Predicting the value of such losses involves uncertainty, because
ecological and societal systems interact in nonlinear ways and
because human preferences change through time. Assumptions
today about future values may underestimate the values placed on
natural systems by future generations89. Therefore, minimizing loss
of biodiversity offers a conservative strategy for maintaining this
value.

Box 2
Ecosystem services
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for timber and agricultural purposes, causing further declines in
regional biodiversity.

Uncertainty related to positive feedbacks and nonlinear changes
in land cover and biodiversity make social adaptation to change more
difficult and costly (Fig. 8). It may be more important from an 
economic perspective to understand the nature and timing of rapid
or nonlinear changes in societal costs caused by loss of biodiversity
and associated ecosystem services than it is to predict average conse-
quences of current trends of species decline. By analogy, economic
models of ecological ‘surprises’ in response to climatic change show
that the information about the nonlinearities in damage from warm-
ing is worth up to six times more than information about current
trends in damage levels82. In the Imperata example, the costs of
replacing the original ecosystem goods and services from the forest
— including timber products, fire stability and soil nutrients — rise
sharply as Imperata spreads. If these nonlinearities in the ecological
and economic effects of this conversion had been anticipated, 
policies could have been implemented to encourage agroforestry
instead of rice production or to reduce migration and settlement in

the most vulnerable areas83.
In sum, these examples indicate a tight coupling between altered

species diversity, ecosystem function and societal costs. A pressing
task for ecologists, land managers and environmental policy makers is
to determine where and when such tight couplings exist. Policies to
safeguard ecosystem services must be able to respond dynamically to
new knowledge, the rapidly changing global environment, and evolv-
ing societal needs. Nonlinearity, uncertainty and irreversibility call for
a more aggressive approach to mitigating changes in biodiversity than
is now being pursued so that future options are not foreclosed. 

Conclusion
We are in the midst of one of the largest experiments in the history of
the Earth. Human effects on climate, biogeochemical cycles, land use
and mobility of organisms have changed the local and global diversi-
ty of the planet, with important ecosystem and societal consequences
(Fig. 1). The most important causes of altered biodiversity are factors
that can be regulated by changes in policy: emissions of greenhouse
gases, land-use change and species introductions. In the past, the
international community has moved to reduce detrimental human
impacts with unambiguous societal consequences. For example, the
Montreal Protocol prohibited release of chlorofluorocarbons in
response to evidence that these chemicals caused loss of ozone and
increased levels of cancer-producing UV-B radiation. Strong 
evidence for changes in biodiversity and its ecosystem and societal
consequences calls for similar international actions. We urge the 
following blueprint for action.
● The scientific community should intensify its efforts to identify

the causes of nonlinearities and thresholds in the response of
ecosystem and social processes to changes in biodiversity.

● The scientific community and informed citizens should become
engaged in conveying to the public, policy-makers and land man-
agers the enormity and irreversibility of current rapid changes in
biodiversity. Despite convincing scientific evidence, there is a 
general lack of public awareness that change in biodiversity is a
global change with important ecological and societal impacts and
that these changes are not amenable to mitigation after they have
occurred. 

● Managers should consider the ecological and social consequences
of biodiversity change at all stages in land-use planning. For
example, environmental impact assessments should consider
both the current costs of ecosystem services that will be lost and
the risk of nonlinear future change. Managed landscapes can 
support a large proportion of regional biodiversity with proper
planning, management and adaptive responses.

● Scientists and other citizens should collaborate with governmen-
tal organizations, from local to national levels, in developing and
implementing policies and regulations that reduce environmen-
tal deterioration and changes in biodiversity. For example, more
stringent restrictions on the import of biotic materials could curb
the rate of biotic invasions, and improved land and watershed
management could reduce their rates of spread.

● A new international body that would be comparable to the Inter-
governmental Panel on Climate Change (IPCC) should assess
changes in biodiversity and their consequences as an integral
component of the assessment of the societal impacts of global
change.

● International bodies should establish and implement agreements
such as the Convention on Biological Diversity that institute
mechanisms for reducing activities that drive the changes in 
biodiversity. These activities include fossil-fuel emissions, 
land-use change and biotic introductions. ■■
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Figure 8 Ecosystem and societal consequences of changes in biodiversity. a, A linear
change in biodiversity through time. b, This change might (1) induce a linear response
in ecosystem processes, (2) have increasingly large impacts on ecosystem functioning,
yielding exponential ecosystem change through time, or (3) exhibit abrupt thresholds
owing to the loss of a keystone species, the loss of the last member of a key functional
group, or the addition of a new species trait. c, Even if ecosystem response to diversity
changes is linear, associated societal costs through time may respond nonlinearly.
Departures from a linear increase (1) in societal costs over time might include larger
cost increases (2) associated with each additional unit of change in ecosystem
processes, yielding an exponential cost curve through time. Reductions of resource
supply below threshold levels may induce step increases in societal costs (3a), such as
reductions in water supply below the point where all consumers have access to enough
for desired uses. If changes in resource supply or ecosystem processes exceed
thresholds for supporting large segments of society, stepwise cost increases may be
unmeasurable or essentially infinite (3b). The perceived ecological changes and societal
costs of diversity change may be small (4). Actual, unrecognized costs may be far higher
(lines 1, 2 and 3) and discovered only later as lost option values. Conservation of
biodiversity can help avoid such negative ecological and economic ‘surprises’. 
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Biodiversity, the variety of life, is distributed
heterogeneously across the Earth. Some areas
teem with biological variation (for example,
some moist tropical forests and coral reefs),
others are virtually devoid of life (for

example, some deserts and polar regions), and most fall
somewhere in between. Determining why these
differences occur has long been a core objective for
ecologists and biogeographers. It constitutes a continuing,
an important, and to many an enthralling, challenge.
Indeed, the past decade has seen a veritable explosion of
studies documenting broad-scale (geographical) spatial
patterns in biodiversity, seeking to explain them, and
exploring their implications. The reasons for this interest
are twofold. First, it reflects increased opportunity
provided by improvements in available data and analytical
tools, the former resulting mostly from extensive collation
of existing specimen and species occurrence records, the
establishment of dedicated distribution-mapping
schemes, and the use of remote-sensing technology (to
measure vegetation and other environmental variables).
Second, it reflects concern over the future of biodiversity,
and the resultant need to determine its current status, to
predict its likely response to global environmental change,
and to identify the most effective schemes for in situ
conservation and sustainable use. Many of these issues 
can be addressed satisfactorily only by resolving the
historical mismatch between the fine resolution of study
plots in ecological field work
(typically a few square metres) and,
by comparison, the poor resolution
of land-use planning and models of
environmental change.

A host of global patterns of spatial
variation in biodiversity has been
explored (Fig. 1). This includes 
patterns in hotspots and coldspots
(highs and lows) of diversity (includ-
ing comparisons between biological
realms and between biogeographical
regions), variation with spatial scale
(for example, species–area relation-
ships and relationships between local
and regional richness) and along 
gradients across space or environmen-
tal conditions (for example, latitude,
longitude, altitude, depth, peninsulas,
bays, isolation, productivity/energy
and aridity1,2). Although several differ-
ent levels of organization (genes to

ecosystems) of biological variation can be distinguished,
most analyses of spatial variation concern biodiversity as
measured by the number of species observed or estimated to
occur in an area (species richness). This results from wide-
spread recognition of the significance of the species as a bio-
logical unit, and from the practical issues of the ease and
magnitude of data acquisition. Consideration of spatial
variation in other measures of biodiversity, particularly
those concerning the difference between entities rather than
simply their numbers, has been remarkably sparse (with the
possible exception of patterns in body size and morpholo-
gy). Thus, although much attention has been paid to latitu-
dinal variation in species richness, little is known about vari-
ation in the diversity of genes, individuals or populations
along latitudinal gradients.

The growth of interest in broad-scale spatial variation in
biodiversity has been particularly striking with regard to
four areas of enquiry: latitudinal gradients in species rich-
ness, species–energy relationships, relationships between
local and regional richness, and taxonomic covariance in
species richness. In this review, the progress being made in
each of these areas will be used to substantiate four broader
cross-cutting observations about global patterns of biodi-
versity: respectively, that no single mechanism adequately
explains all examples of a given pattern, that the patterns
observed may vary with spatial scale, that processes operat-
ing at regional scales influence patterns observed at local
ones, and that the relative balance of causal mechanisms

means that there will invariably be varia-
tions in and exceptions to any given pat-
tern.

Latitudinal gradients in species
richness
High proportions of terrestrial and fresh-
water species occur in the tropics. 
Moving from high to low latitudes the
average species richness within a sam-

pling area of a given size increases, as
has been documented for a wide
spectrum of taxonomic groups
(including groups as different as
protists, trees, ants, woodpeckers
and primates) for data across a
range of spatial resolutions3,4. Such

gradients in species richness may be
steep (for a given area, tropical

assemblages are often several times
more speciose than temperate ones), and
have been a persistent feature of the 

Global patterns in biodiversity
Kevin J. Gaston

Biodiversity and Macroecology Group, Department of Animal and Plant Sciences, University of Sheffield, Sheffield S10 2TN, UK 
(e-mail: k.j.gaston@sheffield.ac.uk)

To a first approximation, the distribution of biodiversity across the Earth can be described in terms of a
relatively small number of broad-scale spatial patterns. Although these patterns are increasingly well
documented, understanding why they exist constitutes one of the most significant intellectual challenges to
ecologists and biogeographers. Theory is, however, developing rapidly, improving in its internal consistency,
and more readily subjected to empirical challenge.
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history of biodiversity5,6. In the marine environment, open-ocean
pelagic and deep-sea taxa also show broad latitudinal gradients in
species richness, but some debate continues to surround evidence for
shallow-water systems, particularly for non-calcareous taxa7.

The growing number of increasingly refined analyses of latitudi-
nal gradients in species richness has begun to suggest some impor-
tant nuances to this pattern, although the extent of their generality
remains uncertain. Thus, it seems that declines in richness with 
latitude may be faster in the Northern than in the Southern 
Hemisphere8,9, and that peaks in richness may not lie actually at the
Equator itself but some distance away10,11. Although poorly docu-
mented, such latitudinal asymmetries would be unsurprising given
that these exist also in contemporary climate, in historical climatic
events, and in the latitudinal complexities of the geometry and area of
land and ocean.

Indeed, the latitudinal gradient in species richness is a gross
abstraction. Any underlying pattern is disrupted, sometimes
markedly, by variation in species richness with other positional 
variables (for example, longitude, elevation and depth), and 
environmental ones (for example, topography and aridity). Thus,
the detailed pattern of change with latitude depends on where one
looks, reflecting the generally complex patterns of spatial variation in
species richness. This indicates that consideration of latitudinal 
gradients in richness in isolation from other gradients might not be
the most profitable way forward. In as much as latitude per se (and
likewise other positional variables) cannot be a determinant of
species richness, but only a correlate of numbers of potentially causal
environmental factors, this is doubtless correct. Nonetheless, more
than any other pattern the latitudinal gradient in species richness has

held an enduring fascination for biologists, particularly because of
the obviously striking diversity of many tropical floras and faunas
when contrasted with their counterparts at high latitudes.

The latitudinal gradient in species richness, however complex it
might be, is a consequence of systematic spatial variation in the 
balance of speciation and the immigration of species, which add
species to an area, and of the extinction and emigration of species,
which take them away. For very large areas, the effects of speciation
and regional or global extinction will predominate, and immigration
and emigration will be less important. More than 25 different mecha-
nisms have been suggested for generating systematic latitudinal 
variation in these processes2, commonly emphasizing reasons as to
why the tropics are highly speciose (although there is no a priori
expectation that either tropical or temperate zones in any sense 
represent an ‘unusual’ condition12). These include explanations
based on chance, historical perturbation, environmental stability,
habitat heterogeneity, productivity and interspecific interactions.

Many of these mechanisms are not mutually exclusive, and others
merely offer different levels of explanation. Nonetheless, to some, en
masse they have been perceived to constitute a gordian knot. Two
recent attempts to cut it concern the importance of the physical struc-
ture of the Earth. First, null models that assume no environmental
gradients, but merely a random latitudinal association between the
size and placement (midpoint) of the geographical ranges of species,
predict a peak of species richness at tropical latitudes13. This occurs
because when the latitudinal extents of species in a given taxonomic
group are bounded to north and south — perhaps by a physical con-
straint such as a continental edge or perhaps by a climatic constraint
such as a critical temperature or precipitation threshold — then the
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Figure 1 Spatial patterns 
in species richness. 
a, Species–area relationship:
earthworms in areas 
ranging from 100 m2 to
>500,000 km2 across
Europe76. b, Species–latitude
relationship: birds in grid cells
(~ 611,000 km2) across the
New World44. c, Relationship
between local and regional
richness: lacustrine fish in
North America (orange circles,
large lakes; blue circles, small
lakes)61. d, Species–elevation
relationship: bats in Manu
National Park & Biosphere
Reserve, Peru77. 
e, Species–precipitation
relationship: woody plants in
grid cells (20,000 km2) in
southern Africa78.
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number of ways in which ranges can be distributed changes systemat-
ically between the bounds. Thus, whereas species with latitudinal
midpoints midway between the bounds can extend a little or a long
way before those bounds are encountered, those with midpoints
close to the bounds can extend only a little way before this occurs. A
null model has been wanting from discussions of latitudinal 
gradients in species richness. The ‘mid-domain’ model is thus likely
to stimulate much interest. It is also likely to be most applicable for
groups whose distributions are genuinely limited by a physical
boundary (for example, those of large islands such as Madagascar),
although its extension to two spatial dimensions is problematic,
given the longitudinal variation in land and ocean area. The 
application of the model to other kinds of constraints is more ques-
tionable, as the position of those constraints that are recognized will
be dependent on the inclusiveness of the set of species considered.

The second attempt to explain latitudinal gradients in species
richness based on the physical structure of the Earth concerns the role
of area (its importance has long been entertained14,15 and recently
brought to prominence16,17). The tropics have a larger climatically
similar total surface area than any other ecoclimatic zone. This is
because: (1) the surface area of latitudinal bands decreases towards
the poles; (2) the temperature gradient between the Equator and the
poles is nonlinear (the mean being relatively constant between
approximately 207 N and 207 S); and (3) the regions of similar climate
immediately north and south of the Equator abut. It has been 
contended that, for a given species richness, larger mean geographi-
cal-range sizes of species in the tropics result from the large area
(which is not to be confused with any observed pattern in mean 
range sizes at different levels of richness), and that these translate into
higher speciation rates (presuming larger ranges have higher 
probabilities of speciation) and lower extinction probabilities 
(presuming larger ranges have lower probabilities of extinction)16,17.
As a consequence, tropical regions have greater numbers of species
than extratropical ones.

Area is almost certainly an important contributor to latitudinal
gradients in species richness (indeed, area effects have a pervasive
influence on patterns of biodiversity). However, tests of the ‘area
model’ have been limited (and often tangential), and have seldom
sought the signal of the influence of area on latitudinal gradients
when other factors have been controlled for. Moreover, as a sole
explanation the area model is insufficient. To account fully for a 
latitudinal gradient in species richness (rather than simply for the
greater richness of the tropics) the model requires that ecoclimatic
zones decline systematically in area moving from the Equator
towards the poles. However, they do not do so (ecoclimatic zones at
high latitudes tend to be large10,17). Three possible explanations have
been advanced for why a latitudinal gradient in species richness
might nonetheless be expressed: (1) low productivity/energy 
availability at high latitudes reduces the species richness they would

gain as a result of area alone10,17; 
(2) zonal bleeding of tropical

species into extratropical
regions smoothes out

species-richness gra-
dients18,19; and

(3) high
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local climatic variability at high latitudes effectively increases the area
of ecoclimatic zones that species can actually occupy, because it
requires that individuals have broad environmental tolerances3.

The observation that area alone is insufficient as a determinant of
latitudinal gradients in species richness could equally be made about
almost any other factor that has been proposed as being important
(although critical tests are typically lacking). This highlights an issue
that has been central to much of the debate about the cause of this and
other global patterns in biodiversity, namely the assumption that
where a pattern is common to many taxa it must result from the same
single mechanism — “wherever there is a widespread pattern, there 
is likely to be a general explanation which applies to the whole 
pattern”20. To argue for a single primary cause may be to expect from
ecological interactions a simplicity for which there is little evidence.
There is no necessary reason why latitudinal gradients exhibited by
taxa as distinct as protozoa and mammals, and in environments as
structurally different as the deep sea and tropical forests, need be gen-
erated in the same way, whatever the attractions of Occam’s razor.
Increasingly it seems that patterns in biodiversity are likely to be 
generated by several contributory mechanisms12,21. The strongest
and most general may be those where all the different mechanisms
pull in the same direction22. It is instructive that although numerous
mechanisms for latitudinal gradients in species richness have been
identified, and rather few processes that would oppose such a trend,
no single mechanism has of itself proven sufficient.

Species–energy relationships
One factor thought to be important in modulating any effect of the
physical structure of the Earth in determining latitudinal gradients in
species richness is the relationship between the number of species in
an area and ambient available (‘usable’) environmental energy. 
(This energy is usually estimated from models or indirectly from
other variables, and often used interchangeably with ‘net primary
productivity’.) The form and cause of this relationship are some of the
most hotly debated topics in the study of global patterns in biodiver-
sity, with many fundamental issues as yet unresolved. Much of the
discussion centres on the influence of spatial scale on observed 
relationships.

At a relatively local scale (spatial resolution and extent), there is a
marked tendency for a general hump-shaped relationship between
species richness and available energy, with species richness increas-
ing from low to moderate levels of energy and then declining again
towards high levels of energy when a sufficient range of energy 
values is sampled16,17,23. At least across temperate to polar areas, at
geographical scales there is substantial evidence for a  broadly posi-
tive monotonic relationship between species richness and energy
availability to be common10,24–33 (Fig. 2). The best correlates for plants
tend to be measures of both heat and water (such as actual evapotran-
spiration and net primary productivity), whereas for terrestrial, and
perhaps marine, animals the best correlates are measures of heat
(such as mean annual temperature and potential evapotranspira-
tion)28,29,34. For example, whereas the species richness of trees in 
temperate Europe, eastern North America and East Asia increases
with primary productivity27, the richness of butterflies and birds in
areas of Britain increases with the temperature during the appropri-
ate season25,26, and the species richness of amphibians, reptiles, birds
and mammals in areas of North America increases with annual
potential evapotranspiration (estimated as a measure of the net
atmospheric energy balance, independent of water availability28).
The form taken by species–energy relationships at geographical
scales, when extended to include subtropical and tropical areas, or at
least to include the fullest range of variation in available energy
(which may not be the same thing), remains unclear. There is 
evidence to suggest that they remain broadly positive and monoton-
ic, that they become mildly or strongly hump-shaped, and that they
begin to break down altogether10,32,35–37; the answer may depend 
critically on the measure of energy used and the taxon concerned.
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Any contingency of the gross or more detailed form of patterns in
biodiversity on the spatial extent and dispersion of sampling units is
not restricted to species–energy relationships. Indeed, the almost
ubiquitous positive relationship between the numbers of species in
an area and the size of that area (the species–area relationship) may
itself vary in form with the absolute sizes of areas, their spatial rela-
tionships (for example, isolation), and their latitudinal position38,39;
this is often forgotten when attempting to control for differences in
area in analyses of global patterns of biodiversity. Reconciliation of
the patterns in biodiversity that are observed at different scales may
provide significant insights into their determinants. If this is to be
achieved, it is important to ensure that the scale of sampling and the
scale of processes that are postulated to explain patterns in species
richness are closely matched. One criticism of some discussion of
species–energy relationships at broad scales has been that this has not
been done; curiously, this has been interpreted, by different parties,
as yielding species–energy relationships that may be misleadingly
strong or misleadingly weak40–42. Matching scales of sampling and
processes is more readily achievable at local scales, and constitutes
one of the most significant obstacles to testing mechanisms over
broader areas.

Although other explanations have been offered, the processes

resulting in a broadly positive relationship between species richness
and energy availability at geographical scales (and at low-to-
moderate energy levels at more local scales) are believed to be 
reasonably straightforward. Greater energy availability is assumed to
enable a greater biomass to be supported in an area. In turn, this
enables more individual organisms to coexist, and thus more species
at abundances that enable them to maintain viable populations. The
result is an increase in species richness with energy availability. This
assumes a basic equivalence between species in their energetic
requirements at different levels of energy availability43. Although
there is some evidence in animal systems that average densities and
body sizes of species in an area decrease as energy availability increas-
es (that is, energy is divided more finely44), this will tend to enhance
the species–energy relationship provided these trends are sufficiently
marked compared with the scaling of metabolic rate to body mass.

There are important similarities between this ‘more-individuals
model’45 and the area model as explanations of variation in species
richness44. First, both to some degree concern variation in solar 
energy (and water availability), with the level and availability of this
energy source being important in the former case, and the spatial
extent of a given level (as reflected in an ecoclimatic zone) in the latter.
If ecoclimatic zones vary in available energy, then observed
species–energy relationships (and those between richness and lati-
tude) may reflect the joint effects of their area and this availability37.
Second, the area model assumes that area influences richness
through its effect on geographical-range size, and the more-
individuals hypothesis that energy influences richness through its
effect on population size. There is a general, positive, interspecific
relationship between total population size (or local density) and size
of geographical range46. Any factor that increases one of these 
variables will also be likely to increase the other. Both mechanisms
therefore depend, in effect, on some factor that is posited to influence
the biomass available to be worked on by the processes of speciation
and extinction, which will be a product of both area and available
energy per unit area29,47. Presumably, it is for this reason that small
areas tend to be species poor however high their energy input, where-
as large areas tend to be species poor if there is low energy input.

Assuming that species–energy relations are causal and that a
more-individuals model is operating, then it is unlikely that the path
of causality is simple. Levels of available energy may constrain the
amount of biomass that is achieved in an area, but characteristics of
the biosphere, and particularly those of vegetation, are themselves
known to be key influences on climate, including temperature and
precipitation48. For example, the coupling of an atmospheric model
and a simple land-surface scheme has indicated that coastal defor-
estation in West Africa has been a significant contributor to the
observed drought in the region49; this deforestation has resulted in a
number of species being threatened with extinction50. Complex pat-
terns of causality suggest an important connection between
species–energy theory and debates over the ecosystem function of
biodiversity51,52.

Even accepting that paths of causality may be complex, there are
some potentially significant difficulties with a more-individuals
model.

1. The assumption that the number of individual organisms
increases with available energy and total biomass may not apply to
plants, for which there is evidence that as standing crop increases the
numbers of adult individuals per unit area actually declines (and
their size increases), which should tend to reduce species richness
rather than increase it35. However, this argument is based in large 
part on findings from monospecific stands of species differing 
substantially in their architecture, and it is unclear to what extent it
generalizes to multispecies stands and systems that are structurally
more similar (for example, temperate compared with tropical
forests). Evidence as to how overall biomass and numbers of 
individuals change with species richness in animal systems is scant,
even for well-known groups such as birds, and is plagued by a paucity

insight review articles

NATURE | VOL 405 | 11 MAY 2000 | www.nature.com 223

Summer temperature (°C)

N
um

b
er

 o
f s

p
ec

ie
s

N
um

b
er

 o
f s

p
ec

ie
s

0

20

40

60

80

8 10 12 14 16

Sea surface temperature (°C)

Potential evapotranspiration (mm yr –1)

100

200

300

400

500

600

700

800

900

1,000

5 10 15 20 25 30

S
qu

ar
e 

ro
ot

 o
f n

um
be

r o
f s

pe
ci

es

–0.5

0.5

1.5

2.5

3.5

4.5

0 400 800 1,200 1,600 2,000

a

b

c
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of strictly comparable studies from areas differing markedly in
species richness.

2. Many taxa use such a small proportion of the total energy 
available in an area, or at least of the energy that is being measured,
that it seems unlikely that detectable relationships with species 
richness would arise (especially given the likely magnitude of 
measurement errors). Thus, although species richness of birds tends
to increase with available energy, avian assemblages may, directly and
indirectly, commonly exploit only a small proportion of the primary
production in a locality. (The avian community of the forested water-
sheds of the Hubbard Brook Experimental Forest has an average
ingestion rate which represents 0.17% of ecosystem net annual 
productivity53.)

3. In its simplest form, the more-individuals model ignores the
likely effects of temporal variance in energy levels on species richness.
High average levels of energy may not result in large numbers of
species if they are accompanied by high temporal variability in those
levels. The relationship between levels of available energy and their
variance may be broadly different between some terrestrial and
marine systems (negative in the former, positive in the latter), 
perhaps explaining why even at very broad spatial scales high 
richness may not be associated with high productivity in marine 
systems37.

4. At regional scales, levels of species richness have not been 
produced directly by present environmental conditions, as processes
of speciation and extinction do not operate on these timescales. If the
more-individuals model is to apply this must mean that present 
environmental conditions are a good proxy for past ones, or at least of
relative differences in the conditions in different areas.

Alternatives to the more-individuals model have been advanced
to explain positive species–energy relationships. These have been
based particularly on variation with energy in levels of constraints on
geographical ranges, specialization, population growth rates and
number of trophic levels45. Foremost is the idea that the relationships
may reflect physiological constraints on the distribution of species,
with energy availability capturing factors that limit distributions as a
result of metabolic considerations30.

In the absence of strong support for any of these alternative 
explanations, difficulties with the more-individuals model fuel
growing speculation that at least some species–energy relationships
may not be causal, and that energy availability may often be only a
covariate of some other factor that is actually driving species richness.
Bird richness may, for example, be responding to a second-order
effect of greater vegetational complexity with increased available
environmental energy. Likewise, recent work has shown that whereas
sea surface temperature explained nearly 90% of geographical varia-
tion in planktonic foraminiferal diversity throughout the Atlantic
Ocean, this temperature was also correlated with temperatures at 
different depths. This indicates that the diversity may be controlled
by the physical structure of the near-surface ocean and not directly by
available energy32. 

Continuing with this theme, there has been debate as to the respec-
tive roles of contemporary levels of energy and of historical factors in
generating global patterns of tree species richness in moist forests. The
debate has centred on the extent to which differences in richness
between continents and between latitudes result from variation in
annual actual evapotranspiration (a good, but not universal, 
predictor of primary productivity) or from long-term evolutionary
and geographical processes40–42. The practical constraints on conduct-
ing experiments at relevant scales mean that differentiating between
hypotheses necessarily requires that they make divergent testable 
predictions, and even then may not enable the relative roles of 
different factors to be quantified. Historical factors have doubtless had
a substantial role in shaping contemporary spatial patterns of 
biodiversity, but deriving such a priori predictions and quantifying
the part played by history can often prove difficult. Molecular 
phylogenies, with estimated dates of diversification events, provide

one rich source of data for testing hypotheses about the significance of
history.

Relationships between local and regional richness 
In exploring global variation in biodiversity, we need to understand
not only the importance of differences in spatial scale for the patterns
that are observed (for example, hump-shaped species–energy 
relationships at local scales and positive relationships at regional
ones), but also how diversity at one scale might relate to that at anoth-
er. Indeed, it is increasingly apparent that knowledge of the roles of
pattern and process at different scales is at the very heart of an 
understanding of global variation in biodiversity.

Two theoretical types of relationship have been contrasted
between the local richness an assemblage might attain and the species
richness of the region in which that assemblage resides54 (Fig. 3).
Local richness may be directly proportional to, but less than, regional
richness, following a proportional-sampling model (type I). Alterna-
tively, as regional richness increases, local richness might attain a 
ceiling above which it does not rise despite continued increases in
regional richness (type II).

Acknowledging a number of technical concerns55–57, most real
systems seem to exhibit an underlying type I relationship54,56,58; not
uncommonly, regional richness explains a large proportion (>75%)
of variance in local richness, and local richness constitutes a marked
proportion (>50%) of regional richness. For example, type I rela-
tionships have been documented for fig wasps and their parasitoids
in southern and central Africa59, tiger beetles in North America and
in India60, lacustrine fish in North America61 (Fig. 1c), and primates
in Africa and in South America62. The predominance of type I 
relationships is supported by the observation that some spatial gradi-
ents in species richness are documented both for localities and
regions across those gradients (with obvious implications for the
interpretation of regional collations of fossil records).

A recurrent problem in studies of spatial patterns in biodiversity
has been the conflation of pattern with mechanism. Nonetheless, the
preponderance of examples of type I relationships, particularly
where habitat type has been kept constant, backed up with other evi-
dence (for example, the limited support for community convergence,
density compensation and invasion resistance), indicates that there
are not hard limits to levels of local richness63. That is, local assem-
blages do not seem to be saturated, in the way one might have expect-
ed if ecological interactions (for example, competition, predation
and parasitism) limited local richness. Three potential anomalies
arise if this conclusion is correct. First, it suggests that although 
ecological interactions are known to be strong in some circum-
stances, they may typically not be sufficient to have a marked effect on
species richness. Second, it may be at odds with the more-individuals
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hypothesis as an explanation for positive species–energy relation-
ships based on local site data, because this requires that energy levels
limit the number of species that can co-occur (through limitation on
the number of individuals). And third, it seems at odds with the 
existence of marked regional (for example, latitudinal) variation in
beta diversity, although this variation may be confounded by differ-
ences in habitat composition. (Defining beta diversity as (S/a) – 1
(where S is regional and a is local richness64), regions having the same
ratio of local-to-regional richness should have the same beta diversi-
ty57.) The marked growth in studies of global patterns in biodiversity
is steadily resolving such apparent anomalies by examining multiple
patterns for the same assemblage, and thus generating a more 
coherent picture of the inter-relations between them. But high-qual-
ity data sets documenting at high resolution the occurrence of large
numbers of species over extensive areas are desperately required.

If most systems exhibit type I relationships between local and
regional richness, then a prime driver of local richness seems to be
regional richness. The importance of regional-scale phenomena for
local-scale assemblage structure is a general one65. A local communi-
ty is assembled from a regional pool of species (this has variously
been defined as the total pool of species in a region, or the pool of
species in the region that is actually capable of colonizing a given site).
The size and structure of this pool are influenced by regional process-
es, including the effects of the geophysical properties and history of

the region (its age, geology, size and climate), and broad-scale ecolog-
ical or evolutionary processes, such as species migrations, invasions,
speciation and regional extinction55. They set the species composi-
tion and the abundance, body size and trophic structure of the pool
from which local communities draw. Indeed, a core issue in ecology is
the extent to which local assemblages can be modelled accurately as
random draws from regional species pools, or conversely the extent
to which local factors modify the similarity of real assemblages to
randomly simulated ones66. Almost invariably such models can
explain some, often much, and occasionally most of the basic 
structure of local assemblages44,66. Local assemblage structure and the
regional context are inseparable.

Recognition of the importance of regional-scale processes and the
structure of the regional species pool to local community structure
has led to the emergence of macroecology, which is concerned with
understanding the abundance and distribution of species at large
spatial and temporal scales44,67. However, although regional pools
doubtless are important in structuring local assemblages, they are
perhaps best seen as contributing to, rather than determining, local
assemblage structure — local processes remain important. Resolving
the relative contributions of local and regional processes may provide
a key to understanding global patterns of biodiversity55, but this issue
once again emphasizes that patterns in biodiversity are unlikely to
have a single primary cause.

Taxonomic covariance in species richness
Most major terrestrial and freshwater groups are more speciose in
tropical than temperate regions, at low elevations than at high, and in
forests than in deserts. One might therefore expect that the regional
richness of different groups of organisms would covary positively
and, because of the positive relationship between local and regional
richness, local richness would do likewise. This would be important
because it would simplify the development of an understanding of
global patterns in biodiversity.

In practice, mismatches between the spatial occurrence of peaks
in the richness of different groups have often been observed. For
example, among trees, tiger beetles, amphibians, reptiles, birds and
mammals, the 5% of land area across the United States and southern
Canada in which the highest levels of species richness are attained
overlap between some pairs of taxa, but this pattern is not a general
one68. Likewise, although the numbers of species in different, large
and similar-sized areas for two groups are often significantly correlat-
ed, and may enable a very general impression of the patterns in 
richness of one group to be obtained from those of another, these 
correlations are frequently weak, of rather limited predictive value,
and in some cases explained by latitudinal gradients in diversity68

(Fig. 4). These conclusions seem to hold at finer resolutions over
more constrained areas. Thus, at a scale of 10 km 2 10 km squares,
species-rich areas for different taxa in Britain frequently do not coin-
cide69. These areas are not distributed randomly, overlapping more
often than expected by chance, but still at a rather low level. Likewise,
different taxa are species poor or species rich in different areas of the
northern region of South Africa70.

Where positive relationships are found between the species rich-
ness of two or more groups, this may reflect patterns of sampling effort
(a complication plaguing many biodiversity studies), rather than any
underlying covariance. If real, then this does not necessarily imply any
direct linkage between the richness of those groups. Covariance can
occur because of trophic or other relations, but might also result from
random effects, because groups share common determinants of rich-
ness, or even because groups differ in determinants of richness but
these determinants themselves exhibit spatial covariance71.

The lack of strong positive covariance in the species richness of
higher taxa is significant in that it constrains the extent to which
observed patterns in biodiversity can be extrapolated from one group
to another, and from exemplar groups to biodiversity at large (with
implications for the planning and likely success of networks of 
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protected areas). The latter is particularly important given that only
~15% of the total number of species estimated to be extant has been
formally described taxonomically, that the distributions of most of
these remain largely unknown (a high proportion are known from
only a single locality72,73), and that species whose distributions are
well documented are strongly biased with respect to their higher tax-
onomic affinities. But such outcomes are inevitable, because of the
multiple forces at work in structuring global patterns of biodiversity,
and because the particular outcomes observed rest fundamentally on
the balance of those forces. Indeed, even where two groups exhibit
similar spatial gradients in biodiversity there is substantial variation
around those trends, and the details are seldom similar. In the
extreme, some groups exhibit patterns of biodiversity that are 
entirely contrary to the norm. For example, several major taxonomic
groups exhibit peaks of species richness at high or mid-latitudes (for
example, aphids, sawflies, ichneumonids, braconids, bees, various
groups of freshwater invertebrates, marine amphipods, and procel-
lariiforms1,74); exceptions to patterns of biodiversity tend to be
observed more frequently at lower taxonomic levels than at higher
levels. Which particular patterns are and are not expressed by a given
taxon rest on contingencies (for example, physiology, dispersal 
ability, resource requirements and evolutionary history56). 

In conclusion
Development of a markedly improved understanding of the global
distribution of biodiversity is one of the most significant objectives
for ecologists and biogeographers. Spatial heterogeneity in species
richness, in particular, is an obvious feature of the natural world. An
understanding of its determinants will impinge on applied issues of
major concern to humankind, including the role of biodiversity in
ecosystem processes, the spread of alien invasive species, the control
of diseases and their vectors, and the likely effects of global environ-
mental change on the maintenance of biodiversity.

A substantial proportion of regional variation in species richness
can be explained statistically in terms of a few environmental 
variables1. This is, however, far from a predictive theory of species
richness. It is the need to identify the contingencies involved in the
expression of patterns in biodiversity, and to weigh their significance,
that constitutes the real challenge to developing such a theory. The
number of species is determined by the birth, death, immigration
and emigration rates of species in an area. These rates in turn are
determined by the effects of abiotic and biotic factors (the latter may
be intrinsic or extrinsic to the organisms of concern) acting at local
and regional scales. Although multiple factors doubtless contribute,
if a factor influences biodiversity on one spatial axis (for example, 
latitude) then it seems reasonable to presume that all else being equal
it will do so along others where the factor also varies (for example, 
elevation). Thus, relationships between species richness and envi-
ronmental energy have been found to be associated with latitudinal,
elevational and depth gradients75. If this were the whole story, 
patterns in richness would seem reasonably straightforward, if not
easy, to predict. However, it is not simply the current states of these
factors that are important but also their historical dynamics. These
have shaped variations in the distribution of different groups of
organisms, in their diversification, and hence the availability of
species with different attributes to exploit opportunities provided by
prevailing conditions. As such, the study of global patterns in 
biodiversity demands insights from geneticists through to ecosystem
ecologists. All concerned will need to remember that no single 
mechanism need adequately explain a given pattern, that observed
patterns may vary with spatial scale, that processes at regional scales
influence patterns observed at local ones, and that no pattern is 
without variations and exceptions. ■■
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We now realize that the world’s flora and
fauna are disappearing at rates greater
than the mass extinction events whose
collapses punctuate the fossil record1–3. It
is also true that species invasions have

been elevated to unprecedented rates accompanying the
increased globalization of our world4,5. These high rates of
extinction and invasion put ecosystems under enormous
stress, making it critical that we understand how the loss,
or addition, of a species influences the stability and
function of the ecosystems we rely on. We are, in a very
real sense, deconstructing the Earth under the implicit
assumption that ecosystems have evolved the ability to
withstand such assault without collapse. 

Several advances in the diversity–stability debate form a
conceptual thread that suggests that diversity can be expect-
ed, on average, to give rise to ecosystem stability. This does
not infer that diversity is the driver of this relationship.
Instead, diversity can be regarded as the passive recipient of
important ecological mechanisms that are inherent in
ecosystems. One promising mechanism that has been pro-
posed recently is that weakly interacting species stabilize
community dynamics by dampening strong, potentially
destabilizing consumer–resource interactions6. Empirical
descriptions of the distribution of interaction strengths 
in real communities are consistent with this theory. If this 
is true then, all else being equal, decreasing biodiversity will
be accompanied by increases in average interaction
strengths within ecosystems, and a concomitant decrease in
ecosystem stability. 

Historical perspectives of the diversity–stability debate
The relationship between diversity and stability has fasci-
nated ecologists. Before the 1970s, ecologists believed that
more diverse communities enhanced ecosystem stability7–9.
A strong proponent of this view was Charles Elton8, who
argued that “simple communities were more easily upset
than that of richer ones; that is, more subject to destructive
oscillations in populations, and more vulnerable to 
invasions”. In fact, both Odum7 and Elton8 arrived at similar
conclusions based on the repeated observation that greatly
simplified terrestrial communities are characterized by
more violent fluctuations in population density than
diverse terrestrial communities. For example, invasions
most frequently occur on cultivated land where human
influence had produced greatly simplified ecological 
communities, and outbreaks of phytophagous insects occur
readily in boreal forests but are unheard of in diverse 
tropical forests. These observations led Elton8 to believe that

complex communities, constructed from many predators
and parasites, prevented populations from undergoing
explosive growth. His ideas were closely akin to MacArthur9,
who reasoned that multiplicity in the number of prey and
predator species associated with a population freed that
population from dramatic changes in abundance when one
of the prey or predator species declined in density. 

These early intuitive ideas were challenged by the work of
Robert May10 in 1973. May turned to mathematics to rigor-
ously explore the diversity–stability relationship. By using
linear stability analysis on models constructed from a statis-
tical universe (that is, randomly constructed communities
with randomly assigned interaction strengths), May found
that diversity tends to destabilize community dynamics.
Other ecologists, using similar approaches, found results
that were consistent with this hypothesis11,12. The results
were puzzling, as real ecosystems were undoubtedly 
complex and diverse. The results also seemed to counter the
ideas of Elton7, Odum8 and MacArthur9. Yodzis13 height-
ened this paradox by showing that models structured from
compiled food-web relationships, with plausible interac-
tion strengths, were generally more stable than randomly
constructed food webs. Although the early food-web data
that Yodzis structured his models around were incomplete,
these data reflected real feeding relationships. Yodzis’ result
indicated that interaction strength was probably crucial to
stability; but the exact reason for this remained elusive. If
diversity and stability were positively correlated, as early
empirical evidence had indicated, then more had to be 
happening than simply increasing the number of species
and the number of pathways. Something fundamental was
missing from the early arguments. 

In the remainder of this paper I review recent investiga-
tions of the diversity–stability debate. I first discuss a change
in perspective that is beginning to allow us to unravel this
long-standing problem and then review two different lines
of investigation. One approach has searched for a general
diversity–stability relationship, and a second, more mecha-
nistic approach has sought a relationship between food-web
structure and stability. 

Changing perspectives 
Much of ecological theory is based on the underlying assump-
tion of equilibrium population dynamics. Although this
assumption is aesthetically pleasing, in that it suggests the 
balance of nature is infinitely precise, an alternative and viable
ecological perspective exists. As real populations are variable,
it is possible that the persistence of complex communities
depends to some degree on population fluxes (that is, the 
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fairly regular waxing and waning of a population’s density). Such back-
ground population variability, whether driven by biotic or abiotic
processes, can provide species with the opportunity to respond differ-
entially to their environment. In turn, these differential species
responses weaken the destructive potential of competitive exclusion. 

Because such variability can significantly change our understand-
ing of ecological interactions6,14–19, ecologists have begun to relax
equilibrium-based measures of stability. A recent theoretical
analysis17 has shown that population fluctuations, driven by compe-
tition, can actually promote the persistence of large numbers of 
competing phytoplankton communities on a minimal number of
limiting resources (but greater than two resources). Coexistence was
found to rely on the fluctuation in population densities, while 
community-level densities (the summation of the competing plank-
ton densities) varied little. We will see that a similar relationship
appears in diversity–stability experiments. Here, too, the evidence
points to variable population densities that sum to produce a 
relatively constant biomass at the community level.

Definitions of stability
Definitions of stability in ecology can be classified generally into two
categories (Table 1) — stability definitions that are based on a sys-
tem’s dynamic stability, and stability definitions that are based on a
system’s ability to defy change (resilience and resistance in Table 1).
Despite the breadth of definitions, ecological theory has tended 
traditionally to rely on the assumption that a system is stable if, and
only if, it is governed by stable equilibrium dynamics (that is, equilib-
rium stability and equilibrium resilience). As discussed in the 
previous section, these are strong assumptions with no a priori
justification. In fact, the variable nature of population dynamics
found both in field and in laboratory experiments has led experimen-
talists to use measures of variability as indices of a system’s stability.
This discontinuity between stability experiments and equilibrium-
based theory has made it difficult to unite theory and experiment in
the diversity–stability debate. 

More general definitions of stability exist. In Table 1, general 
stability is defined such that stability increases as population 

densities move further away from extremely low or high densities.
This is a broad definition, including equilibrium and non-
equilibrium dynamics as well as subsuming the definition of 
permanence18 (a population is considered permanent if the  lower
limit to its density is greater than zero). Because the definition of gen-
eral stability implies decreased variability (owing to greater limits on
density), it is closely related to field measurements of stability, which
tend to rely on variability in population or community densities as a
measure of stability. One can also extend equilibrium resilience to a
less biologically restrictive form by defining resilience as the return
time after a perturbation to an equilibrium or a non-equilibrium
attractor (Table 1). In a nonlinear system there is no reason to believe
that an equilibrium that attracts weakly in a local setting (near the
equilibrium) also attracts weakly far away from the equilibrium,
where the issue of a species’ permanence is resolved18. For the remain-
der of the paper, unless stated otherwise, the definitions of general
stability and variability will be used to consider empirical and 
theoretical results on the relationship between diversity and stability
under a common framework. 

The search for a general diversity–stability relationship 
In 1982, David Tilman began a long-term study to delineate experi-
mentally the relationship between diversity and stability in plant
communities. The undertaking involved four grassland fields at
Cedar Creek Natural History Area, Minnesota, divided into over 200
experimental plots, and gathered information on species richness,
community biomass and population biomass through time. The
results of this and other extensive studies converge on the finding that
diversity within an ecosystem tends to be correlated positively with
plant community stability (that is, decreased coefficient of variability
in community biomass)20–23. At the same time, diversity seems to
show little influence on population variability22. The basic arguments
for a positive relationship between diversity and stability for primary
producers at the community level have been classified into two, not
mutually exclusive, hypotheses called the averaging effect24 and the
negative covariance effect25 (see Table 2 for the underlying logic
behind these ideas). In essence, these hypotheses argue that diversity
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Figure 1 The Ecotron experiment creates model multitrophic community assemblages
containing plants, herbivores, parasitoids and decomposers in 16 different chambers. 
The Ecotron is an ambitious attempt to bridge the scale between field communities and
laboratory experiments. (Photographs show the inside of an Ecotron chamber and a technical
service corridor between two banks of chambers; courtesy of the Centre for Population
Biology, Imperial College at Silwood Park.)
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(species richness) increases stability at the community level because
diverse plant communities respond differentially to variable back-
ground processes. The differential responses of populations sum,
through time, to give stable community dynamics.

If diversity and stability are positively correlated, then both the aver-
aging and negative covariance effect predict that population variance
has to scale as a function of mean population densities in a precise way
(see Table 2). Tilman20 has used these predictions to show that his field
experiments are consistent with the interpretation that increasing
diversity increases community stability. Although this is a clever 
combination of theory and experiment, it cannot be used to infer that
diversity is responsible directly for stability26,27. As a counter example,
no correlation was found between diversity and stability at the cross-
ecosystem scale26. Other experiments have found that the positive
diversity–stability correlation is not a pure species effect (that is, a
diversity effect), and have indicated that ecosystem function and stabil-
ity are more directly related to functional diversity (for example,
graminoids or grasses, nitrogen-fixing legumes and other herbs)27–30. 

In a similar manner, plant community stability and productivity
in European grasslands were shown to be tightly coupled to the 
functional diversity of mutualistic arbuscular mycorrhizal fungi
(AMF)31. In this system, large fluctuations in plant biomass were
associated with low diversities of AMF, whereas more constant 
biomass and greater productivity accompanied high AMF 
diversities. This study highlights that higher-level interactions,
which are inherent in food webs (for example, microbial interac-
tions, herbivory and predation), are of great importance in 
understanding the relationship between the diversity and stability of
whole ecological communities. The complexity of whole ecological
communities — the basis from which Odum, Elton and MacArthur
formed their diversity–stability hypotheses — cannot manifest itself
in experiments that focus on single trophic levels. 

Field tests at the scale of the food web are few in number. But one
thorough examination32 tested seven different stability–diversity 
criteria in the grazing ecosystem of the Serengeti under naturally
variable conditions (that is, strong seasonal changes). Of these seven
stability measures, five were positively related to diversity whereas
two were unrelated to diversity. The study found that greater diversity
reduced the relative magnitudes of fluctuations in productivity
induced by seasonal change. Although a relationship between 
stability and diversity exists within the Serengeti, the evidence again
points to the importance of functional species in understanding this
relationship. For example, the grazing-tolerant plant species have a
disproportionately large role in the Serengeti community dynamics
by preventing herbivores from dramatically reducing plant biomass.

The paucity of field tests at the scale of the food web reflects the
fact that such experiments require an enormous undertaking. As an
alternative, ecologists have approached this problem by investigating
how diversity influences stability and function within a multitrophic
setting in controlled microcosm experiments (often referred to as
bottle experiments as they are attempts to create realistic ecological

communities within a controlled setting). The main advantage of
microcosms is that the experiments can easily be manipulated and
replicated33. Nonetheless, the issue of how scale influences outcome
looms over microcosm experiments — can we extrapolate results to
the whole ecosystem? Ambitious experimental set ups such as that
currently underway in the Ecotron (Fig. 1) are attempting to bridge
the gap between the complexity of real field communities and the
simplicity of laboratory or greenhouse experiments.

The evidence that has emerged from microcosm experiments,
regardless of scale and system type (that is, terrestrial or aquatic), has
tended to agree that diversity is positively related to ecosystem stabili-
ty34–39. In addition, and consistent with field experiments on plant
communities, experiments using aquatic microcosms have shown
that population-level variation is relatively uninfluenced by diversity,
whereas community-level variance tends to decrease with increased
diversity35. Two ideas have been advanced in explanation of these
findings. One explanation is that increasing diversity increases the
odds that at least some species will respond differentially to variable
conditions and perturbations37–39. The second is that greater diversity
increases the odds that an ecosystem has functional redundancy by
containing species that are capable of functionally replacing impor-
tant species37–39. Taken together, these two notions have been called
the insurance hypothesis (Table 2). This idea has been extended to
suggest that the greater the variance in species’ responses contained
in a community then the lower the species richness required to insure
the ecosystem40. As with the averaging and negative covariance effect,
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Table 1 Definitions of stability 

Term Definition

Definitions of dynamic stability

Equilibrium stability A discrete measure that considers a system stable if it returns to 
its equilibrium after a small perturbation away from the 
equilibrium. A stable system, therefore, has no variability in the 
absence of perturbations.

General stability A measure which assumes that stability increases as the lower 
limit of population density moves further away from zero. Under 
non-equilibrium dynamics, such limits to population dynamics 
generally imply a decrease in population variance (see variability 
definition below). 

Variability The variance in population densities over time, usually measured 
as the coefficient in variation. Common in experimental tests of 
stability.

Definitions of resilience and resistance stability

Equilibrium resilience A measure of stability that assumes system stability increases as 
time required to return to equilibrium decreases after a 
perturbation. A rapid response means that a system recoils 
rapidly back to its equilibrium state. 

General resilience A measure of stability that assumes system stability increases as 
return time to the equilibrium/non-equilibrium solution decreases 
after a perturbation. A rapid response means that a system 
recoils rapidly back to its equilibrium/non-equilibrium state.

Resistance A measure of the degree to which a variable changes after a 
perturbation. Frequently used as a discrete measure that 
assesses a community’s ability to resist invasion (that is, if an 
invader fails, the community resists invasion).

Table 2 General diversity–stability theory

Theory Underlying logic

Averaging effect24,25 Assume covariances between species are zero and variance (si
2) in abundance of individual species i in a plant community is equal to cmi

z,where c and 
z are constants and mi is the mean density of species i. Given that all k species of a community are equal in abundance and sum to m (that is, mi = m/k), 
then the coefficient of variation (CV) of community abundance can be determined as: 

CV = 100s/m = 100(c/k)1/z

For the case z > 1, increasing k (species number) decreases the variation in biomass for the plant community. 

Negative-covariance effect25 If covariances between species (say, species a and b) are negative (that is, cov(a,b) < 0), then the variance in the abundance of two species

s2
(a+b) = sa

2 + sb
2 + 2cov(a,b)

will be less then the sum of the individual variances (that is, sa
2 + sb

2), and so will decrease overall biomass variance in the plant community.

Insurance effect37–40 An ecosystem’s ability to buffer perturbations, loss in species and species invasions is dependent on the redundancy of the species having important 
stabilizing roles, as well as on the ability of the species in the community to respond differentially to perturbations. Increasing diversity increases the 
odds that such species exist in an ecosystem. This idea has been extended40 to suggest that the greater the variance of species’ responses in a 
community then the lower the species richness required to buffer an ecosystem.
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which are intimately related, the insurance hypothesis does not infer
that diversity actively promotes stability. 

In summary, the results indicate that within an ecosystem, diver-
sity tends to be correlated positively with ecosystem stability. This
correlation does not necessarily extend to population-level stability.
Much work is still required to determine the driver of the positive
diversity–stability relationship; however, it seems that community-
level stability is dependent on the differential response of species or
functional groups to variable conditions, as well as the functional
redundancy of species that have important stabilizing roles. I now
turn to a separate approach that has not focused on diversity, but has
concentrated instead on understanding the implications of common
food-web structures on stability. 

Food-web structure and stability
In an important theoretical contribution, Chesson and Huntley41

showed that diversity cannot be maintained by variation alone. Rather,
maintenance of diversity requires the two following components: the
existence of flux or variability in ecosystems; and populations capable of
differentially exploiting this flux or variability. Regardless of the source
of the variability (for example, whether spatially or temporally generat-
ed), their results indicate that coexistence requires that populations
must be released, either directly or indirectly, from the limiting 
influences of species interactions such as predation and competition.
Species interactions, therefore, must be important in maintaining and
promoting persistence in diverse communities in spite of, and perhaps
because of, the variability that underlies ecosystems. Several more 
specific models can be included under this general framework, and all
reveal that flux interacting with specific biotic, nonlinear responses can
promote persistence6,14,17. We now turn to a set of food-web models that
have shown how persistent, complex ecosystems can be an outcome of
this combination of flux and density-dependent food-web interactions
(that is, competitive and predatory influences that vary with density). 

The weak-interaction effect 
Over the past decade, ecologists have begun to replace the conceptu-

alization of the ecosystem as a linear food chain with the view that
food webs are highly interconnected assemblages42–45 characterized
by recurrent food-web structures (for example, omnivory and
apparent competition). Because combinations of competition and
predation can represent these common food-web structures, the use
of simple food-web modules has been advocated46 to explore the
repercussions of these ubiquitous species interactions. 

Several model investigations have grown out of this approach 
to show that natural food-web structures can, indeed, enhance
ecosystem stability6,47–49. These food-web models are extensions of a
bioenergetic consumer–resource model50 that constrains parameters
to empirically determined relationships of body size. The approach is
akin to the dynamic modelling of a population’s energy budgets
through time, and has the important consequence of placing 
food-web models within a biological universe with reasonable con-
straints operating on energy flow between any consumer–resource
interaction — a feature that is considerably different from a statistical
universe. The result is that increasing diversity can increase food-web
stability under one condition: the distribution of
consumer–resource interaction strengths must be skewed towards
weak interaction strengths. I will refer to this as the weak-interaction
effect (Table 3), and to connect this to general diversity–stability 
theory I briefly discuss the stabilizing mechanisms behind this effect.

Two general stabilizing mechanisms underlie the weak-interac-
tion effect. First, the weak-interaction effect generates negative
covariances and promotes community-level stability. Second, these
negative covariances ensure that the weak interactors dampen the
destabilizing potential of strong consumer–resource interactions.
These mechanisms can be best understood with a simple example.

Figure 2a depicts a simple food-web interaction in which a strong
consumer–resource interaction (C–R1) is coupled to a weak 
consumer–resource interaction (C–R2). Being a weakly interacting
species, R2 is an inferior competitor whose ability to persist is mediat-
ed by the top predator. This food-web relationship ensures that the
resources negatively covary. For example, R2 is released from compet-
itive limitation to flourish whenever R1 is suppressed by high 
densities of consumer C. This occurs because R2 is weakly coupled to
C and so is not strongly influenced by high densities of C. In this man-
ner, the weak interaction drives the differential responses of species.

We can use the knowledge of this negative covariance to deter-
mine qualitatively the consumption rate of C on its preferred
resource, R1. Figure 2b depicts C’s consumption rate on R1 under two
different densities of R2, assuming an optimally foraging, type II 
multispecies functional response (for full details, see refs 49, 51).
High densities of R2 reduce the overall consumption rates on R1.
Because the resources negatively covary, then for low densities of R1

we expect C’s consumption rates to fall on the R2-high curve in Fig. 2
(the lower dashed circle). Similarly, for high densities of R1 we expect
consumption rates to be on the R2-low curve in Fig. 2 (the upper
dashed circle). Piecing these functions together we see that the asyn-
chrony in resource densities drives a sigmoid-shaped response that is
qualitatively similar to what ecologists refer to as a type III functional
response. This has the non-equilibrium effect of releasing the prey
(R1) from strong consumptive pressures when it is at low densities,
and thereby the weak interaction dampens the oscillatory potential
of the strong C–R1 interaction. Consistent with the above discussion
is the fact that investigators have found that donor control (in which a
consumer responds numerically to a resource but has no influence on
resource dynamics) also promotes community stability45,48. Donor
control can generate differential responses of species by allowing
species using these resources to disconnect themselves from fluxes
that are inherent to the community. 

I have discussed the weak-interaction effect within the context of
relatively simple food-web modules. Does the effect operate for real,
complex communities with enormous numbers of direct and 
indirect interactions? It is still too early to tell, but Kokkoris et al.52 

followed the distribution of interaction strengths as competitive
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Figure 2 Consumer–resource interactions. a, A simple food-web diagram depicting a
strong consumer–resource interaction (C–R1) coupled to a weak consumer–resource
interaction (C–R2). b, Consumption rates by consumer C of R1 for two different densities
of R2. Because the resources negatively covary, the actual consumption response is
qualitatively similar to a combination of these two curves (dashed circles and line). In
the presence of R2, resource R1 is less influenced by consumption when at low
densities.
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model communities were assembled. They found that as the 
assembly process progressed, larger permanent communities (that
is, with a lower limit above zero) attained lower mean interaction
strengths. They also found that communities with lower mean inter-
action strength were more resistant to invasion. These results are
encouraging and indicate that the weak-interaction effect might
scale to the whole ecosystem. If the weak-interaction mechanism is
operating in real communities then the distributions of interaction
strengths will be skewed towards weak interactions in order that a few
potentially excitable consumer–resource interactions are muted. I
now turn to empirical investigations of food-web structure and 
stability, first reviewing experiments concerned with the distribution
of interaction strengths in natural communities before examining
experiments that have investigated directly the influence of food-web
structure on stability.

Interaction strength and species invasions 
Although quantitative field estimates of interaction strength are still
in the process of development, work by a few ecologists has enabled a
preliminary glimpse into the nature of the distributions of interac-
tion strength within real food webs53–57. The early data indicate
unequivocally  that distributions of interaction strength are strongly
skewed towards weak interactions53–57. Nonetheless, these experi-
ments also highlight that the removal or addition of a single key
species can have pronounced impacts on the dynamics and 
persistence of the species in the enclosure or exclosure. For example,
experimental removal of the predatory starfish, Pisaster ochraceus,
resulted in greatly simplified lower-intertidal communities because
the mussel, Mytilus californianus, competitively dominates all other
sessile benthic organisms when freed from predation58. 

A recent experiment59 has confirmed the abundance of weak inter-
actions in ecosystems, but showed that weak average interaction
strength in a rocky intertidal community tends to be correlated with
high variability in interaction strength. In this study, variation in the
magnitude of the weak interactions seemed to excite spatial variation
in community structure. The variation in interaction strength may be
important in generating landscape-scale variation that promotes the
maintenance of diversity, an area that demands further investigation.

It is important to know if these phenomena can be extended
beyond the scale of the enclosure/exclosure experiment. Species
invasions may be seen as the uncontrolled version of species addition
experiments. Similar to the experiments described above, the current
evidence indicates that, although most species invasions have a weak
impact on ecosystems60, the occasional invasive species alters an
ecosystem profoundly61–63. For example, a recent study61 used stable
isotopes to document energy flow through food webs. Lakes that
were uninvaded by bass were compared with lakes that had just been
invaded, and the recently invaded lakes showed marked differences in
energy flow patterns (implying a severely altered food-web structure)
as well as rapid declines in forage fish diversity61. These results 
indicate that the addition of a single species can precipitate a form of
ecosystem collapse that sends a wave of extinction through the
ecosystem. Another noteworthy case concerns the introduction of
the large predatory fish, the Nile perch (Lates niloticus), in Lake 
Victoria in the 1950s. The addition of the Nile perch was followed by a
sequence of amazing ecological and genetic changes that culminated
in a cascade of cichlid extinctions63. Overall, however, the invasion
literature is harmonious with enclosure/exclosure experiments60 —
most invasions have a weak impact with infrequent occurrences of an
invasive species capable of precipitating monumental changes to an
ecosystem. 

Food-web structure and stability experiments
Some direct experimental tests of stability and food-web structure
exist. In a clever experimental manipulation, Fagan64 tested commu-
nity response to a perturbation (aphicide application) as a function
of the degree of omnivory. Fagan accomplished this by controlling

the relative proportion of nonomnivorous damselbugs versus
omnivorous wolf spiders in arthropod assemblages of the Mount
Saint Helen ‘blowdown zone’. The results showed that increasing the
degree of community omnivory (that is, increasing the proportion of
wolf spiders) decreased variation in the population responses after an
aphicide application. 

In an earlier investigation, de Ruiter et al.65 investigated model
communities constructed from empirical estimates based on some
well-studied food webs from native and agricultural soils. Their
results are consistent with the experiments on interaction strength
and the weak-interaction effect discussed above, as most interactions
had only a negligible impact on community dynamics. Although
their results indicate that energetics are important in constraining
interaction strength, they found no positive correlation between
feeding rates and community impact. This, too, is consistent with the
weak-interaction effect. Similarly, experiments on both terrestrial
and aquatic microcosms have tended to find that increasing the num-
ber of prey items enhances stability66–68, although one microcosm
experiment69 found that the addition of an alternate prey destabilized
community dynamics. This last case can be reconciled with other
experiments as the alternate prey introduced was efficient fare for the
predator. In essence, the alternative prey energetically fuelled the
predator, and so the experiment may be viewed as evidence that a
strong consumer–resource interaction is potentially destabilizing.

Conclusion
Taken together, recent advances indicate that diversity can be expected,
on average, to give rise to ecosystem stability. The evidence also 
indicates that diversity is not the driver of this relationship; rather,
ecosystem stability depends on the ability for communities to contain
species, or functional groups, that are capable of differential response .
All of these views are consistent with the ideas put forth by the influen-
tial figures of Odum7, Elton8, MacArthur9 and May10. May’s result
reflects the fact that random distributions (that is, a null universe where
dynamics are influenced by diversity alone), on average, do not create
the necessary tension between community members that forces differ-
ential response and community stability. In a randomly constructed
community, for example, strong interactions are not necessarily 
coupled to weak interactions that mute their destabilizing potential. In
fact, one can expect that random communities will generally not create
such couplings, and so tend to produce diverse communities with
complex, wildly oscillatory dynamics. Furthermore, Odum, Elton and
MacArthur recognized that real food webs contain a complex array of
energetic pathways that can act as buffers against dramatic population
explosions. Specifically, MacArthur’s hypothesis — that greater 
connectance drives community and ecosystem stability — seems a
strong possibility provided most pathways are constructed from weak
interactions that mute the potentially destabilizing roles of a few strong
consumer–resource interactions. 
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Table 3 Food-web structure and stability theory

Theory Underlying logic

Weak-interaction effect6,46–48 Weak interactions serve to limit energy flow in a 
potentially strong consumer–resource interaction and, 
therefore, to inhibit runaway consumption that 
destabilizes the dynamics of food webs. In addition, the 
weak interactions serve to generate negative covariances 
between resources that enable a stabilizing effect at 
the population and community level. The negative 
covariances ensure that consumers have weak 
consumptive influences on a resource when the 
resource is at low densities. See text and Fig. 2 for 
further clarification.

Berlow57 suggested an additional influence of weak 
interactions. Weak interactions in intertidal communities 
seem to be extremely variable in strength, and as a 
result may drive spatial variability in community 
structure. This community variability in space can 
provide a canvas for species to respond differentially, 
and so may further promote the maintenance of 
diversity.
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The current empirical evidence indicates that communities may
be dominated by such weak trophic interactions. If this is true, then it
is also true that the removal, or addition, of any species (weak or
strong) can lead to pronounced changes in community composition
and structure. It follows that decreasing biodiversity will tend to
increase the overall mean interaction strength, on average, and thus
increase the probability that ecosystems undergo destabilizing
dynamics and collapses. Just how much ecosystem deterioration is
sufficient to precipitate a collapse is difficult to assess, but current
experiments and theory agree that drastic community changes can
accompany the removal or addition of even a single species. Further-
more, if Elton’s observation is correct — that simplified communities
are more vulnerable to invasion — than we should also expect an
increase in frequency of successful invaders as well as an increase in
their impact as our ecosystems become simplified. The lessons for
conservation are obvious: (1) if we wish to preserve an ecosystem and
its component species then we are best to proceed as if each species is
sacred; and (2) species removals (that is, extinction) or species 
additions (that is, invasions) can, and eventually will, invoke major
shifts in community structure and dynamics. 

It is important to point out that the mechanistic ideas outlined
here omit higher-scale ecosystem influences that are likely to be
linked intricately to ecosystem stability and function70–73. Some
promising work is now beginning to show us how we can link models
of nutrient and energy flow70–72 as well as uncover the potential 
influence of diversity and stability on large-scale biogeochemical
processes73. Investigations of this sort will be necessary to bridge
important stabilizing processes that act across ecological scales. ■■
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It is an ancient and widespread human practice to set
aside areas for the preservation of natural values.
The sacred groves of Asia and Africa and royal
hunting forests are historical examples1,2. Other
areas protect ecosystem services such as the delivery

of clean water or the supply of timber, or mitigate the
expected adverse effects of over-clearing3. Others protect
recreational and scenic values and some have been
planned to foster international cooperation4. Many of
these areas meet the World Conservation Union’s
definition of a strictly protected area (IUCN categories
I–IV)5, and hereafter we refer to such protected areas as
‘reserves’. These areas are increasingly being
complemented by reserves established principally for the
protection of biodiversity, including ecosystems, biological
assemblages, species and populations6. The basic role of
reserves is to separate elements of biodiversity from
processes that threaten their existence in the wild. They
must do this within the constraints imposed by large and
rapidly increasing numbers of humans in many parts of
the world and their attendant requirements for space,
materials and waste disposal7.

The extent to which reserves fulfil this role depends on
how well they meet two objectives. The first is representa-
tiveness, a long-established goal referring to the need for
reserves to represent, or sample, the full variety of biodiver-
sity8, ideally at all levels of organization. The second is 
persistence. Reserves, once established, should promote the
long-term survival of the species and other elements of 
biodiversity they contain by maintaining natural processes
and viable populations and by excluding threats9. To meet
these objectives, conservation planning must deal not 
only with the location of reserves in relation to natural 
physical and biological patterns but also with reserve 
design, which includes variables such as size, connectivity,
replication, and alignment of boundaries, for example, with
watersheds10,11. A structured systematic approach to conser-
vation planning provides the foundation needed to meet
these objectives.

Systematic conservation planning has several distinctive
characteristics. First, it requires clear choices about the 
features to be used as surrogates for overall biodiversity in
the planning process. Second, it is based on explicit goals,
preferably translated into quantitative, operational targets.
Third, it recognizes the extent to which conservation goals

have been met in existing reserves. Fourth, it uses simple,
explicit methods for locating and designing new reserves to
complement existing ones in achieving goals. Fifth, it
applies explicit criteria for implementing conservation
action on the ground, especially with respect to the schedul-
ing of protective management when not all candidate areas
can be secured at once (usually). Sixth and finally, it adopts
explicit objectives and mechanisms for maintaining the
conditions within reserves that are required to foster the
persistence of key natural features, together with monitor-
ing of those features and adaptive management12 as
required. The effectiveness of systematic conservation plan-
ning comes from its efficiency in using limited resources to
achieve conservation goals, its defensibility and flexibility in
the face of competing land uses, and its accountability in
allowing decisions to be critically reviewed. This is an ideal-
ized description of a process that is difficult to achieve in
practice. Nevertheless, substantial parts have now been
implemented around the world13–17 and some are used as
illustrations below.

The practice of conservation planning has generally not
been systematic and new reserves have often been located in
places that do not contribute to the representation of biodi-
versity. The main reason is that reservation usually stops or
slows the extraction of natural resources. In some regions,
housing and commercial development compete with
reserves for land18. The economic and political implications
can be serious and reserves can be degraded or even lose
their protected status when they prove to be economically
valuable19. As a result, reserves tend to be concentrated on
land that, at least at the time of establishment, was too
remote or unproductive to be important economically20.
This means that many species occurring in productive 
landscapes or landscapes with development potential are
not protected, even though disturbance, transformation to
intensive uses, and fragmentation continue21. Another 
reason for the inappropriate location of reserves is the very
diversity of reasons for which reserves are established. A
diversity of goals means that different proponents see differ-
ent places as important. Because highly valued areas arising
from alternative conservation goals often fail to overlap22,
there is competition among proponents for limited funds
and the limited attention spans of decision-makers. More-
over, goals such as the protection of grand scenery and
wilderness often focus on areas that are remote, rugged and
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The realization of conservation goals requires strategies for managing whole landscapes including areas
allocated to both production and protection. Reserves alone are not adequate for nature conservation but they
are the cornerstone on which regional strategies are built. Reserves have two main roles. They should sample
or represent the biodiversity of each region and they should separate this biodiversity from processes that
threaten its persistence. Existing reserve systems throughout the world contain a biased sample of
biodiversity, usually that of remote places and other areas that are unsuitable for commercial activities. A
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residual from intensive uses, giving them a political advantage over
goals such as representativeness, which focus also on disturbed, 
economically productive landscapes (Fig. 1).

Conservation planning is therefore an activity in which social,
economic and political imperatives modify, sometimes drastically,
scientific prescriptions. This interaction need not be all one way. 
Science has at least three means of influencing the practice of 
nature conservation. First, an available body of scientific theory and
application can provide some of the raw material for constructing
policies23. Second, science can offer solutions when called upon 
to assist in the implementation of policies and conventions, while
also clarifying the social and economic implications of alternative
methods or scenarios (this role is best filled when science is integral 
to the process, not simply called in for peer review24 or when technical
or political problems emerge). Third, science can and should be used
to review the effectiveness of political processes for achieving stated
biodiversity goals. A structured framework for conservation 

planning will enhance the effectiveness with which science can do
these three things. 

A framework for systematic conservation planning
Systematic conservation planning can be seen as a process in six
stages25 (Box 1), each of which is discussed below with examples of
the tasks and decisions required. The process is not unidirectional —
there will be many feedbacks and reasons for revised decisions about
priority areas. For example, it will be necessary to re-examine conser-
vation goals as knowledge accumulates, and replacement candidate
reserves will have to be identified when unforeseen difficulties arise
in implementation. Although our discussion focuses on reserves, the
framework applies equally well to many problems in ‘off-reserve’
conservation, including habitat restoration25,26. Decisions about
both on- and off-reserve conservation, if they are not to be ad hoc and
uncoordinated, should be guided by explicit goals, identification of
priorities in regional or broader contexts, and clear choices between
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Figure 1 Social, economic and political factors
often compete with reserves for land. a, Kings
Canyon, Watarrka National Park, Northern
Territory, Australia. This is a spectacular
landscape, worthy of protection both for its
outstanding natural beauty and for its
biodiversity. But it is a remote and rugged area,
valuable for tourism but not for extractive uses so
it was easier to protect than more productive and
economically valuable landscapes. b, An
agricultural landscape in the Adelaide Hills, South
Australia, with remnant woodland in the
background. Remnants such as these contain
species that are not represented in more remote
and inaccessible areas, so their contribution to
the overall goal of maintaining biodiversity is just
as great. Despite their natural values it is always
a difficult social and political decision to protect
them because they have economic value as well
as biodiversity value. Photographs by Liz Poon.

Figure 2 A map of biodiversity priority areas in Papua New Guinea16.
The targets that are met by this set of areas are the representation of
608 environmental domains37, 564 vegetation types, 10 species
assemblages and 12 rare and threatened species. For the derivation
of these targets, see refs 16, 92. In meeting targets, the set of areas
also minimizes foregone opportunities for timber extraction,
represents all existing reserves, minimizes the number of areas
currently used for intensive agriculture, gives preference to areas
with low human population density and gives preference to areas
identified previously by experts as biodiversity priority areas92. The
selected areas occupy 16.8% of the country and are inhabited by
210,000 people out of a population of approximately 4 million. A total
of 398 areas were selected from 4,470 candidate areas or planning
units. These units were aerial photograph patterns that were
previously mapped for a database on agricultural and forestry
suitability. The trade-off between biodiversity gain and opportunity
costs, and the application of the other spatial constraints, was
achieved with the TARGET software94,109. The colours represent
different index classes of timber volume. Yellow is highest, red next
highest, purple next and green lowest. 
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potential conservation areas and alternative forms of management.

Stage 1. Measure and map biodiversity
Because of the complexity of biodiversity, surrogates such as sub-sets
of species, species assemblages and habitat types have to be used as
measures of biodiversity, and the locations of these surrogates within
areas have to be plotted so that similarities or differences among areas
can be estimated.

Biological systems are organized hierarchically from the molecular
to the ecosystem level. Logical classes such as individuals, populations,
species, communities and ecosystems are heterogeneous. Each mem-
ber of each class can be distinguished from every other member. It is not
even possible to enumerate all of the species of any one area, let alone
the members of logical classes at lower levels such as populations and
individuals. Yet this is biodiversity, and maintaining that complexity is
the goal of conservation planning. For the foreseeable future it will be
necessary to accept this incomplete knowledge and adopt methods for
making the most of what we do know or can discover from new surveys.
Thus, surrogate or partial measures of biodiversity must be used to 
estimate similarity or difference among areas within planning regions.

The choice of surrogate measures is not trivial. The strong 
temptation is to use a group of species: for example, vascular plants,

vertebrates or butterflies. We may know that the presence of a butter-
fly indicates the presence of its food plant somewhere nearby. The real
question, however, is whether the presence of that butterfly, or any
other taxon, indicates the presence of other taxa to the extent that it
can be considered a suitable surrogate for overall biodiversity. Tests of
taxonomic surrogacy in Britain27 and South Africa28 are not encour-
aging, but more promising results have been obtained in Uganda29.
Divergent results are attributable to differences in analytical meth-
ods, geographical scales and biogeographical histories of the study
areas. Reliable generalizations and an understanding of how such 
factors affect taxonomic surrogacy are still developing. Higher levels
in the biological hierarchy, such as species assemblages, habitat types
and ecosystems lose biological precision, but have other advantages.
They can integrate more of the ecological processes that contribute to
the maintenance of ecosystem function30 (although there is active
debate on this issue31) and the relevant data are more widely and 
consistently available. In addition, there are sound theoretical rea-
sons why environmental variables should be good estimators of the
spatial distribution patterns of species32–34 and there are now some
empirical studies that add support35–37. New statistical techniques are
also being developed to compare how well different environmental
surrogates reflect the distribution patterns of species38. 
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Systematic conservation planning can be separated into six stages, and some examples of tasks and decisions in each are presented below25.
Note that the process is not unidirectional; there will be many feedbacks and reasons for altering decisions (see text for examples).

1. Compile data on the biodiversity of the planning region
• Review existing data and decide on which data sets are sufficiently consistent to serve as surrogates for biodiversity across the planning region.
• If time allows, collect new data to augment or replace some existing data sets.
• Collect information on the localities of species considered to be rare and/or threatened in the region (these are likely to be missed or 

under-represented in conservation areas selected only on the basis of land classes such as vegetation types).

2. Identify conservation goals for the planning region
• Set quantitative conservation targets for species, vegetation types or other features (for example, at least three occurrences of each species, 

1,500 ha of each vegetation type, or specific targets tailored to the conservation needs of individual features). Despite inevitable subjectivity 
in their formulation, the value of such goals is their explicitness.

• Set quantitative targets for minimum size, connectivity or other design criteria.
• Identify qualitative targets or preferences (for example, as far as possible, new conservation areas should have minimal previous disturbance 

from grazing or logging).

3. Review existing conservation areas 
• Measure the extent to which quantitative targets for representation and design have been achieved by existing conservation areas.
• Identify the imminence of threat to under-represented features such as species or vegetation types, and the threats posed to areas that will be 

important in securing satisfactory design targets.

4. Select additional conservation areas
• Regard established conservation areas as ‘constraints’ or focal points for the design of an expanded system.
• Identify preliminary sets of new conservation areas for consideration as additions to established areas. Options for doing this include reserve 

selection algorithms or decision-support software to allow stakeholders to design expanded systems that achieve regional conservation 
goals subject to constraints such as existing reserves, acquisition budgets, or limits on feasible opportunity costs for other land uses.

5. Implement conservation actions
• Decide on the most appropriate or feasible form of management to be applied to individual areas (some management approaches will be 

fallbacks from the preferred option).
• If one or more selected areas prove to be unexpectedly degraded or difficult to protect, return to stage 4 and look for alternatives.
• Decide on the relative timing of conservation management when resources are insufficient to implement the whole system in the short term 

(usually).

6. Maintain the required values of conservation areas
• Set conservation goals at the level of individual conservation areas (for example, maintain seral habitats for one or more species for which the 

area is important). Ideally, these goals will acknowledge the particular values of the area in the context of the whole system.
• Implement management actions and zonings in and around each area to achieve the goals.
• Monitor key indicators that will reflect the success of management actions or zonings in achieving goals. Modify management as required.

Box 1
Stages in systematic conservation planning
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Planning is essentially a matter of comparison so it is preferable to
compare two or more areas with the same kind of information at the
same level of detail. A map of vegetation types (communities or habi-
tat types) and/or environmental classes provides spatial consistency
across wide areas. On the other hand, museum and herbarium data
on the locations of taxa are notoriously biased, having been collected
for a different purpose (systematics), and often in an opportunistic
manner, from the places that collectors expected to find what they
were looking for or that were conveniently accessible39,40. Plots of the
field records from many collections therefore map road networks.
Various methods — empirical, statistical and computational — are
now available for modelling wider spatial distribution patterns from
the point records that field samples represent41–43, but their reliability
is also at least partly a function of the degree of spatial bias. New 
systematic field surveys to fill gaps are the best solution but they can
be expensive and time consuming.

There is no best surrogate. The decision on which to use will
depend on many factors including what data are available and what
resources there are for data analysis (for example, spatial modelling)
and the collection of new data. In most parts of the world, the only
spatially consistent information available is on higher-order surro-
gates such as vegetation types and environmental classes. Collections
of taxa might form an accurate representation of some biological 
distributions in some countries where well designed and well
resourced surveys have been used to collect the data. Taxa collections
may also be used with some reliability at coarse scales (for example,
grid cells of 50 km 2 50 km), but usually become less reliable at the
scale of individual reserves44. If taxa sub-sets are used without spatial
modelling, it is usually with the understanding that the disadvantage
of spatial bias is offset by the advantage of having at least some direct
biological information to complement higher-order surrogates.
Combinations of surrogates will be most practicable in most 
situations. In a recent study in Papua New Guinea, environmental
domains classified from climate, landform and geology37, vegetation
types mapped from aerial photographs, and the known locations of
rare and threatened species were all used as biodiversity surrogates
(Fig. 2)16.

A decision is also needed at this stage on how to define planning
units, the building blocks of the reserve system. Planning units can be
regular (for example, grids or hexagons) or irregular (for example,
tenure parcels, watersheds or habitat remnants). A mix of planning
units might be appropriate in regions that contain both fragmented
landscapes and extensive tracts of uncleared vegetation. The choice
has implications for the efficiency with which representation goals
can be achieved as well as for the design and management of
reserves45. For the reserve selection process described in stage 4, it is

necessary to compile data on biodiversity surrogates for each of the
planning units in the region. Data on tenure (for stages 3, 4 and 5,
below) and other contextual data that might influence selection and
implementation (for example, roads, rivers, terrain, timber
resources and threats) should also be compiled at this stage.

Stage 2. Identify conservation goals for the planning region
The overall goals of systematic conservation planning — representa-
tiveness and persistence — have to be translated into more specific,
preferably quantitative, targets for operational use. Targets allow
clear identification of the contributions of existing reserves to region-
al goals and provide the means for measuring the conservation value
of different areas during the area selection process in stage 4 below.
Targets such as 10 or 12% of the areas of countries or vegetation types
have been criticized because they are too small to prevent the extinc-
tion of many species, can be subverted by reserving the least produc-
tive and least threatened landscapes, and can mislead the public into
believing that limited conservation action is adequate46. A focus on
targets for reserves may also remove incentives to implement other
conservation actions such as off-reserve management1. These criti-
cisms are valid, but are aimed at how targets are set rather than expos-
ing reasons for not setting targets at all. Planners need to know what
they are aiming for. ‘More equals better’ is good in principle, but does
little to resolve choices between areas with different biotas when
other demands narrow the geographical scope for reservation.
Accordingly, planners need targets that do several things: focus on
scales that are much finer than whole countries or regions; deal with
natural processes as well as biodiversity pattern; reflect the relative
needs of species and landscapes for protection; recognize that
reserves must be complemented by off-reserve management, prefer-
ably also with targets; and leave options open for revision as social
and economic conditions change. Ideally, reservation targets will be
an integral part of policies and government processes47. Failure to
achieve targets for economically valuable landscapes is likely, so 
periodic reviews (stage 3, below) are necessary.

Most exercises in systematic conservation planning have chosen
areas on the basis of the occurrences of species. Some have used 
predicted probabilities of occurrence48. Recent applications have set
targets for the spatial extent of communities, habitat types or envi-
ronmental classes, sometimes with explicit formulae for adjusting
targets according to factors such as natural rarity and vulnerability to
threats13. These are all targets for representing a biodiversity pattern.
Targets for ecological processes can be more problematic. Because
conservation planning is a spatial exercise, protection of natural
processes must be based on their spatial surrogates rather than the
processes themselves (for example, size, lack of roads, watershed
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Figure 3 White Rhinos currently persist in relatively small intensively
managed populations in game reserves. Off-reserve management in
suitable habitat would probably be necessary if populations were to
return to self-sustaining levels, although conflict with human
populations makes it extremely unlikely that this would ever happen.
Photograph by Liz Poon.
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boundaries, and migration routes). Setting process targets can be 
difficult in practice because the environment is heterogeneous in
space and time and different species function at different spatial and
temporal scales49. Nevertheless, seven aspects of theory on ecological
and evolutionary processes, now supported by some empirical 
evidence, can provide guidelines.
Biogeographical theory
Traditionally, the equilibrium theory of island biogeography50 and
associated biogeographical theory has been used to help set targets
for size, shape and distance between reserves (although usually such
targets were not quantitative). This body of theory tells us that bigger
reserves are better, the closer they are the better, the more circular the
better, and that reserves should be linked by habitat corridors51,52. In
the real world of conservation planning, the opportunity to apply
such guidelines is constrained by costs and patterns of land-use histo-
ry. These design principles also introduced an important trade-off
into planning that is seldom acknowledged. If the area available for
reservation is limited, a choice might have to be made between a few
large reserves that favour the persistence of some species or more
smaller reserves that together are more representative of the region’s
biodiversity but individually are less effective for the persistence of
some species, for example, large, wide-ranging species17,53. An early
and widely ignored criticism of the equilibrium theory was that it
treated islands as featureless plains with no internal habitat diversity
and species as characterless features with no genetic or geographical
variation54. There is now some experimental support for the 
prediction that increased isolation reduces the likelihood of persis-
tence of certain species55, supporting targets for connectivity. 
However, attention has rightly shifted to the roles of environmental
heterogeneity, species interactions, local- and regional-scale popula-
tion dynamics, and the effects of habitat modification in reserve
planning. 
Metapopulation dynamics
In general, a metapopulation56 is a network of local populations
linked by dispersal. More narrowly, the term is used to describe 
systems in which local populations periodically go extinct with 
recolonization occurring by migration from other local popula-
tions57. Metapopulations go extinct when the rate of extinction of
local populations exceeds the rate of migration and recolonization.
Confining a species to a reserve may disrupt metapopulation 
dynamics, increasing the risk of local extinction due, for example, to a
catastrophic event such as wildfire, and decreasing the chances of
recolonization. Metapopulation theory calls for targets that consider
reservation across species’ natural ranges so that some populations
might escape the impact of unpredictable events, thereby spreading
the risk of extinction58. It also calls for the retention of landscape 
linkages to promote dispersal and the exchange of individuals
between geographically separate sub-populations59 and for 

the retention of patches of suitable, but currently unoccupied, 
habitat60.
Source-pool effects and successional pathways
The species composition of an area changes over time in a process
usually called ecological succession. Some of these changes will be
due to dispersal but others will be the products of initial conditions.
There is a mix of starting propagules available in an area and 
subsequent changes reflect a sorting of this mix according to life-
history traits and interspecific interactions61. Because of periodic,
patchy disturbances, most regions contain areas at various stages
along these pathways and many species exploit the temporal and 
spatial variation of natural disturbance regimes62. The implications
for target setting are that all successional stages might need to be rep-
resented, replication of reserves to sample different successional
stages might be desirable, and large reserves are better because they
can better accommodate natural patch dynamics without succession
being reset throughout by a single event such as a wildfire63. 
Spatial autecological requirements
Different species require different amounts of space to complete their
life cycles57 (Fig. 3). Most reserves contain one or more species that
would not persist as residents even for one generation if they became
isolated. Many other reserves, without supplementation by 
unreserved habitat, would be likely to lose species in the long term
through a variety of chance events. Thus, the long-term persistence of
some taxa requires sustainable populations across entire landscapes
or regions as predicted, for example, for the northern spotted owl
(Strix occidentalis caurina) in the Pacific northwest United States64.
There is a vast literature on population viability analysis65,66. Reserva-
tion targets should include viable population sizes and structures (for
example, age classes and sex ratios) when these are known. Many
species exploit temporal variation by moving between different 
habitats, requiring targets to recognize key habitat combinations
where these can be identified. The focal species approach67 attempts
to integrate patterns and processes by identifying those species in a
landscape that are most demanding of resources and then targeting
them for management. The kinds of resources needed by focal species
may be, for example, large areas, connectivity between habitat patch-
es and complex heterogeneous habitats17. The argument is that if
management can maintain these species in a landscape, then most
other species will be maintained as well.
Source–sink population structures
If, in some high-quality habitats (sources) a species’ reproduction
rate exceeds mortality, but in low-quality habitats (sinks) its repro-
duction rate is lower than mortality, then a net dispersal away from
sources may sustain populations in sinks57,68. In southeastern Aus-
tralia, 63% of the arboreal marsupial population is found in only 9%
of the forest with high foliar nutrients69. Dispersal throughout the
remainder of the forest occurs from these areas of high population
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Figure 4 Isolated habitat remnants in the wheat belt of Western Australia.
Isolation causes physical changes to habitat remnants, which in turn can
lead to changes in species composition and population sizes.  Photograph
courtesy of CSIRO, Wildlife & Ecology.
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density. If population sources for some species are outside reserves or
are not targeted for reservation, then the presence of those species
within reserves is at risk.
Effects of habitat modification
If reserves become remnants of natural habitat surrounded by alien
habitat such as cropland or pasture, changes brought about by 
isolation and exposure have implications for the persistence of
species within them (Fig. 4). Changes in fluxes of wind, water and
solar radiation70 can lead, in turn, to changes in vegetation structure,
microclimate, ground cover and nutrient status71. These changes
may favour some species, but they also lead to reduced population
sizes and local extinction of others72,73. Once isolated and exposed,
habitat remnants may be placed on a trajectory of continued change.
Deleterious effects can feed back on themselves to increase their 
magnitude74, they can simply accumulate with time75, or they can
cascade, with a change in a species’ abundance or productivity 
leading to unforeseen changes in the populations of other species. In

fragmented landscapes, where reserves are likely to be small and 
isolated, targets for off-reserve conservation are particularly impor-
tant and they should include buffers around remnants, sympathetic
management of poorly protected vegetation types or environments,
and habitat restoration
Species as evolutionary units
It has long been argued that species should be treated as dynamic evo-
lutionary units rather than as types76,77. There are at least two related
planning implications. First, areas occupied by taxa that appear from
phylogenies to be actively radiating, or are most phylogenetically 
distinct, might be targeted for protection78,79. Second, with an under-
standing of the physical and biological processes leading to active
diversification of taxa, it is possible to identify and set targets for 
evolutionary templates. The most distinctive evolutionary feature of
the Cape Floristic Region of South Africa has been the recent and
massive diversification of many plant lineages. This process has been
related to landscape features, such as interfaces between different soil
types, which are now targeted for conservation action14.

These seven aspects of ecological and evolutionary processes have
been explored largely as independent lines of research, separate also
from the extensive work on the derivation and application of targets
for biological patterns. An integration of all these research areas is
needed for planning applications if the goals of representation and
persistence are to be achieved49. The best way forward is not yet clear
but some attempts in different regions by different planning groups
will allow comparisons to be made and, hopefully, some promising
directions to be identified. 

Stage 3. Review existing reserves
The extent to which targets for representation and persistence have
already been achieved in existing reserves has to be determined. This
defines the scope of the task in stage 4. Systematic reviews of existing
reserve systems have a long history and are the conceptual basis for
the Gap Analysis Program in the United States, now incorporating
research and development projects and their applications in the 48
contiguous states44. This programme was designed originally to iden-
tify gaps in the coverage of reserve networks but its increasing activity
in identifying candidate conservation areas80 (stage 4, below) is
grounded in the systematic planning methods described here, which
from the earliest applications have recognized the contribution of
existing reserves to explicit targets81.

Analyses of gaps in networks of reserves have concentrated on
which features are represented or not represented and to what extent.
Two other aspects of gap analysis have received little attention. The
first is the relative imminence or likelihood of species or habitats
becoming extinct without conservation action. Because features that
are under-reserved according to representation targets vary in their
exposure and vulnerability to threatening processes, some gaps are
more important than others82. Decisions about the scheduling of
conservation action relative to threat are crucial for effective imple-
mentation (stage 5, below). Gap analyses that incorporate threats can
reveal spatial biases in action by agencies and governments that
inhibit effective implementation.

The second neglected aspect of gap analysis relates to natural
dynamics and the persistence of biodiversity in the long term. 
Measures of gaps in process and persistence are few11,83 and a compre-
hensive, generic set of criteria for measuring gaps in the coverage of
processes is lacking. Although most planners would agree that large
size, connectivity and integrity are generally desirable, many species
and vegetation types now exist only in remnants of habitat that 
are altered and surrounded by intensive land uses. The criteria for
assessing gaps in coverage will be different in fragmented landscapes
than in landscapes in which large contiguous tracts of habitat remain.
The relative priority of reserve design criteria when they produce
contrasting results (for example, compactness versus replication) 
has not been adequately addressed, nor has the role of partial 
contributions to biodiversity protection from areas under different
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Figure 5 Pattern of complementarity on part of the south coast of New South Wales.
The map is based on the same data used in the C-Plan decision-support system13 in
late 1999 to guide negotiations between interest groups over new forest reserves in the
region. The eastern boundary is the coastline. Blue areas are reserves established
before the negotiations. Grey areas are tenures not considered in the planning process.
Other polygons are logging compartments (average area about 200 ha or 2 2 106 m2)
used as the building blocks of the expanded reserve system. Colours of these indicate
five intervals of ‘percentage contribution’, the measure used in this exercise to indicate
complementarity with existing reserves. Highest values are red (81–100%) and grade
through pink, orange, dark yellow, pale yellow (>0–20%) and white (0%). Values of
percentage contribution are based on reservation targets (in hectares) for each of 107
forest ecosystems in the region. Percentage contribution is calculated in two stages. In
the first stage, a contribution value (in hectares) for each forest ecosystem in each
compartment is calculated using two rules — if Ai ≤ Ti then Ci = Ai; if Ai > Ti then Ci =
Ti, where Ai is the extent of forest ecosystem i in the compartment, Ti is the remaining
regional reservation target for the forest ecosystem, taking into account the
contributions of existing reserves and any compartments previously given notional
reserve status, and Ci is the current contribution of the compartment’s sample of the
forest ecosystem to the target. In the second stage, percentage contribution of the
compartment is calculated as the sum of C values across all the forest ecosystems it
contains, expressed as a percentage of the compartment’s area. Compartments with
highest values are largely or fully occupied by forest ecosystems well below target.
Compartments with zero values contain only forest ecosystems with targets already
achieved. Complementarity values show a marked association with distance eastwards
from the large reserves in the westerly escarpment and more rugged foothills. In
contrast, the small coastal reserves have no apparent influence on the complementarity
of the adjacent compartments because they contain little forest. In the far northwest,
higher values reflect the occurrence of forest ecosystems of the tableland, which are
poorly reserved in the nearby escarpment reserves. Because complementarity is
dynamic, percentage contribution was recalculated and redisplayed during the
negotiations whenever one or more compartments were notionally reserved. 
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management regimes outside strict reserves.
In most planning exercises, implementation (stage 5, below) is

likely to be gradual or, if rapid, will often fail to achieve all targets, 
particularly those for landscapes with economic potential. In these
cases, the planning process should loop back periodically from stage
5 to stage 3 so that progress can be updated, new areas selected as
appropriate (stage 4), and implementation reconsidered.

Stage 4. Select additional reserves
After the review of existing reserves, the need for additional areas to
achieve the outstanding targets will become clear. At least some of the
area selections at this stage are only preliminary because implemen-
tation (stage 5) invariably reveals practical impediments that require
a degree of revision of the initial choices. The existing reserves are rec-
ognized not only for their contributions to targets but also because
they can become the focal points or spatial constraints around which
enlarged reserves or new, separate ones are located. The most conve-
nient tools for the task of selection are algorithms, which apply
explicit rules to identify notional sets of areas84. These algorithms can
be used to investigate various policy options, for example, to include
or exclude wilderness areas, old-growth forest or regenerating areas,
and to compare outcomes in terms of the number or total extent of
new reserves needed. They can also indicate to planners whether the
full set of targets is achievable within the expected limits of land area,
acquisition cost or opportunity costs for other uses and, if not all are
possible, the extent to which trade-offs are necessary (for example,
between efficiency and design, or between representation of all forest
types and the requirements of industry for timber). They provide a
basis for negotiation or refinement of the conservation plan by
regional or local experts. A recent development is the incorporation
of algorithms into decision-support systems to guide structured
negotiations between interest groups13. Used in this way, algorithms
are able to guide decisions not only about how reserves sample biodi-
versity, but also about the design of reserve systems.

Complementarity
All selection algorithms use complementarity, a measure of the
extent to which an area, or set of areas, contributes unrepresented 
features to an existing area or set of areas78,85. The precise measure
depends on the targets that have been identified and on the type of
data. Most simply, it can be thought of as the number of unrepresent-
ed species (or other biodiversity features) that a new area adds. It has
also been interpreted as a similarity index based on the number of
species shared and not shared between two areas29,86, as the contribu-
tion a new area makes to sampling a complete multivariate pattern
generated by a classification or ordination of all areas87, and as the dis-
tance in multivariate space that a new area is from existing areas88,89.
For targets set in terms of the extent of features such as forest types,
complementarity can be measured as the contribution an area makes
to outstanding targets according to the proportions of different types
within that area (Fig. 5). An area with high complementarity will not
necessarily be the richest90. If, for example, an area contributes few
species or habitat types and those features are not widely represented
in the landscape, then its complementarity value could be extremely
high. Another important property of complementarity is that it is
recalculated for all unselected areas each time a new area is added to
the notional reserved set. This recognizes that the potential contribu-
tion of an area to a set of targets is dynamic — some or all of the 
features in an unselected area might have had their targets partly or
fully met by the selection of other areas. In contrast, more traditional
measures of conservation value such as species richness or the 
number of rare species are unresponsive to changing targets and
decisions to reserve other areas.
Spatial constraints on the selection of reserves 
Constraints on the area selection process can be grouped into five
kinds. The first, irreplaceability91, is inherent in any data set. When
selection algorithms or regional experts decide on areas for reserva-
tion they choose between alternative areas for meeting conservation
targets. For some planning exercises, it can be useful to display these
alternatives explicitly as a map of irreplaceability (Fig. 6), indicating
for each of the areas in a region the options for replacing it while still
achieving conservation targets. Some areas have no replacements,
whereas others have many. This information can be used to indicate
the scope for altering selections by algorithms or experts (for exam-
ple in trade-offs between targets and extractive land uses), to guide
negotiations over new conservation areas, or to set priorities for
implementation (stage 5, below). Four other spatial constraints are
described below with examples from a recent application in Papua
New Guinea (PNG) (Fig. 2)16,92.
Costs. The use of an area for the protection of biodiversity generally
means that it should not be available for commercial uses. Thus, 
biodiversity protection incurs opportunity costs. Trade-offs between
opportunity costs and biodiversity gain can be achieved during the
area selection process93 or as a separate exercise after an initial selec-
tion13. It is important for the credibility of conservation planning that
conservation goals are seen to be achieved in a way that minimizes, as
far as possible, forgone opportunities for production. It is now possi-
ble to measure the opportunity costs of achieving a biodiversity goal
and, conversely, the biodiversity costs of meeting a production goal,
where that goal requires land allocation94,95. Examples of opportunity
costs are timber volume and agricultural production. Figure 2 shows
the relative timber volumes on selected biodiversity priority areas in
PNG. Other kinds of costs such as acquisition costs and the ongoing
costs associated with management and maintenance could also be
incorporated as constraints in the area selection process.
Commitments. Commitments are areas that must be selected regardless
of their contribution to targets. The most common examples are
existing reserves (Fig. 5). Other examples might be areas containing
rare and threatened species and areas of endemism. Both existing
reserves and areas containing rare and threatened species were used
in the PNG study. Existing reserves can also require additional com-
mitments of areas, for example when they need to be linked or have
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Figure 6 Pattern of irreplaceability in part of the northeast forests of New South Wales.
The map is based on the same data and calculations of irreplaceability used in the C-
Plan decision-support system13 in 1998 to guide negotiations between interest groups
over new reserves in the region. Blue areas, grey areas and other polygons as in Fig. 5.
The gradient from red to white indicates irreplaceability values of logging compartments
based on the mix of forest ecosystems within each compartment, the distributions of
198 forest ecosystems across the region, their individual reservation targets in
hectares, and the extent to which each target is already met in the existing reserves.
Red areas are totally irreplaceable; if they are not reserved, one or more targets will not
be met. Progressively lower values (pink, orange, dark yellow, pale yellow and white)
indicate logging compartments with progressively more replacements. With lower
values, the options for achieving targets are less constrained if compartments are
unavailable or prove unsuitable for reservation. Like complementarity, irreplaceability is
a dynamic measure. In the 1998 negotiations, values were recalculated each time one
or more compartments were notionally reserved.
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their boundaries rationalized. 
Masks. These are areas to be excluded from selection. For the PNG
plan, areas smaller than 10 km2 and areas used intensively for agricul-
ture were masked initially. It was found, however, that some areas
heavily used for agriculture were required if the biodiversity goal was
to be achieved because they represented environments that were
unavailable for selection elsewhere16.
Preferences. Sometimes certain characteristics of areas for conserva-
tion are to be preferred, if possible, over others. For the PNG plan,
areas with low human population density and areas previously 
identified by expert taxonomists and ecologists as biodiversity prior-
ities were given preference for selection, where there was a choice.
Combining expert assessments with explicit analyses of spatially
consistent data has advantages. Experts are inevitably biased 
geographically and taxonomically. On the other hand, data matrices
inevitably lack the full store of knowledge in experts’ heads.

Stage 5. Implement conservation actions on the ground
There is a world of difference between the selection process described
above, and making things happen on the ground. Implementation is
usually complicated by the variety of people, agencies and commer-
cial interests with a stake in the region and by the time needed to apply
conservation management to particular areas. The eventual system
of reserves can be very different from the one designed in stage 4.

An example of a relatively straightforward case of implementa-
tion is the 1996 expansion of forest conservation areas in eastern New
South Wales, Australia13 (Fig. 7). Planning was restricted to public
land and the application of conservation action was rapid once the
new areas had been negotiated to meet (most) targets and boundaries
had been fine-tuned on the ground. Only a few forms of protection
were at issue with little uncertainty about where they should most
appropriately be applied. The implemented configuration was little
different from that produced in the selection stage. A more complex
and probably more widespread situation involves a mix of land
tenures, ongoing loss and alteration of indigenous vegetation during
a protracted process of applying conservation action on the ground,
and the need to decide on an appropriate mix of protection measures.
Three types of decisions are particularly important96. First, the most
appropriate or feasible form of management should be identified for
each area. This might be complicated by the need to apply particular
forms of management in particular designated places, for example in
biosphere reserves, which have core and buffer zones. In some cases,
the preferred form of management might be infeasible and will need
to be changed. Second, if one or more selected areas prove to be unex-
pectedly degraded or difficult to protect, it will be necessary to return
to stage 4 and identify replacements, where they exist (Fig. 6). Third,
decisions are needed on the relative timing of conservation action
when resources are insufficient to implement the whole network
quickly. With ongoing loss and alteration of habitat, a strategy is
needed to minimize the extent to which conservation targets are
compromised before being achieved. 

One strategy for scheduling conservation action within regions is
to plot selected areas on two axes96. The first is irreplaceability or the
extent to which the loss of the area will compromise regional conser-
vation targets91. The second is vulnerability or the risk of the area
being transformed by extractive uses. Areas with high values for both
should receive priority for conservation action (Fig. 8). They are
most likely to be lost and, because of the absence or small numbers of
replacements, their loss will have the most serious impact on the
achievement of targets. This approach is similar conceptually to the
original definition of global hotspots97–99 and to other assessments of
priorities at global or continental scales100–103. Plotting selected areas
on two axes also has an advantage over combining values for both to
produce a single priority score. Different areas of the graph can indi-
cate the need for alternative management prescriptions, subject to
regular review (Fig. 8). Three important qualifications are necessary.
One is that an exercise in triage104 might be necessary to decide if strict

reservation is infeasible for some very high priority areas, necessitat-
ing other forms of protection such as management agreements with
landholders, or outright abandonment. A second is the unresolved
question of whether and how vulnerability to different threatening
processes (for example, clearing, logging and grazing) should be
combined for prioritization. A third is that the idea has been used
mainly to prioritize areas for achieving biodiversity pattern targets
and has yet to be developed fully for process targets. For some process
targets it will be necessary to combine individual candidate areas into
larger units before identifying priorities. Conservation planners are
then likely to confront some difficult choices. They will often have to
decide whether a limited annual budget should be used, for example,
to keep intact a movement corridor for ungulates, a block of habitat
considered minimal for the viability of a carnivore species, or the only
known location of an endemic plant14. Planning for both the repre-
sentation of patterns and persistence of species and natural processes
requires planners to compare apples and oranges. There are no
guidelines for optimizing the outcome and no guarantees that the
anticipated outcome will be realized.

Stage 6. Management and monitoring of reserves
Establishing a reserve heralds the beginning of another process that is
at least as demanding as the preceding planning process and spans a
much longer period of time. Management of reserves should ensure
that their natural values are retained in the face of internal natural
dynamics, disturbances from outside, and a variety of valid human
uses. In practice, the management of many reserves is inadequately
resourced, unplanned and often threatened by illegal use for basic
human subsistence or commercial activities105,106. Some exist only on
paper, never having been implemented7.

Sound management effectively involves another cycle of the pre-
vious five stages applied to individual reserves. It requires informa-
tion on the biodiversity of each reserve, knowledge of the processes
that underpin ecological functions, and an understanding of the
responses of key elements of biodiversity to natural processes and
anthropogenic disturbances (stage 1). Management should be based
on explicit goals or targets107 (as in stage 2), preferably acknowledging
the contribution of each reserve’s particular natural values to the
regional system. Based on the extent to which management goals are
already being achieved (stage 3), it might be necessary to review 
prescriptions or zonings and to prepare a new management plan
indicating which parts of reserves are appropriate for different uses,
require regulation of natural processes or need to be rehabilitated
(stage 4). Problems with implementation of the management plan
(stage 5) will usually be minimized or avoided if key interest groups
are consulted during its development. As with the selection 
and implementation of new reserves, this process is not fixed and
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Figure 7 Spotted gum,
Eucalyptus maculata, with an
understorey of the cycad,
Macrozamia communis in
southeastern New South
Wales, Australia. These forests
are now the subject of a
regional forest agreement,
which allocates some areas to
protection based on the
contribution they make to
agreed biodiversity targets, and
allocates other areas to
production based on agreed
timber harvesting targets13.
Most public forests in eastern New South Wales and in other Australian states now have
regional forest agreements in place. Photograph by Liz Poon.
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unidirectional. New data on patterns and processes within a reserve
might call for revised goals. More generally, ongoing management
should be complemented by periodic monitoring (back to stage 3) to
assess the effectiveness of management actions in achieving nomi-
nated goals, with subsequent adjustment of goals and activities as
appropriate. Adaptive management12, coupled with a genuine com-
mitment to monitoring, is increasingly recognized as crucial, not
only to follow the status of selected elements of biodiversity, but also
to assess the adequacy of resources for management, the capability of
the responsible institutions, and the accountability with which funds
are being used108.

Interaction between reserve management and the location and
design of reserves is inevitable. Decisions in the earlier stages of the
planning process should, if possible, anticipate management issues.
Key considerations include size and shape, alignment of boundaries
with watersheds, avoidance of intrusive adjacent land uses, negotia-
tions with neighbours, and the maintenance of migration routes. In
turn, as the management needs of established reserves become
apparent or as new needs emerge, it might be necessary to return to
the selection stage (stage 4) to modify the design of individual
reserves or the overall conservation network.

The outlook
There are many views about how best to identify priority conserva-
tion areas. To some extent this diversity is welcome as it arises from
attempts by people with varying backgrounds to solve different prob-
lems in different parts of the world. This variety contributes usefully
to an ongoing debate about appropriate planning approaches. But
some of the divergence is less useful and seems to reflect different,
poorly defined conservation goals and different, often implicit
assumptions about the constraints under which conservation action
will be applied. If these goals and assumptions were defined more
explicitly, the relative roles and limitations of alternative approaches
might be better understood and more attention could focus on
addressing particular knowledge gaps and problems of implementa-
tion and management. Both clarity of purpose and productive debate
would be achieved more readily if there was more direct interchange
between groups working on conservation planning and between
these groups and managers who face the daily challenges of staving
off threats to biodiversity. Better communication depends inevitably
on the interactions between individual researchers and managers,
but more regular organized meetings specifically for conservation
planning could also achieve much.

Conservation planning is also riddled with uncertainty. In the six
stages of planning described here, uncertainty pervades the use of
biodiversity surrogates, the setting of conservation targets, decisions
about which kinds of land tenure can be expected to contribute to 
targets and for which features, and decisions about how best to locate,
design, implement and manage new conservation areas in the face of
limited resources, competition for other uses, and incursions from
surrounding areas. New developments in all the planning stages will
progressively reduce, but never eliminate, these uncertainties. One
implication is that planners, rather then proceeding as if certain,
must learn to deal explicitly with uncertainty in ways that minimize
the chances of serious mistakes.

An urgent need is for more precision in the measurement of 
biodiversity and more consistency in mapping it across regions and
biomes. In part this can be addressed by the allocation of more
resources — funds, personnel and infrastructure — to the collection
of field records of species and other biodiversity features. However,
because all collections are samples, and as complete inventories of
regions are not a realistic option for the foreseeable future, the design
of data-collecting activities should be based soundly in ecological
theory and should enable the application of proven statistical tech-
niques to the modelling of wider spatial distribution patterns from
the point locations that these field records were taken from39.

Another need is for more effort to be applied to mapping patterns
and monitoring rates of spread of threats to biodiversity, as it is such
threats to which conservation planning should respond. A better
understanding of the present and future distribution patterns of 
various threats will help focus limited conservation resources on
areas and features most at risk. It will also clarify the extent to which
conservation priorities overlap with priority areas for extractive and
destructive uses. Some threats arise for reasons that can be under-
stood only with the benefit of hindsight, but this is no reason not to
improve foresight with refined predictions about the effects of
extractive uses, urbanization and the spread of alien species.

More precise management prescriptions for the persistence of
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Figure 8 A framework for identifying priority conservation areas in time and space,
applicable within regions to environments or other land types20 or to potential
conservation areas14,96. The graph shows hypothetical data for 100 potential
conservation areas, each with values for irreplaceability and vulnerability (for example,
agricultural potential). Red points are a subset of areas that are notionally selected to
achieve targets but not yet given reservation status. Blue points are possible
replacements. Selected areas occur in all parts of the graph, although the selected
proportion increases with higher irreplaceability. If not all selected areas can be protected
immediately (a common situation), the positions of areas in the graph will change over
time. Some of the more vulnerable areas are likely to be converted to agriculture. As this
happens, the irreplaceability of some of the remaining areas will increase as they
become more important for achieving targets for features that are now less extensive
and/or less frequent elsewhere. Conversely, as areas are progressively reserved, the
irreplaceability of others will decrease as the features they contain approach or reach
their conservation targets. The vulnerability of areas will also change, most likely
upwards as land-use pressures intensify. Appropriate responses by conservation
planners can be related to the different quadrants, as in previous studies at broader
scales100–102. Quadrant 1: areas most likely to be lost and with fewest replacements.
Protection is urgent if targets are not to be compromised. Some will probably be
fragments of previously extensive vegetation types where strict reservation is difficult to
apply (private tenure) or impractical (management liabilities) and must be supplemented
with off-reserve management. Quadrant 2: areas vulnerable to loss but with more
replacements, either because features are relatively common and extensive relative to
targets or because targets have been partly met in existing reserves. Holding measures
are necessary to avoid loss of some areas causing others to move upwards into quadrant
1. Options for protection include reservation where appropriate (and without pre-empting
reserves in quadrant 1) complemented with off-reserve management. Quadrant 3: areas
with lower present risk of agricultural conversion but high irreplaceability (for example,
rocky ranges in a matrix of agricultural land or rare land types outside the climatic limits
of agriculture). Protection is less urgent and acquisition for reservation more feasible
than for quadrants 1 and 2 because of slower rates of transformation and (likely) lower
land prices. Quadrant 4: the positions of areas here are likely to be stable and require
least intervention, although monitoring of land use is advisable.
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biodiversity are also needed. So far, enough is known only about a
select few species, mostly large vertebrates and vascular plants, for
effective management prescriptions. Finally, and just as importantly,
biologists and ecologists must participate more in real planning
processes. This is the only sure way to understand fully where the
need for new ecological and biological knowledge is and what the
social and political constraints on effective planning really are. ■■
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