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Abuse of Statistics
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“Statistical thinking will one day be as necessary for efficient citizenship as
the ability to read and write.”” H.G. Wells, 1866-1946

Introduction

Scientists and engineers have used
statistical tools and techniques for hundreds
of years. Without statistics the world of
averages, indices and trends would collapse.
Statistical parameters are used to explain
why a certain course of events will occur,
and the same parameters are later used to
explain why the events took a different
course. H.G. Wells (as quoted by Huff,
1954) was impressed with statistical think-
ing but Huff (1954) and Reichman (1961)
presented sobering perspectives on abuse of
statistics.

Sampling theory and its practical appli-
cations are based on probability and statis-
tics. Because sampling theory plays an
essential role in geostatistics, one would ex-
pect geostatistical theory to be based on
sound principles of probability and statis-
tics. This technical brief presents geostatisti-
cal applications that violate fundamental
requirements of probability theory.

Discussion

The variances for sets of randomly dis-
tributed and ordered data in one-, two- and
three-dimensional sample spaces have found
application . in exploration, mining and
metallurgy. On-stream measurements in
mineral processing plants are a typical ex-
ample of ordered data in a one-dimensional
sample space. Variances for ordered sets of
on-stream data at intervals of 15 minutes or
less are invariably lower than variances for
randomly distributed sets. Lower variances
result in more precise metallurgical balances,
and in more realistic simulation models for
mineral processing plants.

Covariances and kriged variances
dominate geostatistics. Yet, the degrees of

freedom for a data set, a concept even more
fundamental than the variance, seems irrele-
vant in geostatistical theory. The concept of
degrees of freedom is mentioned in many
elementary textbooks on statistics (Hunts-
berger and Billingsley, 1973; Moroney, 1951;
Reichman, 1961; Spiegel, 1961) while ad-
vanced textbooks address it in greater de-
tail (Davies and Goldsmith, 1947; Mandel,
1964). Koch and Link (1970) refer to the
phase rule in physical chemistry when dis-
cussing degrees of freedom which is not sur-
prising. After all, degrees of freedom are
fundamental in thermodynamics.

Neither Clark (1979) nor David (1977),
or Journel and Huijbregts (1978) for that
matter, even mention the concept of degrees
of freedom let alone caution against the
perils of violations. Just how fundamental
a concept it is becomes obvious upon realiz-
ing that the denominator in the formula for
the variance is the degrees of freedom for
a set of statistically independent data points.
The following formula shows that the vari-
ance for a randomly distributed set of n data
has n-1 degrees of freedom:

L — xP

var(x) = ——————
-1

in which:
var(x) = variance for a random set
X = mean for the set of data
X = ith datum
n = number of data in the set
n — 1 = degrees of freedom for the set

Even though Clark (1979) presented a
different formula for the terms of a sam-
pling variogram, the denominator in the for-
mula for the variance terms of a set of
ordered data reflects 2n — 2 degrees of
freedom:
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in which:

varj(x) = jth variance term for the ordered set

it = (i+j)th datum

X = ith datum

j = spacing between data

n = number of data for the jth variance
term

2n — 2 = degrees of freedom for the jth vari-
ance term

The concepts of dependencies and
degrees of freedom are closely related. For
example, the kriged datum is the dependent
variable of the function that its relationship
with the measured data set defines. In
probabilistic terms a kriged datum does not
have a single degree of freedom. Hence, the
kriged variance for a set of measured (in-
dependent) data and some arbitrary set of
kriged (dependent) data is invalid because
it violates the requirement for statistical in-
dependence. Similarly, covariances for all
equations that the set of dependent and in-
dependent data defines also violate the re-
quirement for statistical independence.

Analysis of variance is one of the most
powerful tools in applied statistics. It is
based on applying Fisher’s F-test to a pair
of variances to check whether they differ sig-
nificantly or are statistically identical. For
example, the existence of a spatial correla-
tion at spacing j can be verified by compar-
ing the calculated F-ratio between the
variance for a set of randomly distributed
data and the jth variance term for the or-
dered set with a tabulated F-value, either at
95% or 99% probability and with the ap-
propriate degrees of freedom. If the calcu-
lated F-ratio does not exceed the tabulated
F-value, the variances are statistically iden-
tical, and their difference is just a random
number. Applying mathematical analysis to
the difference between a pair of statistically
identical variances is an abuse of statistics.
In geostatistical applications, however, such
differences are routinely entered into
smoothing relationships to predict tonnages
and grades.

Another example of abuse of statistics
in geostatistical applications is to calculate
a correction factor to predict grades of bulk
samples from grades of coincident drill core
sections. However, Student’s t-test showed
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that the mean difference between paired
grades of bulk samples and coincident drill
core sections was statistically identical to
zero. Hence, either set can be used to predict
the other without any risk that their mean
difference becomes statistically significant.

Almost a hundred years ago H.G. Wells
was already impressed with statistics (Huff,
1954). Forty years ago Huff (1954) took a
whimsical look at the abuse of statistics.
Thirty years ago Reichman (1961) observed
that ‘‘very few people nowadays can
progress very far without at some point
coming into contact with statistics”, and he
concluded that “‘the Age of Statistics is upon

us”’. One cannot help but feel that Huff and
Reichman would be amused with our crea-
tive abuse of statistics but that H.G. Wells
would be disappointed with our progress.
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