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Abstract

State of the art movie restoration methods either estimate
motion and filter out the trajectories, or compensate the
motion by an optical flow estimate and then filter out the
compensated movie. Now, the motion estimation problem is
ill-posed. This fact is known as the aperture problem: tra-
jectories are ambiguous since they could coincide with any
promenade in the space-time isophote surface. In this pa-
per, we try to show that, for denoising, the aperture problem
can be taken advantage of. Indeed, by the aperture problem,
many pixels in the neighboring frames are similar to the
current pixel one wishes to denoise. Thus, denoising by an
averaging process can use many more pixels than just the
ones on a single trajectory. This observation leads to use
for movies a recently introduced image denoising method,
the NL-means algorithm. This static 3D algorithm outper-
forms motion compensated algorithms, as it does not lose
movie details. It involves the whole movie isophote and not
just a trajectory.

1. Introduction
What makes particularly difficult the sequence restoration
is the movement. If an image sequence is completely static,
then a simple temporal averaging would be an excellent es-
timation. Unfortunately, if some region of the scene moves,
then the temporal averaging will blur it. For this reason,
most filtering techniques are adapted to the dynamic char-
acter of image sequences, see [1] for a complete review.

Nearly all the recently proposed image sequence filters
are motion compensated. Samy [14] and Sezan et al. [15]
proposed the spatiotemporal linear minimum mean square
error filter (LMMSE) which is a motion compensation of
the filter proposed by Lee [9]. Ozkan et al [13] proposed
the Adaptive Weighted Averaging (AWA) filter which is in
fact a motion compensation of a neighborhood or sigma fil-
ter [10, 17]. Motion compensated Wiener filters were also
proposed by Kokaram [8]. Huang [7] and Martinez [12]
implemented motion compensated median filters. It is as-
sumed that, in order to deal with the dynamic character of

sequences and to obtain high quality results, a motion es-
timation is necessary. However, the motion estimation is a
very difficult problem itself and there is no algorithm able to
give a final solution. In fact, the motion compensation can
propose inaccurate trajectories and a filtering along these
trajectories can lead to blur and information loss.

We shall sustain the position that, in fact, motion esti-
mation is not only unnecessary, but probably counterpro-
ductive. The aperture problem, viewed as a general phe-
nomenon in movies, can be positively interpreted in the fol-
lowing way : there are many pixels in the next or previous
frame which can match the current pixel, see Figure 2. Now
by the law of large numbers, a denoising method works so
much the better if the estimation of the current pixel is based
on many, and not just a few pixels. Thus, it seems sound to
use not just one trajectory, but rather all possible trajecto-
ries to estimate the value of a current pixel. We shall actu-
ally not push in the direction of a multiplicity of trajectories.
We shall give up any such notion and just talk about similar
pixels to the current pixel across time and space.

We shall experimentally prove that a recently introduced
nontrivial extension of the sigma-filter, the NL-means algo-
rithm [2, 3], defines a generalized isophote on which noise
reduction by averaging gives near optimal results. In partic-
ular this filter is no more improvable by motion compensa-
tion.

The plan of this paper derives from the above remarks.
In section 2 we introduce the NL-means algorithm and its
extension to image sequence filtering. In section 3 we ex-
perimentally show that the NL-means algorithm averages
the more similar pixels even when they move from a frame
to another. Finally, in section 4 we compare the NL-means
with motion compensated algorithms.

2. The NL-means algorithm
The NL-means is a recently introduced image denoising al-
gorithm [2, 3, 4]. This algorithm tries to take advantage of
the high degree of redundancy of any natural image. By
this, we simply mean that every small window in a natural
image has many similar windows in the same image. Now,
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Figure 1: Three consecutive frames of a degraded image sequence. The sparse time sampling in film sequences makes
restoration more difficult than in 3D images.

in a very general sense inspired by the neighborhood filters
[10, 17], one can define as “neighborhood of a pixel i” any
set of pixels j in the image such that a window around j
looks like a window around i. All pixels in that neighbor-
hood can be used for predicting the value at i, as was first
shown in Efros et al. [5].

Let us take first u to be a single image defined on a
bounded domain Ω ⊂ R

2. The NL-means algorithm is de-
fined as

NLu(x) =
1

C(x)

∫
Ω

e−
(Ga∗|u(x+.)−u(y+.)|2)(0)

h2 u(y) dy,

where x ∈ Ω, Ga is a Gaussian kernel of standard de-
viation a, h acts as a filtering parameter and C(x) =∫
Ω

e−
(Ga∗|u(x+.)−u(z+.)|2)(0)

h2 dz is the normalizing factor. This
amounts to say that NLu(x), the denoised value at x, is a
weighted average of the values of all pixels whose Gaus-
sian neighborhood looks like the neighborhood of x.

The NL-means is a non-local algorithm since all pixels
in the image are used for the estimation at a pixel x. NL-
means take advantage of the huge redundancy present in
natural images. As this redundancy is even larger in im-
age sequences, it seems obvious to directly extend the 2D
support to a 3D spatiotemporal one.

2.1. Sequence filtering algorithm
Every detail or small window has many similar windows
through the sequence. However, the comparison of a win-
dow with all possible windows of the sequence is a pro-
hibitive amount of computation. For this reason, we re-
duce the support of the NL-means algorithm, at a pixel
x = (i0, j0, t0), to

Sx = {(i, j, t) | |i− i0| ≤ δi, |j − j0| ≤ δj , |t− t0| ≤ δt},
where δi, δj , δt > 0. The estimated value NL(u)(x) is
computed as a weighted average of all the pixels in the sup-
port of x,

NLu(x) =
1

C(x)

∑
y∈Sx

w(x, y)u(y), (1)

where the weights w(x, y) ≥ 0 depend on the similarity be-
tween the pixels x and y and C(x) is the normalizing factor.

The similarity between pixels x and y depends upon
the similarity of the intensity gray level vectors u(Nx) and
u(Ny), where Nx denotes a two dimensional square neigh-
borhood of fixed size and centered at the pixel x.

In order to compute the similarity of the intensity gray
level vectors u(Nx) and u(Ny), we compute a Gaussian
weighted Euclidean distance, ‖u(Nx) − u(Ny)‖2

2,a,

‖u(Nx) − u(Ny)‖2
2,a =
∑
z∈Q

Ga(z)|u(x + z) − u(y + z)|2,

where Q denotes a square of fixed size centered in (0, 0) and
Ga a two dimensional Gaussian kernel of standard deviation
a. Efros and Leung [5] showed that the L2 distance is a
reliable measure for the comparison of image windows in
a texture patch. Now, this measure is so much the more
adapted to any additive white noise as such a noise alters
the distance between windows in a uniform way. Indeed,

E||u(Nx) − u(Ny)||22,a = ||u0(Nx) − u0(Ny)||22,a + 2σ2

where the observed sequence u is supposed to be obtained
by the addition of a signal independent white noise of stan-
dard deviation σ to the true sequence u0. This equality
shows that, in expectation, the Euclidean distance preserves
the order of similarity between pixels. So the most similar
pixels to x in u also are expected to be the most similar pix-
els to x in u0. The weights associated with the quadratic
distances are defined by

w(x, y) = e−
||u(Nx)−u(Ny)||22,a

h2 ,

where h controls the decay of the exponential function and
therefore the decay of the weights as a function of the Eu-
clidean distances. Notice that the weights w(x, y)/C(x) can
be interpreted as a probability distribution as their sum is 1
and they are positive. The number w(x, y)/C(x) can be
named probability that y looks like x.
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Figure 2: Aperture problem: The ambiguity of trajectories is the most difficult problem in motion estimation. Many good
candidates are possible and the motion estimation algorithms must choose one.

3. Motion adaptation and the aperture
problem.

The NL-means algorithm applied to movies is a static filter,
that is, a straightforward extension of a two dimensional
filter. It does not directly take into account the dynamic
character of image sequences. The aim of this section is to
experimentally show that motion compensation is not nec-
essary and even counterproductive.

Motion estimation algorithms try to solve the aperture
problem. The block matching algorithms choose the pixel
with the more similar configuration, thus losing many other
interesting possibilities, as displayed in Figure 2. Algo-
rithms based on the ”Optical Flow Constraint” [6, 16] must
impose a regularity condition of the flow field in order to
choose a single trajectory. Thus, the motion estimation al-
gorithms are forced to choose a candidate among all pos-
sible equally good choices. However, when dealing with
sequence restoration, the redundancy is not a problem but
an advantage. Figure 2 shows that we could choose anyone
of the possible candidates for the averaging, so why not take
them all.

In Figure 3, we display the probability distributions com-
puted by the NL-means. We display the support and the
probability distribution w(x, y)/C(x) used to estimate the
central pixel x of the middle frame (in white). The algo-
rithm favors pixels with a similar local configuration even
if they are far away from the reference pixel. As the similar
configurations move, so do the weights. Thus, the algo-
rithm is able to follow the similar configurations when they
move but without an explicit motion computation. So, there
is no need to solve any aperture problem, we just average
all pixels with a similar local configuration. Notice that,
in contrast to motion compensated methods, other pixels of
the same frame can be equally used to denoise a pixel of the
current frame.

4. Discussion and comparison
We compare the NL-means algorithm with two motion
compensated algorithms: the LMMSE [14, 15] and the

a)

b)

c)

Figure 3: Display of the probability distributions given by
the NL-means algorithm. We display the original noisy val-
ues of the support and the weight distribution w(x, y)/C(x)
used to estimate the central pixel x (in white) of the middle
frame. The weight distribution varies from zero (black) to
one (white). The weight configuration is spatially adapted
to the local configuration of each frame. The algorithm
looks for the pixels with a more similar configuration even
they have moved. This algorithm is adapted to moving pic-
tures without the need of an explicit motion estimation.
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Figure 4: Comparison of the optical flow. Left: Small part of a frame of the sequence in Figure 1. Middle: Weickert and
Schnorr algorithm [16]. Right: block matching algorithm. The regularity condition of the OFC based methods yields a
smooth optical flow. The non-presence of this regularity term in the block matching can lead to a chaotic optical flow field.
Indeed, by the aperture problem, trajectories on isophotes are essentially ambiguous and therefore the choice performed by
block matching close to a random walk.

Figure 5: Comparison experiment. One frame extracted from the sequence filtered by the neighborhood filter (left image),
the motion compensated neighborhood filter by using WS (middle image) and the motion compensated neighborhood filter
by using BM (right image). Both compensated motion estimations improve the static version of the filter. The BM algorithm
better preserves the details and creates less blur.

AWA [13]. The motion estimation is obtained by using a
block matching algorithm and the OFC based method, the
Weickert and Schnorr algorithm [16].

In Figure 5 we compare the neighborhood filter and its
motion compensated version (AWA) by both motion esti-
mation algorithms. Both compensated motion estimations
improve the static version of the filter. In spite of its chaotic
optical flow (Figure 4), the BM algorithm better preserves
the details and creates less blur than the filtered sequence
using the WS algorithm. When estimating the motion on
a noisy sequence, the original grey level values have been
modified and therefore the (OFC) is no more valid. The
block comparison is more robust and able to look for the
more similar configurations even though the sequence is
noisy.

In Figure 6 we compare the NL-means algorithm with
the motion compensated algorithms. The motion estimate
has been obtained using the block matching algorithm. We
display a filtered image of the sequence and the noise re-
moved by the three algorithms. Ideally, the removed noise
should not contain any noticeable structure and it should
look like the realization of a white noise. The LMMSE and
the AWA present many structures on their residual noise.
This implies that these structures have been removed from
the original sequence. The NL-means residual noise does

not present any noticeable structure. As a consequence, the
filtered image has kept more details and it is less blurred.

5. Conclusion
In this paper, an extension of the NL-means algorithm for
image sequence filtering, was proposed. This approach
avoids any motion estimation computation, which is ill-
posed.

The experimentation showed that the algorithm is able to
denoise image sequences while preserving the main features
and the details. The algorithm improves previous methods
as the removed noise does not present any noticeable struc-
ture.
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