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IaaS environment

MotivationMotivation

VMs

Host
machines

● There is no open source storage system which 
fits for IaaS environment like Amazon EBS

Block level
volumes - Scalability

- Reliability
- Manageability

Requirements for 
storage system
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Why another storage system?Why another storage system?

● Why not SAN storage?
● Large proprietary storage 

system is too expensive
● Shared storage could be a 

single point of failure
● Why not distributed file 

systems? (e.g. Ceph, Luster)
● Complex configuration about 

cluster membership

SAN storage

FC switch

VMs

Distributed file system

ethernet switch

VMs

Host
machines

data servers
meta-data 

servers

Host
machines
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SheepdogSheepdog

Ethernet switch

…
Scalability
●Scales to 
1000 nodes

Manageability
● Autonomous
● Dynamic membership
● Advanced volume 
manipulation

Reliability
● Data replication
● No SPOF

Fully symmetric architecture
there is no central node such as a meta-data server

VMs

Host 
machines
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Design: not general file systemDesign: not general file system

● We have simplified the design significantly
● API is designed specific to QEMU
● We cannot use sheepdog as a file system
● One volume can be attached to only one VM at 

once

Host machinedisk

QEMU

Guest
OS

Guest
OS

sheep
(server process)

sheep

disk

sheep

disk

Communicate with other node sheeps

disk I/O
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gateway

storage
server

storage
server

Sheepdog componentsSheepdog components

corosync corosync corosync

VM
--------
qemu

VM
--------
qemu

VM
--------
qemu

gateway

storage
server

gateway
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gateway

storage
server

storage
server

Cluster managementCluster management

corosync corosync corosync

VM
--------
qemu

VM
--------
qemu

VM
--------
qemu

gateway

storage
server

gateway

Cluster management
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Cluster node managementCluster node management

● Totem ring protocol
● Dynamic membership management
● Total order and reliable multi-cast
● Virtual synchrony

Machine A

Machine B

Machine C

MSG1 MSG2 MSG3

×

B is
down MSG4 MSG5

MSG1 MSG2 MSG3

MSG1 MSG2 MSG3 B is
down MSG4 MSG5
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Cluster node managementCluster node management

● Corosync cluster engine
● Implementation of totem-ring protocol
● Is adopted by well-known open source projects (Pacemaker, 

GFS2, etc)

● Sheepdog uses corosync multi-cast to avoid metadata-
servers

Machine A

Machine B

Machine C

Lock volume a Lock volume b Lock volume b
(failed)

Lock volume a Lock volume b
Lock volume b

(failed)

Lock volume a Lock volume b Lock volume b
(failed)
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gateway

storage
server

storage
server

Object storageObject storage

corosync corosync corosync

VM
--------
qemu

VM
--------
qemu

VM
--------
qemu

gateway

storage
server

gateway Object storage

Client
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Object storageObject storage

● Stores flexible-sized data with a unique ID (objects)
● Clients don't care about where to store objects
● Two kinds of objects in Sheepdog

● One writer, one reader
● No writer, multiple readers

Object

write
read ×× ××

Object

× × ×
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How to store volumes?How to store volumes?

● Volumes are divided into 4 MB data objects 
● Allocation table is stored to VDI object

0 1 32

0

1 3

Volume

/dev/hda

VDI Object

VDI Object

Object storage

Data Objects

0 1 3
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SnapshotSnapshot

● Copy VDI Object, and make allocated data objects 
read-only

● Updating read-only objects causes copy-on-write

VDI Object

VDI Object
(snapshot)

VDI Object

VDI Object
(snapshot)

VDI Object

Create snapshot Copy-on-write

20 2310 11 13 10 11 13

10 11 13 10 11 13

11
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gateway

storage
server

storage
server

Distributed storageDistributed storage

corosync corosync corosync

VM
--------
qemu

VM
--------
qemu

VM
--------
qemu

gateway

storage
server

gateway

Distributed storage

Client
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Where to store objects?Where to store objects?

● We use consistent 
hashing to decide 
which node to store 
objects
● Each node is also placed 

on the ring
● addition or removal of 

nodes does not 
significantly change the 
mapping of objects

0

25

50

75

100

125

150

175

NAME: A
ID  : 18

NAME: B
ID  : 55

NAME: C
ID  : 81

NAME: D
ID  : 133

NAME: E
ID  : 169
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ReplicationReplication

● Many distributed storage systems use chain 
replication to maintain I/O ordering

● Sheepdog can use direct replication because write 
collision cannot happen

write
read

write (parallelizable)
read (from one of them)

Chain replication Direct replication

gateway gateway

storage
server

storage
server

storage
server

storage
server

storage
server

storage
server
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Node membership historyNode membership history

● All nodes store the history of node 
membership

● Objects are stored with the version 
of node membership (epoch)

Time

Machine A Machine B Machine C Machine D Machine E

Machine C joined

Machine D, E joined

Machine A, D, E left

epoch Node 
membership

1 A, B

2 A, B, C

3 A, B, C, D, E

4 B, C

obj:1

obj:1

obj:1

obj:1

obj:2

obj:2

obj:2

obj:2

obj:3obj:3

obj:4obj:4
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Strong consistency Strong consistency 

A B C
Without epoch With epoch

obj is updated to obj'

B and C are failed (epoch 3)

A and B stores obj 
(epoch 1)

C joined (epoch 2)

● Avoid reading old objects
● If requested object is not valid, system must return 

I/O error

A B C

obj

obj

obj

obj

obj

obj

obj:1

obj:1

obj:1

obj:1

obj:1

obj:1

obj' obj' obj':2 obj':2

Is this obj valid?
Invalid
This obj may be updated
in epoch 2
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Performance (1 VM)Performance (1 VM)

CPU : Core2 Quad 2.4GHz
Memory : 1 GB
Network : 1 Gbps
Disk : SATA 7200 rpm
Machines (Sheepog): 8
Data redundancy (Sheepdog): 1 ~ 3

VM VM

FAS 2020
(NetApp storage)

VM

...

VM

Local 
disk NFS (local disk)

NFS
(NetApp Storage) Sheepdog
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Local disk

NFS (local disk)

NFS (FAS 2020)

Sheepdog (rep=1)

Sheepdog (rep=2)

Sheepdog (rep=3)

Local disk

NFS (FAS 2020)

0 5 10 15 20 25 30 35 40

Performance (1 VM)Performance (1 VM)

$ dbench -s -S

Throughput (MB/sec)

Comparable to NFS 
(local disk)

Physical
machine
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Performance (~ 256 VMs)Performance (~ 256 VMs)

CPU : Core2 Quad 2.4GHz
Memory : 1 GB
Network : 1 Gbps
Disk : SATA 7200 rpm
Host machines : 8 ~ 64
Virtual machines : 1 ~ 256
Data redundancy : 3

FAS 2020
(NetApp storage)

VM VM VMVM VM VM VM VM VMVM VM VM

Ethernet
NFS

VM VM VMVM VM VM VM VM VMVM VM VM

Ethernet

Sheepdog NFS (NetApp FAS 2020)
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Performance (~ 256 VMs)Performance (~ 256 VMs)

Throughput 
scales according 
to the number of 
host machines

$ dbench -s -S
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DemonstrationDemonstration

● Start sheepdog cluster
● Create virtual machine volumes
● Snapshot and clone volumes
● Add new machines to cluster
● Simulate machine failure
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TODO itemsTODO items

● Short-term goals (in few month)
● More scalability with multiple corosync rings
● Integration with libvirt, OpenStack Nova
● Performance improvement

● Long-term goals (in one or two years)
● guarantee reliability and availability under heavy load
● tolerance against network partition (split-brain)
● load balancing corresponding to I/O, CPU, memory 

load
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ConclusionConclusion

● Sheepdog is scalable, manageable, and 
reliable storage pool for IaaS environment
● We hope Sheepdog will become the de facto 

standard of cloud storage system
● Further information

● Project page
– http://www.osrg.net/sheepdog/

● Mailing list
– sheepdog@lists.wpkg.org

http://www.osrg.net/sheepdog/
mailto:sheepdog@lists.wpkg.org
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Appendix
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Sheepdog cluster

Architecture: fully symmetricArchitecture: fully symmetric

● Zero configuration about cluster members
● Similar to Isilon architecture

Sheepdog
cluster

Use sheepdog as a network storage Use sheepdog as a virtual infrastructure

ethernet 
switch

VMs

Host 
machines

ethernet 
switch

VMs

VMs
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● Totem single-ring 
protocol with a large 
number of nodes 
doesn't work well

Corosync problemCorosync problem



  

Local ring

1

Local ring Local ring

Central ring

2

3

4
5

6
11

7

8

9

10

12

13

14
15

16

12
16

7

11
2

1

● Consider several local rings (blue, red, and 
green) and one central ring (gray). Each ring 
uses a different multicast port.

● Each node is placed on one of the multiple 
local nodes 

● Representative nodes of each ring are also 
placed on a central ring

● Each ring has a master node (with a bold line)

Approach: use multiple ringsApproach: use multiple rings



  

Total order multicastTotal order multicast

1. Send multicast message in the local 
ring

2. If master node receives the message, 
the node resends the multicast 
message in the central ring

3. If master nodes receive the message 
in the central ring, each master node 
resends the multicast message in the 
local ring

1

2

3

Message ordering is coordinated 
by multicast in the central ring
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