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POWER platform energy management features

 Dynamic and voltage and frequency scaling (DVFS)
 Thermal Power Management Device (TPMD) handles utilization 

based frequency and voltage control

 System Power mode policies like Static Power Saver and  
Dynamic Power Savers are implemented in the platform

 Low power idle states
 Processor Nap at idle using hypervisor calls

 Hints in H_CEDE() hypervisor call for long term idle (POWER7)

 Power capping
 Limit server power consumption below a preset value
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Linux Energy Management features on POWER:
Nap at idle

 Idle task in Linux can yield CPU 
cycles to hypervisor

 Hypervisor can transition CPU to low 
power nap state

 CPUs in nap can be woken-up on 
external interrupt or timer event

Linux idle loop will reduce thread priority (HMT Low) first and then 
transition to Nap for longer idle cycles

Measurement on 16 core system
in Nominal power mode
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Nap at idle in Linux Idle Start
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Exploiting long idle cycles using cpu offline states

 Linux cpuoffline framework allows runtime 
deallocation of logical CPUs

 Multiple offline states allow exploitation of 
the framework for power savings 
(deactivate) and deallocations

echo 0 > /sys/devices/system/cpu/cpu1/online

Measurement on 32 core system
in Nominal power mode
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CPU Offline States
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Hints for cpuoffline: H_BEST_ENERGY

 Hypervisor provided hints for list of CPUs to activate or 
deactivate

 Hints will provide optimal configuration based on overall system 
utilization across all partitions

# cat /sys/devices/system/cpu/activate_hint_list
16,20,24,28,56,60
# cat /sys/devices/system/cpu/deactivate_hint_list
0,4,8,12,32,36,40,44,48,52

Patch under development and discussion in linuxppc-dev mailing list
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CPU offline and DLPAR operations

 Dynamic Logical Partition configuration framework allows CPU 
and other resources to be added or removed to an OS instance 
at runtime on POWER platform

 CPU Offline for power savings cooperates with DLPAR 
operations

 Dynamic removal of a CPU in low power (deactivated) state will 
initiate a deallocate operation
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Scheduler power saving tunables

 Task consolidation to cores using sched_smt_powersavings
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Linux scheduler sched_smt_powersavings

 Running 8 tasks on reduced number of 
cores by exploiting SMT4 modes

 Increases core nap residency and 
saves power

 Degradation in performance is 
workload dependent 10-30% for two 
tasks per core and higher for 4 tasks 
per core

 Ideally used in conjunction with static 
power saver mode where the policy 
favours power savings

Measurement on 16 core system
in SPS mode
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Platform power modes

 Platform power modes are set using IBM Systems director with 
Active Energy manager (AEM) plugin

 Static Power Saver
 Run CPUs at a fixed lower frequency and voltage to reduce power 

consumption

 Dynamic Power Saver
 Change CPU frequency and voltage based on runtime CPU  

utilization

 SubModes

– Favour power savings

– Favour performance
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IBM Systems Director – Active Energy Manager

•Source: IBM POWER7 EnergyScale WhitePaper
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System Power Modes - Illustration
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Linux interface to system power modes

 Power mode information can be obtained in Linux OS using 
hypervisor call H_EM_GET_PARMS

 Linux OS specific optimizations can be done based on power 
modes

#cat /proc/powerpc/lparcfg
…
<lpar info>
…
power_mode_data=xxxx
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Experimental Results: Workload pattern (Trade6)

Opportunity to reduce 
power at low utilization
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Experimental results: Static Power Saver (power)

Typical workload pattern emulated by Trade6 benchmark
System capacity statically reduced to 30% during off peak hours

Reduce CPU capacity Reduction 
in power

Measurement on 16 core system in SPS mode
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Experimental results: Static Power Saver (performance)

Negligible performance impact since only very low utilization 
periods are exploited for power savings



IBM Linux Technology Center

© 2010 IBM Corporation19

Reference: Linux patches

 Cpuoffline state framework
http://git.kernel.org/?p=linux/kernel/git/torvalds/linux-2.6.git;a=commit;h=3aa565f53c396914a9406388efaa238e9c937fc6

 sched_smt_powersavings http://lwn.net/Articles/287924/

 POWER h_em_get_parms http://patchwork.ozlabs.org/patch/49190/

 POWER h_best_energy http://patchwork.ozlabs.org/patch/46851/

 POWER cpuidle framework http://lkml.org/lkml/2010/2/9/33
http://lkml.org/lkml/2010/2/9/33

Reference: Linux publications

 OLS2008:Energy-aware task and interrupt management in Linux 
http://ols.fedoraproject.org/OLS/Reprints-2008/srinivasan1-reprint.pdf

 LFCollabSummit 2009: Tweaking Linux For Green Data Center 
http://events.linuxfoundation.org/slides/lfcs09_srinivasan.pdf

http://git.kernel.org/?p=linux/kernel/git/torvalds/linux-2.6.git;a=commit;h=3aa565f53c396914a9406388efaa238e9c937fc6
http://lwn.net/Articles/287924/
http://patchwork.ozlabs.org/patch/49190/
http://patchwork.ozlabs.org/patch/46851/
http://lkml.org/lkml/2010/2/9/33
http://ols.fedoraproject.org/OLS/Reprints-2008/srinivasan1-reprint.pdf
http://events.linuxfoundation.org/slides/lfcs09_srinivasan.pdf
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Reference: POWER related resources

 POWER7 http://www-03.ibm.com/press/us/en/pressrelease/29315.wss

 POWER7 EnergyScale WhitePaper 
http://www-03.ibm.com/systems/power/hardware/whitepapers/energyscale7.html

 POWER7 and EnergyStar http://www-03.ibm.com/press/us/en/pressrelease/29796.wss

 ActiveEnergyManager 
http://www.ibm.com/systems/management/director/plugins/actengmgr.html

 Linux on POWER7 https://www.ibm.com/developerworks/wikis/display/LinuxP/Home

 IBM Linux Technology Center http://www-03.ibm.com/linux/ltc/

http://www-03.ibm.com/press/us/en/pressrelease/29315.wss
http://www-03.ibm.com/systems/power/hardware/whitepapers/energyscale7.html
http://www-03.ibm.com/press/us/en/pressrelease/29796.wss
http://www.ibm.com/systems/management/director/plugins/actengmgr.html
https://www.ibm.com/developerworks/wikis/display/LinuxP/Home
http://www-03.ibm.com/linux/ltc/
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