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TELE-X-a Satellite System for TV and 
Data Communication 

Sievert Bergman, Krister Ljungberg and Lars-Gunnar Sundin 

TELE-X is the designation of a complete telecommunication system covering the 
Nordic countries. The system includes a satellite with different transmission 
channels for direct broadcasting of television and for data and video 
transmission. 
The authors describe the characteristics of the system, some of which are 
unique, different types of earth stations, the traffic control, the satellite payload 
and the implementation of the whole project. 

UDC 621.397:621.371.36 
681.3:621 371.36 

The initial studies for TELE-X were start­
ed in 1980, and two years later the Swed­
ish Parliament adopted a budget for the 
whole project of 1250 M Swedish 
kronor. Later on an agreement was con­
cluded which led to Norway's participa­
tion in the project, corresponding to 
15% of the project cost. Finally, in the 
autumn of 1983 Finland decided to par­
ticipate to a value of approximately 4% 
of the project cost. The Swedish contri­
bution is thus 81 % of the final sum. The 
system requirements have been pre­
pared jointly by the Swedish Space Cor­
poration, the Telecommunications Ad­
ministrations (initially only the Swedish) 
and the industry. 

In the middle of 1983, when the Nordic 
basis for the project had been extended, 
a Nordic telecommunication satellite 
consortium, NOTELSAT, was formed. It 
is owned jointly by the participating 
countries, and is responsible for both 
procurement and operation. 

NOTELSAT has delegated the procure­
ment and project management of TELE-
X to the Swedish Space Corporation but 

intends to take over the operation of the 
system after launch. 

The satellite has the same type of plat­
form as that now being developed for 
the French and German direct broad­
cast satellites, but it has a different 
payload since TELE-X also includes 
data and video communication. The 
main supplier is the French company 
Aerospatiale, and Ericsson Radio Sys­
tems AB is responsible for the payload 
The ground segment will be delivered by 
Ericsson Radio Systems in collabora­
tion with Norwegian and Finnish indus­
try 

Facilities 
System TELE-X is intended for data and 
video communication between small 
earth stations as well as for direct broad­
casting of television. Within the Scan­
dinavian coverage area the power flux 
density of the television transmission is 
sufficient for receivers equipped with 
90cm parabolic antennas. Such home 
receivers are expected to be generally 
available in the market by the time the 
TELE-X satellite is launched, and are not 
included in the development program 
for TELE-X 

As regards the data and video service 
the aim is to supplement the Nordic tele­
communications networks with wide­
band facilities, which would otherwise 
have been impossible to realize for rea­
sons of time and cost. 

Fig. 1 
The coverage area for the data and video service 

1.8 m antenna 

• 2.5 m antenna 



The unique facility of a satellite system 
in providing immediate coverage of the 
whole service area is thus of paramount 
importance. The applications now con­
sidered for these wideband data ser­
vices are: 
Business services 
- private business networks 
- electronic mail 
- high-speed telefacsimile 
Video conferencing 
Communication between computers 
- high speed transmission of data 

bases 
- fault tracing in computers 
- sharing of computer resources and 

standby computer facilities 
- electronic document retrieval and de­

livery 
Distribution of pictures, for example 
from satellites for remote analysis of 
earth resources 
Remote printing of newspapers. 

In addition to these business data ser­
vices there are also interesting video 
and broadcasting possibilities: 
Video services 
- tele education 
- tele medicine 
- televised events (transmission to spe­

cial video theatres) 
- video distribution, for example within 

a hotel chain 
- security television 
- distribution of pay television to cable 

television networks 

TV and radio program contribution 
- from permanent transmitters 
- from mobile transmitters (outside 

broadcasting). 

The business data services can be com­
bined in one and the same business sta­
tion with the standardized transmission 
capacities 2 Mbit/s and n x 64 kbit/s. The 
2Mbit/s channel can then be shared in 
time between data transmission and 
video conferencing, while the 64kbit/s 
channels can be used simultaneously 
and independently of each other for, for 
example, high-speed facsimile, data or 
speech. 

Choice of systems and 
networks 
The TELE-X data and video systems 
must be able to work with small and sim­
ple earth stations. This makes it possible 
to place the station with the user, unlike 
present-day satellite systems, which re­
quire large earth stations and hence a 
great concentration of traffic in order to 
warrant a station. 

In certain areas there may be good rea­
sons for connecting limited Local Area 
Networks (LAN) to an earth station, in 
order to provide direct communication 
within the LAN without having to use the 
satellite. This releases satellite capacity 
for long-distance communication. This 
is illustrated in fig. 2, where an industrial 

Fig. 2 
An example showing the business communica­
tion facilities 



Fig. 3 
A sketch of the network 

DAMA traffic control station 

Signalling channel 

Combined signalling and traffic channel 

Subscriber connected via fiber optics 

area is internatlly connected via an opti­
cal fibre network. 

The demand for small and simple sta­
tions has led to the use of the best of 
both old and new satellite technologies. 
For example, the most modern of high-
power satellites is combined with the 
simple but effective SCPC (Single Chan­
nel Per Carrier) transmission method. 

When a station calls another station a 
channel is allocated, and when the 
transmission is finished the channel is 
returned to the pool. 

Each cannel is independent of the oth­
ers and is modulated on its own carrier. 
This makes for flexible allocation of 
channels to the stations, without com­
plicated signal processing. 

With the SCPC method the transponder 
signal is frequency divided into a num­
ber of carriers, which form a pool used 
by all stations in the network according 
to need. Forexample, the distribution of 
64 kbit/s and 2 Mbit/s carriers is dynam­
ic, i.e. it can be adapted to the current 
traffic requirement by blocking or re­
leasing 64 kbit/s channels so that the 
number available corresponds to the 
traffic load. 

All stations in the system (can be thou­
sands) therefore have full access to 
each other when required. This arrange­
ment is designated DAMA (Demand As­
signment Multiple Access). 

Fig. 3 shows a sketch of the network. 

SCPC/DAMA can be compared with the 
now very popular TDMA (Time Division 
Multipel Access) systems. Such a corn-

Comparison between 
SCPC/DAMA and TDMA 
Full transponder TDMA 
With full utilization of the TDMA (Time Division 
Multiple Access) method all traffic in the system 
passes through the satellite transponder and 
the earth stations via one carrier. The carrier is 
time divided into short bursts and thus a high 
momentary data rate is obtained. Since only the 
one carrier is present it is possible to drive the 
earth stations as well as the satellite output 
stage to saturation, which gives good utilization 
of their high-power transmitters. 

Another advantage is that with TDMA all sub­
scribers in the network have access at any in­
stant to all exchanged information. This 
provides unique facilities in a large number of 
traffic situations because of the possibility of 
varying the length or periodicity of the bursts. 

One drawback is that the advantages of TDMA 
are closely connected with the fact that at any 
moment all earth stations handle and sort all the 
traffic in the network. The radio parts in the 
earth station must be dimensioned for the full 
amount of traffic in the network, and the com­
plexity of the "sorting equipment" increases 
very rapidly with the number of earth stations 
and the number of traffic elements per earth 
station. 

Small-scale TDMA 
The designation TDMA is sometimes also used 
for rather trivial multiplex-type systems, whose 
network structure and capacity allocation are 
set during installation and cannot be adjusted 
afterwards to suit the traffic requirements. 

The relative simplicity is attractive for small-
scale TDMA in which the satellite transponder 
signal is divided into several carriers with dif­
ferent frequencies, like in the SCPC (Single 
Channel Per Carrier) method. 

Each carrier is time divided, as with full TDMA, 
but with a lower data rate per carrier. This de­
mands less from the individual earth station as 
regards data rate and power, but means a loss 
of connectivity between the TDMA carriers, and 
a limited upper data rate for each station. 

The method is economical in systems with a 
medium data rate and a fairly small number of 
stations in a closed user group. 

TDMA or SCPC system ? 
TDMA stations with full transponders are com­
plicated and expensive, as the stations must 
handle all traffic in the network regardless of 
the needs of the individual station. The method 
is economical when the network consists of a 

few earth stations, each with a large amount of 
traffic. In order to achieve this it is often neces­
sary to concentrate the traffic. However, it has 
been found that just the cost of connecting a 
subscriber to an earth station via a cable or 
radio relay link can be higher than the cost of a 
complete TELE-X SCPC earth station. For rea­
sons of economy TDMA is thus not suitable for 
wide-mesh networks with many subscribers. 

The SCPC concept means that each station is 
dimensioned for its own traffic (not the total 
network traffic), and it is therefore much cheap­
er than a TDMA station. 

Small-scale TDMA with several carriers in the 
same transponder can make full use of the 
TELE-X system. This combination may be at­
tractive for different types of company networks 
in which, for example, a 2 Mbit/s channel within 
the SCPC system is used for TDMA traffic. The 
TELE-X traffic control system DAMA (Demand 
Assignment Multiple Access) makes possible 
such a combination of pure SCPC and TDMA. 

New services, such as data and video communi­
cation, will be used fairly sparsely even in cities. 
The possible users of such facilities will be 
numbered in tens of thousands, unlike the tele­
phone subscribers which number millions. This 
fact favours TELE-X SCPC, perhaps combined 
with small-scale TDMA. 



Technical data for a 
station 
Antenna diameter 
Modulation method 

Frequency (Special Service 
Band) 

up link 
down link 

G/T 
EIRP 
Data rates 

DS/MDVS 

1.8-2.5m 
Differentially 
coded 
OQPSK 

14GHz 
12GHz 
19/22 dB/K 
44-63 dBW 
64kbit/s 
2Mbit/s 

Maximum simultaneous channel 
capacity, sending/receiving 

Designa­
tion 64 kbit/s 2 Mbit/s 8Mbit/s 34Mbit/s 
DS 1/1 
MDVS 1/5 1/3 
FVSS - 3/3 - 1/2 
TVDS 1/1 1/1 1*/1 1*/1 
VROS - - - - /1 

*) 8 and 34 Mbit/s cannot be transmitted simul­
taneously 

Table 2 
Traffic stations for data and video communica­
tion, main types 

parison is made in a separate panel. This 
gives the background to an essential 
part in the choice of system for TELE-X. 

Link budget 
It is essential that the transmission ser­
vices planned via TELE-X have a mini­
mum of errors. A bit error rate (BER) of 
less than 10-6 must be obtained for more 
than 99% of the time during the calen­
dar month with the highest rainfall. 

In order to achieve this with the small 
antennas of 1.8 to 2.5 m of the low-cost 
earth stations, forward error correction, 
FEC, has been introduced for the 
64kbit/s channels. The 2 Mbit/s chan­
nels have been equipped with adaptive 
output power at the earth stations in 
order to compensate for rain attenua­
tion on the satellite uplink. 

Table 1 shows nominal link parameters 
for these two data rates for stations on 
the outskirts of the coverage area. The 
link margin to BER = 10 6 is approx­
imately 9dB for 2.5m antennas. The 
same value applies for 1.8 m antennas in 
an inner coverage area comprising the 
central parts of Scandinavia, fig. 1. This 
gross margin is to cover attenuation and 
disturbance from rain, antenna align-

Up link 
EIRP/channel (dBW) 
Space loss, EOC (dB) 
K (dBW/K) 
Satellite G/T, EOC (dB/K) 
Data rate (dBHz) 

Eb/No (dB) 

Down link 
EIRP/channel, EOC, (dBW) 
Space loss, EOC, (dB) 
K (dBW/K) 
Earth station G/T, (dB/K) 
Data rate (dBHz) 

Eb/No (dB) 

Total link 
Up link Eb/No (dB) 
Down link Eb/No (dB) 
Total Eb/No (dB) 
Theoretical Eb/No for 
BER=10~6 

QPSK+differential coding 

2 Mbit/s 64 kbit/s 
+ 60.2 
-207.8 
+ 228.6 
+ 7.6 
- 63.1 

25.5 

+ 39.8 
-206.7 
+ 228.6 
+ 22.0 
- 63.1 

20.6 

25.5 
20.6 
19.4 

10.8 

+ 46.8 
-207.8 
+ 228.6 
+ 7.6 
- 49.3* 

25.9 

26.4 
-206.7 
+ 228.6 
+ 22.0 
- 49.3* 

21.0 

25.9 
21.0 
19.7 

10.8 

Gross margin (dB) 8.6 8.9 

Table 1 
Link parameters 

*) For the data rate modified by the error cor­
recting code to 4/3 x 64 kbit/s 

ment errors, power variations, scram­
bling, interference, intermodulation, 
ageing etc. With the aid of the further 
3 -4dB improvement provided by FEC 
or adaptive output power the specified 
availability is obtained with a satisfacto­
ry system margin. These methods can 
be combined in a subsequent operating 
system in order to considerably reduce 
the satellite power for the data/video 
services while maintaining the same link 
margin. 

Earth stations 
The development within the framework 
of the TELE-X project comprises a sta­
tion for the control of the satellite and its 
payload, and different types of com­
munication stations. The latter are 
either user stations placed on the sub­
scribers' premises or centrally located 
main stations. 

Data and video 
The main types of traffic stations, which 
will be included in the first ground net­
work, are: 
- DS (Data Station), which is a single-

channel solid state station that can­
not be extended 

- MDVS (Multi purpose Data/Video Sta­
tion), which is a modular multi-chan­
nel station. It can be equipped as re­
quired, and is available in a stationary 
and a transportable version. Its range 
of application includes data com­
munication, two, three or four-party 
video conferences, tele education 
and the contribution of stereo radio 
programs 

- TVDS (Transportable Video and Data 
Station) and FVSS (Fixed Video and 
Sound Station), which are modular 
transportable or stationary high­
speed stations. Applications include 
data communication, video con­
ferences, outside broadcasting, tele­
vising of events and video distribution 

- VROS (Video Receive Only Station), 
which is a specialized receiving sta­
tion that cannot be extended. It can be 
used for, for example, video theatres 
and reception of videograms. 

Table2 gives the capacity of the dif­
ferent stations. Fig. 4 illustrates the 
technology, in the form of a block dia­
gram of MDVS showing the signal path 
through a station. 



Fig. 4 
B lock d iag ram fo r a data and v ideo s ta t ion , MDVS 

MM Modem shelf 
CEM Central electronics unit 
U/C Up-converter 
TWTA Travelling wave tube amplifier 
D/C Down-converter 
LNA Low noise amplifier 

The station is designed to set up con­
nections automatical ly This is done 
with the aid of an X.21 high-level pro­
tocol , which means that the subscriber 
equipment either uses X.21 itself or that 
it is equipped wi th an auxil iary signal­
ling unit for this protocol . 

The incoming data signal is first taken to 
the data circuit equipment, DCE, in the 
station, f ig. 4. The signal l ing part is pro­
cessed by DRP (DAMA Remote Pro­
cessor). DRP sends out signal l ing data 
in the form of bursts, which are OQPSK 
(Offset Quadrature Phase Shift Keying) 
modulated and are then fed to the sta­
t ion transmitter. 

Common channel signal l ing in accor­
dance with the ALOHA access method, 
based on random access, is used be­
tween the traffic station and the control 
station When receiving a request f rom a 
call ing station the control station sig­
nals to the other traffic station via its 
BSC (Broadcast Signall ing Channel) 
and then tells the two stations which 
pair of channels they are to use. BSC 
works cont inuously with t ime division 
for the stations in the network. 

Each station is equipped wi th a signal­
ling receiver for BSC. This channel is 
BPSK (Binary Phase Shift Keying) mod­
ulated, and the incoming signals are 
therefore fed through a BPSK demod­
ulator, and then a decoder for the error 
correct ion code (FEC) used. The incom­
ing signals are processed by the DCE, 
which sets up the pair of channels indi­
cated by the control stat ion. This is done 
by setting the traffic modem to the allo­
cated frequencies. The traffic modem 
uses OQPSK modulat ion in combina­
t ion with FEC and scrambl ing. After a 
handshake procedure with the other 

traffic station the traffic data can be 
transmitted. Afterwards the two chan­
nels are disconnected and returned to 
the pool of free channels in the control 
station. 

The station transmitter is equipped with 
TWT (Travelling Wave Tube) amplifiers 
(except DS, which has a GaAs-FET semi­
conductor amplif ier). Stations with TWT 
are provided with active output power 
control , in order to compensate for the 
effect of weather on the link to the satel­
lite. 

All IF/RF electronic equipment is placed 
in a cabinet behind the antenna. The 
electronic equipment for indoor in­
stallation consists of between one (DS) 
and three (fully extended MDVS) 19" 
magazine shelves of type BYB, which 
can be placed in an ordinary office en­
vironment. 

The high-speed stations have more ex­
tensive electronic and microwave 
equipment, but they normally have the 
same antennas as the low-speed sta­
tions. 

The control station DVCS (Data/Video 
Control Station) is complex, and a de­
tailed descr ipt ion would be outside the 
scope of this article. It consists of a radio 
part and a swi tching part, which is simi­
lar to a switch in an ordinary data net­
work. It works in accordance with the 
SCPC/DAMA method and handles the 
switching and supervisory funct ions in 
the data and video network. The control 
station does not transmit any traffic, as 
this is the task of the traff ic stations. The 
capacity and facil i ty level of the control 
station can be enlarged dur ing opera­
t ion. The station can be unmanned and 
remotely control led f rom, for example, 
an AOM101 centre. 



Technical data for the feeder link 
station, FLS 
Number of channels 
Redundancy 
Modualtion method 
Frequencies 

up link 
TV channels according to 
WARC 
down link for alignment and 
link control 

EIRP 
Antenna diameter 
High power klystron amplifier 
per channel 

3 
3+1 
MAC-C 

18GHz 

26, 32 and 40 

12 GHz 
84dBW 
8m 

1 kW 
The main functions of the control sta­
tion are to 
- establish connections between traffic 

stations by allocating traffic channels 
on request and to handle the neces­
sary signalling via a common signal­
ling channel 

- supervise the traffic stations and car­
ry out the necessary measures to deal 
with traffic disturbances and different 
types of faults 

- gather traffic statistics and charging 
data 

-automatically connect 64kbit/s and 
2Mbit/s circuits 

- semi-automatically connect 64kbit/s, 
2Mbit/s, 8Mbit/s and 34Mbit/s cir­
cuits 

- automatically supervise the network. 

The main features of the control station 
are 
- high reliability, since redundant ca­

pacity is included for computer and 
radio subsystems 

- automatic network supervision 
- equipped for small-scale TDMA and 

packet switching in future extensions 
- maximum capacity 5000 remote sta­

tions, 30calls/s 
- initial capacity 500 remote stations, 

3calls/s 

- an approximate call set up time of 
1 - 2 s including the satellite delay 

- toll ticketing charging 
- the types of calls available are: point-

to-point, point-to-.multipoint, sim­
plex-duplex and broadcast. 

Ericsson Radio Systems is the main sup­
plier of the stations for data and video 
traffic The control station and low-
speed traffic stations for data and video 
are developed in close collaboration 
with Elektrisk Bureau AS, Norway. The 
Finnish company Teleste OY collabor­
ates in the development of video re­
ceiver stations (VROS). 

Broadcasting of TV 
The feeder link station, FLS, for trans­
mitting programs to the satellite is also 
being developed as a part of the TELE-X 
project. 

The station must have the capacity to 
broadcast three TV channels via the 
satellite. A new modulation system, 
MAC-C, which uses division for the 
chrominance and luminance compo­
nents and multi-channel digital sound 
has been proposed. The station can be 
unmanned and remotely controlled. 

Satellit data 
Total mass 
Dry mass (excluding fuel) 
Payload 
Height 
Solar panel span 
Solar panel power (minimum) 
Length of life 

2130 kg 
~ 1 000 kg 
- 420 kg 
5m 
19m 
3.2 kW 
> 7 years 

The satellite will be placed in a geostationary 
orbit 36000 km above the equator, at a longi­
tude of 5° east, where it will remain on station 
within ±0.1°. The alignment is stabilized along 
three axes with the aid of momentum wheels 
and control rockets. 



Fig. 5 

Block d iagram of the pay load w i th its t ransponder 
and antenna sys tems 
Data and video transponders (upper half of the 
diagram) 
The s ignal received f r om the antenna is pre-
ampl i f ied and f requency sh i f ted in one of two 
receivers ( redundancy) . The s igna ls are f i l tered 
and d iv ided between a w ideband and a narrow­
band t ransponder . The subsequent ampl i f i ca t ion 
takes p lace separately at 12 GHz and uses a 
c o m m o n s tandby channe l . The f inal ampl i f i ca t ion 
takes place in t rave l l ing wave tubes of the same 
type as the TV tubes and w i th the same saturat ion 
power, 220 W. However , the opera t ing point used 
for the TWTs is approx imate ly 7 d B lower than for 
the TV tubes, wh i ch g ives a l inear character is t ic 
w i th an output power of approx imate ly 45 W. 
Add i t iona l improvement of the l inear i ty is ob­
ta ined by means of ampl i tude and phase correc­
t ion in a l inear i ty uni t p laced before the f inal 
ampl i f iers . Th is is necessary in order to avo id 
in te rmodu la t ion (crossta lk) between the many 
carr iers in the t ransponder . 

TV transponder (lower half of the diagram) 
The i ncoming s ignal is ampl i f ied and f requency 
sh i f ted, and then d i v ided between the three TV 
channe ls 26, 32 and 40 acco rd ing to the WARC 
plan. The f inal ampl i f i ca t ion is p rov ided by travel­
l ing wave tubes , w h i c h increase the tota l ampl i ­
f i ca t ion to 220 W. Because of the rest r ic ted power 
supp ly on ly two of the three channe ls are nor­
mal ly used . Al l TV, data and v ideo t ransponder 
s igna ls are comb ined in a f i l ter at the output and 
fed out to the c o m m o n t ransmi t antenna. L ike the 
separate receive antenna th is is a Cassegra in 
antenna w i th a half power lobe w id th of 1.6x0.8 . 
The sys tem a lso con ta ins a receiver ( "RF sens­
ing " ) wh i ch senses the t ransmiss ion d i rec t ion to 
the cont ro l s ta t ion on the g r o u n d . The antenna 
can thereby be d i rec ted towards the des i red po in t 
and kept to wi th in 0.05 . 

FA Antenna feeder 
D/V-RCVR Data/Video receiver (with redundancy) 
IMUX Input filter 
NB Narrow-band channel for 40 MHz 
WB Wideband channel for 85 MHz 
SW Switch 
GCA Channel amplifier with linearizer 
TWT Travelling wave tube 
CA TV channel amplifier 
OMUX Output filter 
TV-BSU Wide-band preamplifier (with reduncancy) 

Ericsson Radio Systems isthe main sup­

plier of the FLS station The Finnish 

company Valmet OY and the National 

Finnish Technical Research Centre sup­

ply the antenna. 

The space segment 
The TELE-X satellite wil l be launched by 

an ARIANE rocket in February 1987 and 

placed in a geostationary orbit at a long­

itude of 5C east. 

The satellite consists of two main parts, 

the payload and the platform The pay-

load consists of the communicat ion 

equipment on board. 

The platform includes funct ions for pro­

pulsion, att i tude and orbit contro l , 

power supply, temperature regulation 

Fig. 6 
The division of traffic between the data and video 
channels in TELE-X. 
The earth stations are designed so that traffic at 
34 Mbit s and 8 Mbit s is transmitted in the wide­
band transponder (WBT). WBT is designed to 
handle data rates of up to 140Mbit/s. 
The 64kbit/s transmission takes place via the 
narrow-band transponder (NBT), which can take 
500 simultaneous carriers (channels). 
2 Mbit/s traffic can be transmitted in either WBT or 
NBT. WBT can take 25 channels and NBT 20. 
Transmitting 2 Mbit/s traffic via NBT reduces the 
number of available 64kbit/s channels. Each 
2 Mbit/s carrier occupies the same frequency 
bandwidth as 25 different 64kbit/s channels 

and also telemetry and command. The 

platform is almost identical to those 

used in the German and French TV satel­

lites TV-SAT and TDF-1. They have all 

been produced by the same group of 

companies (mainly Aerospatiale and 

Thomson-CSF, France, MBB and AEG-

Telefunken, West Germany, and Erics­

son Radio Systems and Saab Space, 

Sweden). However, the Swedish share 

of the product ion is much greater in 

TELE-X than in the French and German 

satellites. 

The platform parts are being tested and 

space quali f ied in the French-German 

projects, whose t ime plans are approx­

imately one year ahead of TELE-X. The 

payload is to a great extent new, but as 

far as possible it has been based on pre­

vious experience. 



Fig. 7 
Mixer and preamplifier 
The dimensions of high-frequency electronic 
equipment are small. The low noise mixer with a 
noise factor of 6 dB at 18 GHz is 100 mm long. 
This mixer, like the oscillators and receivers that 
have been developed by Ericsson Radio Systems, 
is included in several different equipments on 
board, for example, TELE-X, TV-SAT, TDF-1 and 
the British UNISAT 

The equipment and units in the trans­
ponder receive and transmit chains 
have mostly been space qualified in 
other satellite projects (in those already 
mentioned and also the French TELE­
COM project). The modifications that 
have been made at this level are, for ex­
ample, frequency changes, which do 
not affect the space qualification status. 

The quantity of equipment is similar to 
that of TV-SAT and TDF-1 For example, 
the number of final amplifiers (travelling 
wave tube type) is the same. The trans­
ponder parts with the associated struc­
ture have therefore been made so simi­
lar as regards mechanical and thermal 
properties that the overall construction 
can be verified by means of calculations. 

As regards the antenna reflectors the 
same technology is used in all projects. 
However, the electrical design of the 
transponder and the whole antenna sys­
tem are new. The following develop­
ment models are therefore being man­
ufactured in order to be able to verify the 
design before manufacture of the flight 
hardware is started: 
- a model of the transponders for test­

ing the electrical function and ver­
ification of the performance 

- a structural model of the antenna sys­
tem and tower for environmental test-

9 

ing, mainly testing of its ability to with­
stand the vibrations of the launch 

- an electrical model of the antenna 
system for measuring the antenna 
pattern. 

The final testing will take place in con­
nection with the integration of the whole 
satellite. The purpose of the develop­
ment program is to ensure that this test 
will only be a verification of the perfor­
mance before the satellite is sent to 
Kourou in South America for launching. 

Conclusion 
The Nordic coverage of the television 
service provided by TELE-X makes it a 
factor to be considered in cultural pol­
icy. Technically it is wholly in line with 
the current international trend. On the 
other hand the choice of system for the 
data and video services is singular and is 
motivated by the desire for a system with 
small, cheap earth stations placed on 
the subscribers' premises. 

TELE-X is a first step towards a Nordic 
satellite communication system which, 
if the market development is favourable, 
can lead to a general use of satellite ter­
minals for data an video in the Nordic 
countries by the end of the 1980s. 
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Integrated Maintenance of Transmission 
Systems in AXE 10 Networks 

Mats Eneborg, Jan Insulander and Walter Widl 

The maintenance of digital telephone networks, built up of AXE 10 exchanges 
and the digital transmission systems between them, can be rationalized by 
combining the maintenance functions of the exchanges with other computer-
controlled maintenance systems. The rationalization can include several routines 
in the field of operation and maintenance. 

This article, however, only discusses functions concerned with fault-location in 
digital transmission systems. The fault location can be carried out from 
centralized work stations or locally, near the equipment. The flexibility of the 
maintenance systems makes it easy to adapt them to different network structures 
and maintenance organizations. A paper with mainly the same content will be 
presented at ICC'84 in Amsterdam, in May 1984. 

UDC 621 395.74 004 54 From the point of view of maintenance 
digital transmission systems are divided 
into a number of maintenance entities, 
ME1. Each maintenance entity has an 
input, an output and one or several func­
tional units in between. The funct ion is 
tested by means of internal measure­
ments, the results of which can be read 
off, either cont inuously or on request. A 
basic principle is that if a fault occurs in 
the system it must be possible to trace 
the fault to the correct maintenance en­
tity or part of an entity. How well a fault 
can be pinpointed depends on the effi­
ciency of the internal maintenance func­
t ions of the particular entity. 

The basic methods for the maintenance 
of digital transmission systems recom­
mended by CCITT are performance 
monitor ing and alarm based mainte­
nance2. 

Performance moni tor ing uses direct 
measurements, such as the bit error 
rate, which are a measure of the trans­
mission quality. Alarm based mainte­
nance, on the other hand, is based on 
the principle that an alarm is init iated 
automatically as soon as the quality lev­
els fall below preset values. 

Which method is to be preferred de­
pends on such factors as the structure 

of the network, type of equipment and 
the maintenance phi losophy used with­
in the maintenance organizat ion. 

In AXE 10 networks alarm-based main­
tenance is used for the digital system 
terminals, and performance monitoring 
for the maintenance of digital repeaters 
and cable sections. 

Alarms and moni tor ing results can be 
presented at the maintenance entity, lo­
cally in exchanges or, with the aid of 
computer-control led maintenance sys­
tems, in specially arranged transmis­
sion maintenance centres. 

AXE 10 networks 
Fig. 1 shows a hypothetical section of an 
AXE 10 network with digital network 
components for switching and trans­
mission. The AXE 10 components con­
sist of 
- local exchanges, LE, transit ex­

changes, TE, and combined local/ 
transit exchanges, LE/TE 

- remote digital subscriber stages, 
RSS, for between 64 and 2048 sub­
scribers 

- remote subscriber multiplexers, 
RSM, for the connect ion of 30 sub­
scribers. 

The connect ing line systems, the multi­
plexers and the transmult iplexers can 
belong to the 1544 or 2048kbit/s hier­
archy. 

Within an area with only one AXE 10 ex­
change, for example in a rural or local 
network, faults in the connected digital 
transmission systems can be located 
from the work station in the exchange. 
The maintenance is centralized and 
thetransmission maintenance system 
ZAN 201 ensures eff icient fault location, 
f ig. 2. 

Fig.1 
C o m p o n e n t s in an AXE 10 network 

TE Transit exchange 
LE Local exchange 
RSS Remote digital subscriber stage 
RSM Remote subscriber multiplexer 
— Digital line systems 
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Fig. 2, left 
An example of a rural or local network (a network 
with a single AXE 10 exchange) 

Fig. 3, centre 
An example of a trunk or junction network (a 
network with several AXE 10 exchanges) 

Fig. 4, right 
An example of an urban or metropolitan network 
(a network with several AXE 10 exchanges) 

In an area with several AXE 10 ex­
changes, for example a junct ion or trunk 
network, f ig.3, or an urban or metro­
politan network, f ig.4 fault location 
can be carried out f rom a centralized 
worksta t ion, with the aid of the opera­
tion and maintenance system AOM101 
and thetransmission maintenance sys­
tem ZAN101. 

The degree of integration is open to 
choice. Separate work stations can be 
arranged for fault location in digital 
transmission equipment, or alterna­
tively all maintenance activities can be 
fully integrated. 

Digital line systems are terminated in ex­
change terminals, ET, in exchanges and 
RSS, and in PCM mult iplexers and sig­
nal conversion equipment in RSM. 

Exchange terminals are included in the 
exchanges, but f rom the point of view of 
maintenance they form part of the con­
nected digital transmission systems. 
Thus a digital transmission path usually 
consists of both internal and external 
maintenance entities, i.e. entit ies placed 
in an exchange and remote from ex­
changes respectively. In the case of a 
fault each maintenance entity initiates 
the alarms and has the funct ions de­
fined in CCITT recommendations series 
G and Q. 

Maintenance of transmission 
equipment 
A fault that occurs in a transmission sys­
tem can be located by analysing the 
alarms from the internal and external 
transmission equipment. In certain 
cases, for example when a fault occurs 
in a line system containing regenera­
tors, the alarm informat ion must be sup­
plemented by measurements of the line 
bit error rate (BER). The alarms and 
measurement results are col lected, pro­
cessed, interpreted and then transmit­
ted to and presented at a work station 
for fault locat ion. This process can in­
clude 
- AXE 10 exchanges 
- the operation and maintenance sys­

tem AOM101 
- the transmission maintenance sys­

tems ZAN 101 and ZAN 201 

The choice of a maintenance system or 
combinat ion of systems is dependent on 
such factors as the type and size of the 
network and the desired degree of auto­
mation. Moreover the suitabil ity of dif­
ferent systems is dependent on the actu­
al siting of the transmission equipment. 
Different placing of transmission equip­
ment leadstosl ighty different alarm rou­
tines, for example: 
- internal AXE 10 equipment, in which 

the alarms detected in exchange ter-



Fig. 5 
Operation and maintenance system AOM101 

— Data link 
OMT Operation and maintenance terminal 
OMST Operation and maintenance sub-terminal 

minals are handled by the exchange 
itself 

- e q u i p m e n t external to AXE 10, in­
stalled together with and connected 
to AXE 10 units. In this case alarms 
from, for example, line terminals can 
be handled by and presented in 
AXE 10 with the aid of its interface for 
receiving external alarms. Alter­
natively such alarms can be col lected 
by the alarm concentrat ion equip­
ment in the transmission mainte­
nance systems ZAN 101 and ZAN 201 

- e q u i p m e n t external to AXE 10, in­
stalled together with but not con­
nected to AXE 10 units 

- equipment external to AXE 10, neither 
installed with nor connected to 
AXE 10 units. In such cases alarms 
from transmission terminals and re­
sults f rom quality measurements on 
regenerators can be collected by 
ZAN 101 or ZAN 201. 

Maintenance systems for 
digital transmission 
equipment 
AXE 10 
The extensive and sophist icated opera­
tion and maintenance funct ions of 
AXE 10 have been described in a pre­
vious article3. Only the funct ions that 
concern the maintenance of digital 
transmission systems wil l therefore be 
described here. They include 
- terminat ion of digital l inks in ex­

change terminals 
- interfaces for col lect ion of external 

alarms 
- man-machine interfaces for alarm 

presentation and operator communi ­
cation. 

The incoming bit streams f rom digital 
line systems are monitored by the ex­
change terminals ET in accordance with 
the relevant CCITT recommendat ions. 

For maintenance alarms a choice can be 
made as to alarm class, i.e. the degree of 
urgency of theact ions required. There is 
also a choice as regards the threshold 
level for the bit error rate. Faults of short 
durat ion are considered as distur­
bances and are recorded foreach digital 
link. The slip rate is also monitored, and 
an alarm is given when a preset value is 
exceeded. 

The values of the transmission param­
eters can be read out by means of com­
mands, and are presented as the num­
ber of disturbances per hour, number of 
slips per hour and the current bit error 
rate. It is also possible to test the fault 
detection funct ions of the exchange ter­
minal. 

The AXE 10 system provides an interface 
for receiving alarm information from ex­
ternal equipment, for example power, 
cool ing and transmission equipment. 
Alarms received via the interface are in­
cluded in the exchange alarm system, 
and all facil it ies for the presentation and 
rout ing of alarms wil l thus also be avail­
able to alarms from external equipment. 

Typewriters or visual display units are 
used at the man-machine interface to­
wards AXE 10 for all operat ion and main­
tenance activit ies, including fault locat­
ing on digital transmission systems. The 
fo l lowing transmission maintenance 
funct ions can be performed via this in­
terface: 
- presentation of alarms from the ex­

change terminals 
- presentation of col lected external 

alarms 
- fault location by means of commands. 

The man-machine interface can be re­
motely connected by means of modems 
e.g. to the network operat ion and main­
tenance system AOM 101. It is also pos­
sible to connect a portable typewriter 
terminal temporari ly to the remote sub­
scriber stage. Such a terminal would pri­
marily be used for funct ional verification 
on site after repairs. 

Operation and maintenance 
system AOM 101 
AOM 101 provides central ized operation 
and maintenance of complete telecom­
municat ion networks. 
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Fig. 6 
The structure of sys tem ZAN101 
Capacity of TMT: 5 000 main tenance entities with 
a maximum of 32 TCT/TMT 
Capacity of TCT; 2 0 0 - 3 0 0 main tenance entities 
for the following maximum numbers of units: 

FLP/TCT 2 
TST/TCT 32 
FDU/TCT 254 
Test points/TST 896 
Two-way regenerators/FDU 48 

AOM101 is built up of a central pro­
cessor system, work station terminals 
and a number of terminals of different 
types which constitute the interfaces to­
wards the supervised equipment. Work 
stations for transmission maintenance 
are usually equipped with video display 
units, semigraphic colour displays for 
alarms and typewriters. Fig. 5 shows the 
part required for transmission mainte­
nance. The main functions of the system 
can be summarized as follows: 
- Man-machine communication for 

commands to connected network 
components and for presentation and 
routing of information from the net­
work, for example alarms. All com­
mands are checked as regards syntax 
and authorization 

- Handling of alarm information, with 
the aid of system functions for receiv­
ing, analysing, distributing and pres­
enting alarm data in different ways 

- Data collection, with the received 
data being stored and displayed in ac­
cordance with the operator's re­
quests 

- Data communication via synchro­
nous data links. The links use the X.25 
protocol defined by CCITT and data 
speeds of up to 9600bits/s. 

With AOM101 it is possible to concen­
trate alarms from transmission equip­
ment inside and outside the exchange to 
a single work station or to duplicate 
them for transmission to other work sta­
tions. Fault location can also be initiated 
from the work stations, by means of 
commands, in order to establish the 
type of fault and its location. The fault 
data obtained are used to determine the 
most suitable repair team and spare 
parts, and when the repair should be 
undertaken. 

Transmission maintenance 
systems ZAN 101 
and ZAN 201 
Transmission maintenance systems 
ZAN 101 and ZAN 201 can be used either 
autonomously or as subsystems of 
AOM101. The systems collect alarms 
from transmission terminals, such as 
line terminals, digital multiplexers and 
transmultiplexers. Their functions also 
include performance monitoring of digi­
tal regenerators in line systems on pair, 
coaxial and optical fibre cables. 

ZAN 101 provides automatic alarm col­
lection, and automatic as well as com­
mand-controlled fault location. Stored 
network data are used to identify and 
interpret equipment alarms Faulty 
maintenance entities can thus be pin­
pointed. 

ZAN 201 can be used either indepen­
dently or as a subsystem of ZAN 101. The 
system provides command-controlled 
alarm collection and fault location. 
Faulty maintenance entities are identi­
fied manually by the operator with the 
aid of external network data. 

Both systems can work autonomously 
or under external control. They are 
equipped with internal control func­
tions, and they do not affect the super­
vised networks during alarm collection 
and fault location, or if there should be a 
fault in the supervision. The results of 
fault location are presented in the same 
man-machine language as is used in 
AOM101 and AXE 10. 

Alarms can be collected from all types of 
equipment that are equipped with suita­
ble alarm interfaces. This means that 
analog transmission equipment or 
equipment intended for other purposes 
can also be supervised. 

ZAN 101 
The network data stored in ZAN 101 are 
updated by means of operator com­
mands, so that at any time the system 
can provide information regarding the 
structure of the supervised network. A-
larm test points in transmission termi­
nals are scanned continuously. Alarms 
from digital line systems initiate the col­
lection of bit error rate values from re­
generators for the location of a faulty 



regenerator sect ion ZAN 101 pr intouts 
specify the faulty maintenance entity. 
ZAN 101 has the hierarchic structure 
shown in f ig .6 , with the units: 
- Transmission maintenance terminal, 

TMT, (central terminal), for process­
ing alarm messages and alarm lists, 
and for communicat ion control 

- Transmission maintenance control 
terminal, TCT, (regional terminal), for 
col lect ing and interpret ing alarms 
and locating faults 

- Transmission maintenance sub-ter­
minal, TST, for sensing test points 
and operating control points 

- Fault detector unit, FDU, for bit error 
rate measurements. 

Separate fault location channels are re­
quired for the data links used for the 
communicat ion between TCT, TST and 
FDU. The channels used are either in­
cluded in the transmission medium 
used for the supervised system (e.g. op­
tical f ibre or coaxial cable) or are sepa­
rate transmission channels (e.g. fault lo­
cation pairs, FLP, on physical pairs). 

ZAN 201 
Command-control led location of faults 
on digital line systems is init iated by the 
operator when a fault is detected in the 
supervised system. The fault can give 
rise to an alarm, which is reported f rom 

an AXE 10 work station or is collected by 
ZAN 201 over a special alarm report 
channel. During the actual fault location 
the bit error rate values from the re­
generator sections are compared with 
preset threshold values. After an itera­
tive process the address of the faulty 
regenerator is obtained. The network 
data enable the operator to determine 
which maintenance entity contains the 
regenerator fault. 

In the case of a cable cut that affects the 
remote power feeding, a fault indication 
is obtained from every regenerator that 
has lost its power. However, the faulty 
cable section can be located by means 
of analysis of test signals generated at 
each regenerator site. 

ZAN 201 consists of a fault locating mag­
azine (circuit pack), FLM, fault detector 
units, FDU, and alarm collection units, 
ACU, f ig. 7. All units are connected to a 
fault locat ion pair, FLP, or other types of 
fault location channels. 

Variants of FDU have been developed 
for different line systems using different 
transmission media and speeds. A vari­
ety of transmission systems (over cables 
and radio relay links) can be supervised 
via one and the same fault location 
channel. 

Fig. 7 
The structure of system 2AN201 

Fig. 8 
Part of a local network 

ET Exchange terminal 
FLM Fault location magazine 
WS Work station 
PCM PCM terminal 
FLP Fault location pair 

R. Regenerator housing 
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Fig. 9 
Part of the junction network 

Several FLMs can be connected to one 
fault location channel, and alarm collec­
tion and fault location can therefore be 
carried out f rom different places. This 
feature, together with the possibil ity of 
dupl icat ing the channels between FLMs 
and modem regenerator magazines, 
MRM, increases the system availability. 

The signals in a fault location channel 
can be regenerated with the aid of MRM. 
Extensive networks can thus be super­
vised from one and the same FLM. 

When work ing autonomously the sys­
tem is normally control led f rom a key­
board with its associated digit indica­
tors, built into FLM. Alternatively FLM 
can be connected to a separate operator 
terminal or to system ZAN101, and in 
future to the AXE 10 exchange in order 
to obtain access to different types of lo­
cal and remote control . 

Some examples of 
transmission maintenance 
A high addressing capacity and facil it ies 
for branching and signal regeneration 
mean that maintenance of complete net­
works can be carried out f rom one or 
several work stations. The hypothetical 
networks described here il lustrate the 
transmission maintenance in networks 
with one or more AXE 10 exchanges. 

Transmission maintenance of local 
and rural networks 
A network can consist of an AXE 10 local 
exchange wi th RSSs and RSMs con­
nected via 2Mbit /s transmission sys­
tems over cables and radio relay links. 
Digital line systems over cable contain 
line terminals with signal regeneration 
and remotely powered regenerators. 
Fig. 8 shows a network with an RSS con­
nected to LE and an RSM connected to 
RSS. The fo l lowing alarm routines apply 
for the network: 
- Internal transmission alarms in 

AXE 10 are transmitted to the work 
station, WS, via normal signall ing 
links (time slot 16 with 2 Mbit/s trans­
mission) 

- A l a r m s external to AXE 10 are re­
ceived from transmission terminals 
placed in the vicinity of the AXE 10 
exchange. The alarms are fed to ex­
ternal alarm interfaces with which LE, 
RSS and RSM are equipped. These 
alarms are also transmitted to the 
work station via ordinary signal l ing 
links 

- Command-control led location of 
faults in regenerators in line terminals 
and remotely powered regenerator 
housings is carried out using the 
transmission maintenance system 
ZAN 201. The fault location is init iated 
by the operator via the work station. 

If RSS is connected to LE over a radio 
relay link system the fault location sig-
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nals are transmitted over the service 
channel of the link. The fault location 
channels are regenerated in a modem 
regenerator magazine, MRM, which 
makes it possible to locate faults in 
transmission equipment between, for 
example, RSM and RSS. 

Alarms from radio relay link terminals 
are handled in the same manner as 
alarms from other transmission termi­
nals. However, at present radio relay link 
alarms are not standardized in the same 
way as alarms from line terminals. 

Transmission maintenance of trunk 
and junction networks 
A characteristic feature of such net­
works is that alarms relating to one and 
the same link are always collected by 
two different AXE 10 exchanges. The ex­
ample in fig. 9 shows two exchanges 
with trunk and junction networks. The 
fault location takes place from an 
AOM 101 work station and the following 
routines are used: 
- alarms from ETs in local exchanges 

and the transit exchange are transmit­
ted via a data I ink between AXE 10 and 
AOM 101 

Fig. 10 
Part of an urban and trunk network in which the 
transmission maintenance is carried out using 
AXE 10, AOM 101 and ZAN 101 

- alarms from LTs and bit error rate val­
ues from regenerators are collected 
with the aid of ZAN 101. 

In a network containing local, junction 
and trunk networks, fig. 10, the fault lo­
cation is usually carried out from 
AOM 101 work stations. One station is 
then placed adjacent to the central 
AOM 101 equipment, and the others in 
AXE 10 local exchanges. 

Centralized transmission maintenance 
can be carried out from any AOM 101 
work station. In addition the mainte­
nance of each individual local network 
can be centralized to an AXE 10 work 
station, with optional connection to the 
AOM 101 system. In this case the fault 
location pair of the local network is 
reached via FLM, which forms part of 
ZAN 201, and without any assistance 
fromAOM101 or ZAN 101. This makes it 
possible to retain transmission mainte­
nance even if faults should occur in 
AOM101 orZAN101. 

Centralized fault location is possible 
even without AOM 101 and ZAN 101, 
with the aid of ZAN 201, fig 11 A trans-



Fig. 11 
Part of an urban and trunk network in which the 
transmission maintenance is carried out using 
AXE 10 and ZAN 201 

TMC Transmission maintenance centre 

mission maintenance centre, TMC, is 
then used to collect information f rom 
ZAN 201 and AXE 10 terminals. 

Summary 
The maintenanceof digital transmission 
equipment in AXE 10 networks can be 
made more efficient if the exchanges 
are supplemented by the operation and 
maintenance system AOM101 and the 
transmission maintenance systems 
ZAN 101 and ZAN 201. The maintenance 
methods described here make it possi­
ble to improve the quality of service and 
provide a choice of varying degrees of 
automation and central ization. The 
maintenance routines can therefore 
readily be arranged to provide opt imum 
adaptation to each Adminstrat ion's or­
ganization for the maintenance of digi­
tal or mixed networks. 
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Transmission Maintenance System 
ZAN101 

Mats Eneborg and Bjorn Johansen 

Transmission maintenance system ZAN101 is used to supervise transmission 
networks and to locate faults'. Connection to operation and maintenance system 
AOM 1012 for telephone exchange equipments makes it possible to coordinate 
the operation and maintenance for whole telecommunication networks. 
The authors discuss the reasons for centralizing maintenance and describe the 
features and structure of ZAN 101. 

UDC 621 395 74.004 54 The maintenance aspects have always 
been very important in the development 
of new systems within Ericsson. The in­
troduction and use of a maintenance 
system, ZAN 101, with centralized oper­
ators' work stations, which serves all 
transmission equipment, reduces the 
operation and maintenance costs for 
the network as a whole. 

Telecommunication networks contain­
ing Ericssons standard system for lo­
cating faults in digital line systems can 
easily be connected to ZAN 101. 

More efficient maintenance means less 
out-of-service time, which increases the 
availability of the transmission systems 
and hence also the income. The impor­
tance of high availability is emphasized 
by the rapid increase in the number of 
leased lines. 

Faults in the network can arise from 
many different causes, for example: 
- equipment faults 
- handling faults 
- cable faults as a result of excavator 

damage, corrosion or lightning 
strokes. 

The type of fault that predominates de­
pends on local conditions. 

Centralized maintenance gives a con­
siderably better overview of the network 
and greatly improved facilities for hand­
ling complicated faults. 

Why centralize the 
supervision and 
maintenance? 
The use of digital exchange systems in 
the telecommunication networks justi­
fies rapid introduction of digital trans­
mission systems, fig. 1. The large 
amount of transmission equipment jus­
tifies the use of efficient maintenance 
systems. 

System properties 
The main functions of the maintenance 
system are to: 
- Centralize alarm data, and on the 

basis of these indicate the faulty 
equipment. 

- Initiate, from a central point, automat­
ic fault location, and thus indicate 
faulty repeaters and faulty cable sec­
tions. 

Fig. 1 
The need for digital transmission systems when 
converting analog telephone exchanges to digital 

Some characteristic features of trans­
mission equipment are that it has low 
fault rates and is usually scattered geo­
graphically. Equipment is placed not 
only in the exchanges but also between 
them, such as intermediate repeaters in 
buried housings. Faulty intermediate re­
peaters are located with the aid of fault 
location systems. 

The reasons for introducing centralized 
control of the transmission network 
maintenance can differ because of dif­
ferent local conditions. However, in all 
cases the cost can be minimized in the 
long run because trained staff are sta­
tioned centrally in the network and have 
access to efficient tools. Moreover the 
staff are used more efficiently. The im­
mediate impetus to install ZAN 101 can 
for example be that it is difficult to get 
the necessary number of qualified em­
ployees. 

The system is prepared for the operation 
of control points. 

Administrative organizational features 
The system can be adapted to the organ­
ization and operation of the Administra­
tion concerned since: 
- The system can be used autono­

mously as a maintenance centre for 
transmission equipment, or it can be 
connected to AOM 101 for coordinat­
ing maintenance of transmission and 
exchange equipment, figs. 2a and 2b. 

- The system permits optional siting of 
a number of independent work sta­
tions. From these the operators can 
work towards different parts of the 
telecommunication network, for ex­
ample towards different types of sys­
tems or regions, fig.3. 

- The system can readily be installed in 
a network without interfering with the 
traffic. 
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Fig. 3 
Centrally situated supervisory equipmen t does 
not prevent operator work stations being placed 
in other exchanges 

Local exchange 

Transmit exchange 

Fig. 2a 
Communica t ion paths be tween AOM 101, ZAN101 
and the supervised ne twork 

^ Digital exchanges with digital transmission 
w equipment 
.:- Analog exchanges, not connected to AOM 101 

but containing digital or analog transmission 
equipment 

Fig. 2b 
Opera tor's work s ta t ions 

Operator communication 
The man-machinecommunicat ion is ex­
tremely important with respect to the 
efficiency of a system. Effective com­
municat ion is achieved by: 
- Using standard MML (Man Machine 

Language) in accordance with the rel­
evant CCITT recommendat ions, in the 
same way as in AXE 10 and AOM 101 
A common language makes it easier 
for operators to work with several sys­
tems and reduces the amount of train­
ing required. 

- Identifying the supervised transmis­
sion equipment in clear text 

- Not loading the operator with more 
information than is necessary at any 
moment. 

Operator qualifications 
The simpli f ied handl ing procedures in 
ZAN 101 mean that most of the work can 
be carried out by staff who do not have 
expert knowledge of each individual 
type of transmission equipment. 

Supervised equipment 
In addit ion to all Ericsson transmission 
equipment many other types of equip­
ment can be connected to ZAN 101. The 
only requirement is that the alarm inter­
face is designed as a relay or transistor 
closure or break of negative voltage to 
earth. This means that usually alarms 
from other manufacturers transmission 
equipment as well as alarms f rom, for 
example, pressure protect ion, power 
supervision, fire detectors and security 
systems can be connected. 

However, fault location in line systems is 
l imited to faults in digital pair, coaxial 
and fibre systems from Ericsson, since 
there are no international standards for 
fault location systems. 

Approximately 5000 alarm init iating sys­
tems and equipments can be connected 
to a ZAN 101 system. 

Other characteristics 
System ZAN 101 does not affect the su­
pervised equipment or its traffic, neither 
during operation nor when faults occur 
in the system. Any faults in ZAN 101 itself 
are indicated automatical ly. 

Handling 
The operator's tasks include mainly net­
work data processing, alarm processing 
and fault locat ion. 

Network data processing 
When delivered system ZAN 101 con­
tains no information that is specific to 
the particular network or the customer. 
Network data must be loaded before the 
system is put into operat ion. The net­
work data comprise descript ions of and 
designations for the supervised trans­
mission equipment and information re­
garding how alarm condit ions and fault 
location results are to be processed by 
the system. The system obtains this in­
formation f rom the operator in a stan­
dardized manner. Work on extending or 
modifying network data takes place dur­
ing operat ion, wi thout interfering with 
the funct ion of ZAN 101. 



Fig. 5 
2 Mbit/s line system ZAD 2-6. The different parts 
are identified with the aid of addresses. Alarms 
are connected to ZAN101 and identified by the 
physical position in the alarm collection magazine 

Fig. 4 
Maintenance Entities, ME, in accordance with the 
CCITT recommendation 

The grouping of the supervised equip­
ment is in accordance with the mainte­
nance entity concept recommended by 
CCITT, i.e. the equipment is divided into 
independent maintenance entities, ME, 
fig. 4, which can consist of: 
- a line system consisting of two line 

terminals and intermediate repeaters 
- a multiplexer. 

Other equipment, which is not included 
in the CCITT recommendation, for ex­
ample analog transmission equipment, 
pressure protection systems, security 
systems and fire detectors, are divided 
into similar MEs. 

Fig. 5 shows a 2 Mbit/s line system com­
prising two line terminals and three in­
termediate repeaters. Fig. 6 shows a 
printout of the network data. The exam­
ples in figs. 7-10 show what happens 
when a fault occurs in an intermediate 
repeater. 

Alarm processing 
ZAN 101 continuously scans the alarm 
status of all connected devices and initi­
ates printouts of all alarms. For each ME 
the network data includes the serious­
ness of each alarm condition, the alarm 
class and the category for routing of 
alarms to the desired work station. 

Fig. 7 
The alarm display in AOM 101 is divided up so 
that each sector represents the transmission 
equipment either in a station or on a route 
between two stations 

Digital equipment is designed so that a 
fault that disturbs the traffic will nor­
mally only initiate an alarm in the faulty 
or the adjacent equipment. 

Each ME is identified with the aid of 
- its geographical position, i.e. a station 

or a route between two stations 
- the type of device 
- a numerical index within the type of 

device. 

Alarms from a device which has already 
been identified as faulty and alarms that 
are generated in connection with fault 
tracing can be suppressed. 

WhenZAN101 is connected to AOM 101 
the alarm display in AOM 101 receives 
an initial alarm report, which provides 
information as to which station or route 
is initiating the alarm and how serious 
the fault is, fig. 7. 

By acknowledging the alarm the opera­
tor can then receive information regard­
ing the faulty system, fig. 8, and various 
traffic activities can be initiated. De­
pending on the circumstances the oper­
ator can then either try to locate the fault 
immediately or leave it until later. More 
detailed alarm information can be ob­
tained by means of commands, and will 
simplify the tracing of the fault. The al­
arm information then received is of the 
type "loss of power", "loss of signal", 
etc. 

Locating faults in line systems 
The purpose of the fault location is to 
indicate the position and type of faulty 
devices in order to enable the mainte­
nance personnel to be directed to the 
right place, equipped with the right 
spares. 

When an alarm occurs a fault location 
command is given either automatically 
or manually by the operator. The opera­
tor requests fault location by giving the 



Fig. 6 
An example of a printout of the network data for a 
2 Mbit s line system consisting of two line termi­
nals and three intermediate repeaters 

SCM 1 The identity Supervision Control Maga­
zine in TCT 

STN/RTE The designation of the station or route 
DEVICE TYPE Type of device 
NO. Number index of the maintenance entity 

within the given type 
NEIGHBOUR With line systems in two-cable opera­

tion, this information specifies the other 
line system sharing the common power 
feeding loop 

ACM Alarm collection magazine 
BOARD Alarm collection board 
8 GROUP Alarm connector group 
1ST Gives the alarm connector within the 

8 GROUP and is used when several 
maintenance entities share one and the 
same 8 GROUP 

SUB-SECTION 
DATA Only one subsection Is included in the 

example 
CH Fault location channel or fault location 

pair. Each TCT has a maximum of two 
channels and/or pairs 

1ST Indicates the first terminal/housing 
LAST Indicates the last terminal/housing 

Fig. 8 
Alarm pr in tou ts conta in in fo rmat ion regard ing the 
stat ion or route and the ME caus ing the a larm. 
The c lass and category of the a larm are a lso 
indicated 

Fig. 9 
When a faul t has been located the faul ty unit or 
cause of the faul t together w i th the pr imary 
a larms are ind icated 

PRIOR There are three priority levels for com­
mands: 
HIGH indicates top priority 
MEDIUM indicates intermediate priority and 
is allocated to automatically generated fault 
location commands 
LOW indicates low priority 
The operator can choose the priority level 
for a given command 

DlR Direction of transmission between stations 
A and B: 
ALL indicates both directions 
A - B indicates the direction from A to B 
B-A indicates the direction from B to A 

HOUSING Specifies the position of the repeater by 
means of the address of the housing or 
terminal 

REP Gives the repeater address within the hous­
ing or terminal. Maximum capacity 96 ad­
dresses, corresponding to 48 two-way inter­
mediate repeaters 

TERM Specifies the line terminal 
PRIMARY Indicates one of the following primary 
ALARM alarms: 

BFL3, bit error rate larger than 10 - 3 

LST, loss of signal in the transmit direction 
LSR, loss of signal in the receive direction 
PFL. loss of power feeding 



Fig. 10 

The operator can ob ta in deta i led in fo rmat ion 

regard ing bit error rates by means of a c o m m a n d 

BERTHR Gives the threshold value tor bit error rates 
for which a printout is to be initiated 

RELBER Gives the increase in bit error rate caused 
by a certain intermediate repeater 

ABSBER Gives the accumulated bit error rate up to 
and including the specified intermediate 
repeater 

identity of a line system, followed by a 
fault location command This is suffi­
cient for ZAN 101 to automatically ana­
lyse alarms and then, if required, initiate 
measurements of the bit error rate at 
different intermediate repeaters, make 
comparisons, draw conclusions and 
generate a printout, fig.9. To indicate a 
faulty intermediate repeater the identity 
of the line system is supplemented by 
the housing and repeater numbers. 
Alarms in the two line terminals of the 
system are also given. 

Other commands are used for long-term 
measurements on a specific repeater, 
for measuring the bit error rate in one or 
several systems and for locating a cable 
break. Fig. 10 shows an example of a bit 
error rate measurement. 

The operator can request intermediate 
reports during fault location and can 
thereby supervise the work better. 

System structure 
ZAN 101 has a hierarchic structure with 
clearly defined interfaces between dif­
ferent levels. The system has a modular 
design which ensures effective adapta­

tion to different network sizes and struc­
tures. 

The system for locating faults in the line 
system actually constitutes a subsystem 
in ZAN 101. This means that initially a 
transmission network can be equipped 
with an independent fault location sys­
tem. When the need for centralized 
maintenance arises, the fault location 
system can be built out to form a 
ZAN 101 system. The installation of the 
extra equipment will not affect the traffic 
and fault locating work in progress. 

The great flexibility of the system is only 
limited by the total amount of equipment 
that can be supervised. 

Each module, Transmission Mainte­
nance Terminal, Transmission mainte­
nance Control Terminal orTransmission 
maintance Sub-Terminal, fig. 11, works 
independently and is not dependent on 
the number and positions of the other 
terminals. Information is fetched from 
subordinate terminals, and orders are 
received from one superior terminal. In­
formation concerning changes in alarm 
status is the only type reported upwards. 
This ensures efficient information pro­
cessing at each level. 

Fig. 11 
ZAN 101 has a h ierarch ic s t ruc ture and a modular 
des ign wh i ch great ly faci l i tate adaptat ion to dif­
ferent ne twork sizes and s t ruc tu res 

TMT Transmission Maintenance Terminal 
TCT Transmission maintenance Control Terminal 
TST Transmission maintenance Sub-Terminal 
FDU Fault Detection Unit 
FLS Fault Location System 
FDS Fault Detection Shelf 
FLM Fault Location Magazine 



Technical data for ZAN 101 
Maximum recommended number of 
maintenance entities, ME 5000 
Number of work stations that can be 
connected to an independent 
ZAN101 4 
Number of TMTs 1 
Number of TCTs per TMT 32 
Number of MEs per TCT (depending 
on the type of supervised MEs) 200-300 
Number of TSTs per TCT 32 
Number of alarm points per TST, 
divided between 16 alarm collection 
boards 896 
Number of control points per TST, 
divided 
between 15 control point boards 240 
Alarm collection boards and control 
point boards are interchangeable 
Number of fault location pairs per TCT 2 
Number of FDUs per fault location pair 

M5 construction practice 32 
BYB construction practice 127 

Number of two-way intermediate re­
peaters per FDU (2 Mbit/s) 

M5 construction practice 24 
BYB construction practice 48 
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Table 1 
Transmission speed, transmission protocol and 
maximum distance or attenuation for different 
links in transmission maintenance system 
ZAN 101 

Link 

TMT-
AOM101 
TMT-TCT 

alt 1 
alt 2 

TCT-TST 
TCT-FDU 

alt 1 (M5) 
alt 2 (BYB) 

Maximum 
Speed Protocol distance or 

attenuation 

2400 bit/s X.25, level 2 43 dB 

1 200 bit/s asynchronous 1 km 
300 bit/s asynchronous 20 dB 
300 baud asynchronous 43 dB 

50/750*baud asynchronous 43 dB 
300 baud asynchronous 43 dB 

* In the M5 construction practice 50 baud 
transmission is used for addressing FDU, 
whereas 750 baud is used for the fault 
reporting to TCT 

Connection to AOM 101 
Connecting ZAN 101 to AOM 101 gives 
access to many useful functions, such 
as authorization checking, calendar 
control of operations and alarm indica­
tion. Different work stations can easily 
be connected to AOM 101 or ZAN 101, 
with no restrictions as regards distance. 

In the case of integrated operation, the 
network data are stored in AOM 101 for 
the starting up of ZAN 101. AOM 101 can 
be used to coordinate several transmis­
sion maintenance systems and thereby 
supervise even larger transmission net­
works. 

Transmission Maintenance Terminal 
In an independent ZAN 101 system the 
central part is the Transmission Mainte­
nance Terminal. TMT. Each system con­
tains only one TMT, in which all central 
system control functions are assem­
bled, and also all functions for com­
munication with up to four operators. 
Each operator's work station functions 
independently of the other work stations 
and can be located as desired. 

The main functions of TMT are to: 
- process alarm messages and admin­

ister an alarm list 
- administer network data for the su­

pervised equipment 
- administer fault location and meas­

urement of bit error rates 
- initiate fault location 
- control the communication channels 

to the operators and the next level 
below. 

All loading, editing and modification of 
network data is carried out in TMT from 
any work station with the aid of simple 
commands. General network data are 
stored in TMT but detailed network data 
are transferred to the subordinate termi­
nals concerned. 

For independent ZAN 101 systems all 
the data necessary to start up the system 
(back-up data) are stored on a cassette 
tape. 

Transmission maintenance 
Control Terminals 
Detailed network data for the supervised 
equipment are stored in regional Trans­
mission maintenance Control Termi­

nals, TCT. Several TCTs are used in 
large transmission networks. 

The main functions of TCT are to: 
- collect alarm data and evaluate the 

information 
- carry out fault location in line systems 
- carry out qualitative bit error rate 

measurements. 

For each line system the collection of 
alarms and fault location for the system 
is carried out by one and the same TCT, 
but the siting of each TCT is optional 
and not tied to the supervised equip­
ment. 

Transmission maintenance 
Sub-Terminals 
The alarm points of the supervised 
equipment are scanned by Transmis­
sion maintenance Sub-Terminals, TST. 
Each TST is installed in the same loca­
tion as the supervised equipment. The 
network configuration and the number 
of devices to be supervised determine 
whether one or more TSTs are required 
in each station. 

The main functions of TST are to: 
- scan alarm contacts 
- measure the bit error rate of terminal 

repeaters 

Fault Detection Unit 
Line systems with fault location inter­
faces can be supervised in each repeat­
er point by means of a Fault Detection 
Unit, FDU. This unit forms part of fault 
location systems that are integrated 
with ZAN 101. 

Communication 
The communication between ZAN 101 
terminals takes place over modem links 
and can, depending on the choice of 
transmission channel, span large dis­
tances. The communication interfaces 
between the different parts have been 
designed to suit the quantity and type of 
data to be transmitted. The same type of 
modem links that are used in AOM 101 
are also used in ZAN 101 between TMT 
and AOM 101 and between TMT and 
TCT. Table 1 lists the communication 
links in ZAN 101. 

There are two alternatives for the com­
munication link between TMT and TCT. 
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Fig. 12, below and to the right 
The Transmission Maintenance Terminal, TMT, is 
mounted in a BYB 201 cabinet, and up to tour 
work stations can be connected 

Fig. 13 
The Transmission maintenance Control Terminal, 
TCT, consists of a Supervision Control Magazine, 
SCM, and a Fault Location Magazine. FLM, which 
is included in ZAN201. FLM can also be control­
led direct by means of a push-button set. All 
communication takes place via connections on 
the fronts of the boards. Alternatively Fault Detec­
tion Shelves, FDS, can replace the fault location 
magazine 

For example, if TMT and TCT are placed 
in the same exchange a short-haul 
modem can be used. It permits higher 
transmission speeds, which above all 
helps to reduce the system start-up time. 
The difference is not noticeable during 
ordinary operation. 

For the communication between TCT 
and TST a separate loaded pair, the fault 
location pair or any speech channel can 
be used. 

The type of communication link used 
between TCT and each FDU is deter­
mined by the type of fault location sys­
tem. If the fault location system in the M5 
construction practice3 is used, the rele­
vant protocol also includes d.c. signal­
ling. 

With fault location system ZAN201 in 
the BYB construction practice4 the fault 
location pair can be utilized more effi­
ciently by means of a common protocol 
for alarm collection and fault location. 

Alarm collection and fault location take 
place in time multiplex. 

Equipment 
TMT 
TMT consists of several magazines, one 
of which contains a processor, and 
memory and communication units. TMT 
also includes between one and four 
magazines with communication units 
for connection to TCT. When ZAN 101 is 
not connected to AOM 101 a magazine 
for cassette and file administration and 



Fig. 14 
The Transmission maintenance Sub-Terminal, 
TST, consists of an Alarm Collection Magazine, 
ACM, and fault detection units. Each alarm collec­
tion magazine can be equipped with up to 16 
alarm collection boards giving a total capacity of 
896 sensing points 

a cassette tape unit are also required. All 
magazines are placed in BYB201 cabi­
nets. 

TMT is control led by an APN 163 central 
processor, and the same type of pro­
cessor is also used for the cassette and 
file administrat ion. 

Each operator's work station connected 
to TMT can be equipped with a printer 
and a visual display terminal or typewrit­
er terminal as required, f ig. 12. 

TCT 
TCT, f ig. 13, consists of a Supervision 
Control Magazine, SCM, and one or two 
fault location shelves in the M5 con­
struct ion practice, or a fault location 
magazine in the BYB construct ion prac­
tice. The SCM contains an APN 166 pro­
cessor, memory units and units for com­
munication with TMT and TST. The fault 
location shelf/magazine contains a re­
mote power feeding unit and a unit for 
communcat ion with FDU. 

TST 
TST includes one or several Alarm Col­
lection Magazines, ACM, and one or 
more FDUs for error rate measurements 
on terminal repeaters. In many cases 
FDUs are integrated in the line systems 
The alarm col lect ion magazine, f ig. 14, 
contains an APN 166 processor, a 
modem and alarm col lect ion boards. It 
can also include boards for the opera­
tion of control points and alarm repeti­
t ion. 
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EDNET for the Supervision of 
Data Transmission Networks 

Bjorn Lengquist and Per Ake Wiberg 

EDNET is a system developed by Ericsson Information Systems for the 
supervision of data transmission networks The system increases the operational 
reliability and availability of such networks. The system, which belongs to the 
same system family as ERIPAX and ERIMAIL, can readily be adapted to a number 
of different types of data networks. EDNET can supervise both private and public 
data transmission networks. 
The authors give a number of examples of system applications and describe the 
structure, handling and capacity of EDNET. 

UDC 681.327.8.004.58 

Fig. A 
The structure of a supervision system should be 
considered separately from the supervised data 
network. Monitoring, testing and reconfiguration 
are the operator's tools for temporary restoration 
of service. The administrative functions provide 
an overall view of the activities, increase the long-
term efficiency of the supervision and are an aid 
in fault prevention 

As the degree of computerization in­
creases, an increasing number of peo­
ple are affected by the use of computers. 
At the same time the decentralization of 
systems increases, since each user 
wants his own terminal and easy access 
to the computer. Increased decentral­
ization results in a need for well de­
veloped data networks between compu­
ters and terminals, and also between the 
computers themselves. 

If the data networks are to operate effi­
ciently it is necessary to ensure high 
availability for all parts of the system and 
also to have a supervisory system that 
simplifies the detection and location of 
faults. EDNET has been developed for 
such supervision of data transmission in 
both private and public networks. 

Ericsson has previously developed sev­
eral supervision systems for, for exam­
ple, public telephone exchanges, 
PABXs and other types of telecom­
munication systems. This experience, 
together with 20 years' experience of 
data transmission, has provided a firm 
basis for the development of EDNET. 

Each EDNET installation must be adapt­
able to different user requirements and 
different data networks. It must also be 
flexible, so that it can satisfy future de­
mands. It is important to be able to modi­
fy existing systems to include newly de­
veloped functions. The necessarily 
great flexibility is achieved by giving the 
system a modular structure throughout. 

The division into modules is of particu­
lar importance for the functions in­
cluded in the software in the central 
equipment. In EDNET the modular 
structure has been exploited to a rela­
tively great extent, and experience gain­
ed from, for example, the development 
work on Ericsson's public telephone 
system AXE 10 has been utilized in the 
design work. 

Since the different software functions 
are confined to separate modules, a 
modification will only affect the module 
in question, regardless of whether the 
modification means an extension or re­
duction of the function. 

For the user of the system this design 
provides a guarantee of flexibility, high 
reliability and low service costs. 

An important demand made on a net­
work supervision system is that the su­
pervising system must be separate from 
the system being supervised. The diag­
nostic units with their channels, which 
are the sensors of the central equip­
ment, are separated functionally from 
the network to be supervised. This de­
sign makes it possible to choose dif­
ferent degrees of intearation. and to use 
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Functional separation 
A network supervision system has to continu­
ously collect and present information regarding 
the operation of the network. It must also be 
able to detect faults and advise on how to clear 
these, fig. A. 

The supervision system includes an administra­
tive function in order to facilitate the operation 
and maintenance of the network equipment. 

The data transmission network, which provides 
the circuits between the data terminal equip­
ments, consists of modems, multiplexers and 
lines. The modems convert the digital data flow 
to signals that can be transmitted over long 
distances via telecommunication lines. The 
multiplexers exploit the transmission capacity 
of a line so that it can be used for several dif­
ferent purposes simultaneously. 

The data terminal equipments, DTE, can be of 
different types. In a large network some termi­
nals, for example communication and host 
computers, take a bigger load than others. 
Other terminals are of the work station type 
(visual display units, personal computers). 

The supervision of the terminals is usually sepa­
rated from the network supervision. However, it 
is not advisable to separate these functions en­
tirely. With integrated supervision it must be 
possible to check the function of a whole sys­
tem from a single point. 

Supervisory functions 
Monitoring, fig.B, means that the system col­
lects data continuously from the supervised de­
vices and compares the values with values 
stored in a memory. If the data deviate from the 
expected values, an alarm is sent to the opera­
tor. With the aid of a number of test functions he 
can then trace the cause of the fault. The opera­
tor can eliminate the fault temporarily by mak­
ing reconnections in the network. He can also 
connect in standby equipment if available. 

The monitoring requires a signalling channel 
between the supervision centre and each de­
vice in the system. This channel, designated the 
diagnostic channel, is used to transmit values 
from the devices to the supervision terminal, 
and to send commands to the parts that carry 
out tests and functional checks. 

The diagnostic channel can be designed in dif­
ferent ways, as a separate channel or a second­
ary channel. If it is built as a secondary channel, 
it is possible to utilize the frequency band on the 
line between the two modems. If the transmis­
sion equipment does not permit a secondary 
channel, as in the case of baseband modems, a 
separate channel is set up. This means that ei­
ther a separate line is installed or a temporary 
circuit is connected up. 

The central equipment controls the communi­
cation with the monitoring and test devices. It 
also holds information regarding the current 
state of the system, since all changes are re­

corded. The operator's work station includes a 
visual display unit, a printer and a keyboard. 

Administrative functions 
One of the major problems in large communica­
tion networks is how to get access to informa­
tion concerning all the supervised devices in 
the system. The system must be able to dis­
tinguish between the various devices as re­
gards type, function, supplier, when it was 
bought, service contract and history. Moreover 
the system must also be able to maintain a regi­
ster of fault reports and the actions to be taken 
when an alarm is obtained. 

The administrative functions in a supervision 
system should include aids for analyzing the 
large amounts of data collected, for example as 
regards the intensity of a certain type of fault 
during a specific period. 

The system should also include a program that 
measures (and outputs) the load on a specific 
component in the network, e. g. the number of 
characters of commercial traffic per unit on a 
transmission route. Such a function would be of 
great assistance to the administrator, since it 
would give the amount of traffic at different 
times. 

Graphic presentation contributes to efficient in-
terworking between the operator and the super­
vision system. The display shows the position of 
every device in the network, its function and 
place in the system. All deviations from the nor­
mal, as well as the actions taken, are shown on 
the screen in different colours or with different 
intensity. 

The development of aids for administrative 
functions is based on products from Ericsson 
Information Systems. 

Fig. B 
Monitoring is carried out with the aid of units 
placed at the modems and other supervised 
devices. The central control equipment is con­
nected to the monitoring units via a signalling 
channel, and informs the operator about the 
current state of the system via a visual display 
unit or printer 
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Fig. 1 
The figure shows three of the mos t common 
types of circuits: poin t- to-poin t (A), multiplexer 
(B) and mul t ipoin t (C). The diagnostic channel, 
which connec ts the supervised units to the cen­
tral equipmen t , is in the form of a secondary 
channel 

Diagnostic unit (DU) 

Data transmission channel 

Diagnostic channel 

Diagnostic channel arranged as a secondary 
channel 

either secondary channels between the 
modems or separate transmission lines 
for supervision and control signals. The 
same degree of freedom cannot be ob­
tained with systems that use the super­
vised data channel for the transmission 
of signals. 

The need for network supervision sys­
tems varies greatly for different coun-
triesand applications, depending on the 
industrial structure and the conditions 
laid down for the use of the public net­
work. 

In cases where the telecommunications 
administrations own and lease the data 
networks they are also responsible for 
fault location and repairs. The custom­
er's part in the supervision is to ascer­
tain, before the fault is reported to the 
administration, that the fault is located 
in the equipment owned by the admin­
istration. In markets where the users 
also own the transmission equipment 
they are also responsible for the supervi­
sion of the network. 

The way that EDNET is used depends on 
the network structure. Fig. 1 shows a 
network containing the three most com­
mon elements: point-to-point links, mul­
tipoint links and multiplexing links. 

It has been found that the network struc­
ture varies with the type of business. For 
example, multipoint networks are pre­
dominant in the bank and transport sec­
tors, whereas manufacturing industry, 
insurance companies and administra­
tions usually have point-to-point and 
multiplexer networks. 

Public and large private switching net­
works are particularly attractive applica­
tions for such data transmission net­
works. In Ericsson's ERIPAX system the 
subscriber connections can be built up 
using primarily point-to-point and multi­
point circuits1. The supervisory func­
tions for transmission and nodes are 
brought together in a centre using a uni­
form interactive method for the input of 
commands and processing of alarms. 

Previously developed components from 
the product family ASK 101 and from 
other Ericsson products have been used 
in the development of EDNET. It has 
therefore been possible to design 
EDNET so that it fits in with integrated 
communication systems, where the 
products interact to give the optimum 
result. 

EDNET consists of diagnostic units and 
central control equipment. The diag-



Supervision of the digital 
interface 
The following signals in the V.24 interface are 
monitored in DU-1 
103 
104 
105 
106 
107 
108 
109 
111 
113/114 
115 
140 
141 
142 

Tx data 
Rx data 
Request to send 
Clear to send 
Data set ready 
Connect data set to line 
Carrier detector 
Rate control 
Tx timing 
Rx timing 
Remote loop 2 request 
Loop 3 request 
Test condition. 

When the modem is installed conditions are set 
up in accordance with the function of the 
modem in the network. For example, for a point-
to-point circuit signals 103, 104 and 105 are 
monitored for each modem. If there has been no 
activity for a certain, preset length of time, the 
alarm NO ACTIVITY will be initiated. 

The same signals are monitored on multipoint 
circuits, but the condition is then that long-term 
activity from a terminal should initiate the alarm 
STREAMING. The operator can then use the 
command ANTISTREAMING to disconnect the 
terminal. Alternatively this function can be car­
ried out automatically. 

Regardless of the set conditions, the operator 
can at any time request a check and presenta­
tion of the state of all signals. The operator can 
also request the transmission of other values in 
order to deblock a device or to carry out tests. 

DU-1 provides facilities for the monitoring and 
control of up to eight external signals. 

nostic units, DU, are installed at or form 
part of the devices that are to be 
monitored, for example modems. There 
are variants of DU for different tasks. 
The operator's work station, which is 
connected to the control equipment, 
consists of a visual display terminal and 
a printer. The functions built into the 
system can be supplemented by includ­
ing auxiliary equipment, for example for 
more advanced testing. 

The diagnostic unit, fig. 2, comes in two 
versions, DU-1 and DU-2. DU-1 contains 
basic functions, such as monitoring of 
the signals in the digital interface V.24, 
loop connection, sending and receiving 
test information and also scanning and 
controlling up to eight external signals. 

The additional functions in DU-2 include 
analog monitoring of signal levels. The 
signal quality, represented by a signal 
compounded of the signal/noise ratio, 
frequency jitter and phase jitter, can 
also be monitored. It is also possible to 
arrange for the connection of a standby 
circuit or modem. 

DU-1 and DU-2 are built using the same 
construction practice as modems, and 
they can be supplied as individual units 
or units for installation in cabinets. The 
diagnostic units can be used with Erics­
son modems and also with modems of 
different manufacture. 

The signalling channel, which provides 
the connection between the diagnostic 
unit and the control equipment, can be 
arranged as a separate or secondary 

channel, see the information panel 
"Functional separation". 

Central control equipment 
The central control equipment is made 
up of components from the data com­
munication system ASK 101. The equip­
ment consists of a computer module, 
CM, a line module, LM, and a storage 
module, SM. 

The computer module is based on the 
Motorola microprocessor 68000. The 
line module is used to connect operator 
equipment and signalling channels to 
diagnostic units. The storage module is 
used to store all programs and data con­
cerning the network and the equipment 
in it This information is used when the 
system is started up, and also as a back­
up for the memory in the computer mod­
ule. The storage module can be equip­
ped with floppy disc units only, or units 
for both floppy discs and Winchester 
discs. ASK101 has been described in 
previous issues of Ericsson Review12. 

The central equipment of the system is 
mounted in magazines which are in­
stalled in a standard cabinet. 

Operator's work station 
The operator uses a visual display termi­
nal and printer. Alarms that are initiated 
when a fault occurs in a monitored de­
vice are output on the printer. The 
printer also records the commands 
given by the operator, via the terminal 
keyboard, concerning changes in the 
data transmission network. 

Fig. 2 
The diagnostic unit circumscribes the supervised 
device, for example a modem, so that digital and 
analog signals are available for monitoring, test 
qnH aicn rornnnprtinn if reauired 

29 



All interactive work with the input of 
commandstakes place viathe visual dis­
play terminal. The commands have been 
designed on the basis of the CCITT Man 
Machine Language (MML). 

The MML command structure is fre­
quently used in telecommunications, 
where it has proved very suitable be­
cause of its systematic construction. 
One of the main advantages of MML is 
that the same language can be used in 
all subsystems in large integrated sys­
tems. 

ciples were used as for the design of the 
AXE 10 telephone system and all similar 
design work within Ericsson. 

The system is built up of modules con­
sisting of either software or hardware. 
The modules have well defined inter­
faces. The system is extended or equip­
ped with new functions by adding new 
modules or exchanging existing mod­
ules for others with new functions. This 
facilitates maintenance and enables the 
system to be kept up to date for a very 
long time. 

Auxiliary equipment 
External equipment can be connected 
via connector panels (patch units) when 
more extensive measurements or tests 
are required over long periods, for ex­
ample for measuring the signal quality. 
The equipment, which is connected in at 
the terminal and line interface, includes 
switched functions for monitoring the 
traffic in progress and for cutting off the 
connection, for example when generat­
ing a test pattern. 

Most measurement and test equipment 
in the market can be connected to the 
patch units. 

Modular design 
During the development of EDNET great 
importance was attached to the modular 
structure of the system. The same prin-

The modular structure makes it easier 
for staff without programming knowl­
edge to understand the system. This fur­
thers the possibility of quickly reaching 
a good agreement between require­
ments and functions, which is par­
ticularly important for the administra­
tion and maintenance of the system. 

ASK 101 makes it possible to duplicate 
the computer and storage modules, 
which means that the system is able to 
function even if a fault occurs in such a 
module. 

Capacity 
The basic version of EDNET is suitable 
for the supervision of networks of great­
ly varying sizes, from small ones with 
few devices up to extensive networks 
with up to 700 devices. Extension mod-

Fig. 3 
In a packet switching network built up with 
ERIPAX the modem supervision and traffic super­
vision in the nodes are combined in the network 
management centre, NMC, of the system. The 
diagnostic channels to terminals are designed as 
secondary channels, otherwise as virtual connec­
tions in the network 

NMC Network management centre with operators 
NN Network node (packet switch) 
DTE Data terminal equipment 

M a Modem and diagnostic unit 

^ — « — Diagnostic channel 

M , _ • • Diagnostic channel, on a secondary channel 
Diagnostic channel, on a virtual connection In 

" the packet switching network 

— — — Data channel, link 
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ules can be used to successively in­
crease the number of devices super­
vised by a single EDNET centre to about 
3000. If this is not suff icient the system 
can be extended with more computer 
and line modules, each of which has a 
capacity of approximately 2500 super­
vised devices. 

Integrated applications 
In addit ion to EDNET the product family 
ASK 101 includes the data communica­
tion system ERIPAX, the message trans­
mission system ERIMAIL and network 
management centres, NMC. ERIPAX 
transmits data in packet form between 
the terminals, which are connected to 
the nodes in the network. If necessary, 
the system carries out adaptation of the 
communicat ion between the network 
and the terminals. NMC contains func­
tions for the supervision and administra­
t ion of the different units in a communi ­
cation network, i.e. nodes and switches. 
It can be used in pure ERIPAX networks 
and in networks containing other com­
ponents, for example MD 110, the PABX 
for both speech and data transmission. 

Such networks can contain between a 
few hundred and several thousand ter­
minals. The number of connected mod­
ems is at most twice that number. Geo­
graphically the equipment in one and 
the same network can be situated in dif­
ferent countries throughout the wor ld. 

The NMC and EDNET funct ions can be 
built into common ASK101 equipment, 
f ig. 3. An alarm from any one of the many 
devices in the network is transmitted to 
the centre via the network and pre­
sented to the operator, who via his ter­
minal selects one of the alternative ac­
tions offered by the combined systems. 
Pure EDNET applications, which in­
clude many devices and which are 
spread over large areas, can be ar­

ranged by means of a combinat ion of 
ERIPAX and EDNET. 

Further development 
The fact that EDNET has been made 
available in the market does not mean 
that development has ceased. It is the 
intention that the system wi l l undergo 
successive development. The next 
items under considerat ion are a graphic 
colour terminal for the operator, and 
menu handl ing for the choice of func-
t i onandasan input aid. Newadminist ra-
tive aids wil l also be developed. 

It is essential that in the further develop­
ment work the system retains the pos­
sibility of supervising networks built for 
both telephony and data communica­
t ion. The operator at the EDNET centre 
is thereby given standardized work ing 
methods for all components in the sys­
tem It also means that the different 
communicat ion services can be oper­
ated jointly. 

Summary 
The funct ion of EDNET is to supervise 
data transmission networks. The main 
features of the system are: 
- Modular structure, designed in the 

same way as AXE 10. The system can 
therefore be kept up to date by suc­
cessive adaptation to new require­
ments. 

- The system meets the more str ingent 
requirements for operational re­
liability and maintenance support 
made by large and complex networks. 

- The supervisory funct ions are kept 
separate f rom the supervised network 
by special diagnostic units and chan­
nels. 

- The division into funct ions for super­
vision, diagnosing and reconfigura­
tion provides a good overall picture 
and makes it easy to train operators. 
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LPB 110, a System for 
Controlled Test Traffic 

Bengt Jansson, Kent Johansson and Tommy Ostlund 

In the testing of telecommunication systems demands are made for shorter test 
times and at the same time the equipment being tested becomes increasingly 
complex. Powerful and efficient aids are therefore required, primarily for the 
testing of whole systems. Ericsson has developed such a test system. LPB 110, 
which has been designed to generate and terminate test traffic. 
The authors describe LPB 110 and how it can be used for design, production and 
installation testing of Ericsson systems and also other systems. 
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Fig. 1 
Test equipment developed during the 1930s, 
1950s and 1970s 

Over the years various types of devices 
have been used for testing telephone 
equipment at system level. These test 
devices have often been developed for 
specific applications, fig. 1. 

The need for more general test equip­
ment has arisen for various reasons, 
partly because of the rapid technical de­
velopment in the field of telecom­
munications. New demands have been 
made on existing test equipment, and 
new test requirements have arisen for 
newly developed system parts. De­
mands from the users have led to a mod­
ular structure, so that the equipment 
can easily be modified for different re­

quirements, and the same facilities for 
man-machine communication as in 
stored program controlled telephone 
exchanges. 

In order to exploit design resources effi­
ciently they were brought together in a 
project, in which all requirements were 
formulated in collaboration with repre­
sentatives from the system and installa­
tion testing departments The test sys­
tem developed in accordance with these 
requirements, LPB 110, can be used for 
all autonomous testing at signal inter­
faces towards telephone equipment, for 
example towards MDF, where LPB 110 
can simulate the environment of a tele­
phone exchange, fig 2. 

Test facilities 
LPB 110 has been designed to generate 
and terminate controlled test traffic, pri­
marily in connection with design, pro­
duction and installation testing, includ­
ing acceptance testing, but it can of 
course also be used for testing equip­
ment in service, for example for traffic 
route testing. 

LPB 110 can simulate the functions of 
the subscriber and junction lines in the 
surrounding network and hence can 
simulate all connection types, i.e. local, 
incoming, outgoing and transit calls. 



Each connection can be controlled and 
checked both at the originating and the 
terminating side. 

The test object can be a telephone ex­
change, a telex exchange, a data switch 
or any other telecommunication system, 
regardless of type. The traffic functions 
and signalling systems that can be sim­
ulated by the equipment are: 
- Subscriber line signalling (dial or 

push-button) 
- Conventional junction line and regis­

ter signalling systems (e.g. d.c. loop, 
E&M, MFC or decadic signalling) 

- PCM signalling, of the first and sec­
ond order and for I/O channel 

- Common channel signalling (CCITT 
nos. 6 and 7) 

- Digital subscriber line signalling 
- Signalling in mobile telephone net­

works 
- Signalling in telex and data networks 

(AXB20and AXB30). 

The system can easily be adapted to new 
signalling systems since the basic sys­
tem permits the connection of equip­
ment to the AXE 10 device bus interface 
(the EM bus). This means that equip­
ment (e.g. IT and OT) developed for 
AXE 10 can also be used in LPB 110. This 
will reduce the cost of adapting LPB 110 
to special signalling systems consider­
ably. 

Applications 
LPB 110 is an efficient aid for 
- traffic case testing in an exchange 
- individual testing of line equipment 
- operational testing 
- acceptance testing. 

Traffic case testing 
Traffic case testing means systematic 
testing of all permitted traffic combina­
tions between incoming and outgoing 
lines. Such functions as digit analysis, 
route analysis and tariff analysis are 
checked, and, of course, also all general 
functions, such as B answer, speech 
connection, time supervision and dis­
connection. 

Individual testing of line equipment 
Only a few lines are normally tested dur­
ing traffic case testing, which means 
that each individual line must be tested 
separately. The individual testing is 
basically the same as traffic case test­
ing, but fewer functions are tested. 

Operational testing 
The purpose of operational tests is to 
verify that the equipment is satisfactory 
for connection to the network. A number 
of tests are carried out in which normal 
operating conditions are simulated. 
This requires controlled test traffic, pre­
ferably generated by an LPB 110 system. 
The connections of the system are then 
distributed over the test object so that 
the greatest possible part is activated. 

Acceptance testing 
The Ericsson policy for the acceptance 
of a plant is that the customer will accept 
the equipment when the service quality 
has reached the level specified in the 
contract. This quality level can be ver­
ified with the aid of controlled test traffic 
from an autonomous LPB 110 system. 

In an acceptance test a large number of 
connections 0.5-1 million) have to be 
generated in a fairly limited time. 

BENGTJANSSON 
KENT JOHANSSON 
TOMMY OSTLUND 
Public Telecommunications Division 
Telefonaktiebolaget LM Ericsson 

Fig. 2 
Test facilites 

IT Incoming junction line 
OT Outgoing junction line 
LI Subscriber line 
KK Main distribution frame. MDF 



Fig. 3 

LPB 110 

System structure 
LPB 110 consists of hardware and soft­
ware, and is control led by micro­
processors, f ig. 3. The system has a 
modular structure both as regards func­
t ions and capacity, which means that 
new funct ions can easily be added. 

The software is stored in RAMs which 
are loaded from floppy disc units. The 
use of RAM makes the system very f lexi­
ble. When programs are updated new 
floppy discs are sent to the users. 

CPU contains administrative routines, 
statistics and I/O funct ions. Slave pro­
cessors are used to relieve CPU of cer­
tain scanning routines in the interface 
hardware. 

LPB110 consists of a central part, one 
or more appl icat ion parts and an I/O 
part, f ig. 4. 

Central part 
The central part in LPB 110, f ig. 5, is a 
computer system developed by Erics­
son, APN167, which has a Motorola 
68000 as CPU. The programming lan­
guage is a high-level language. ERIPAS-
CAL, which is a Pascal language adapt­
ed for real-time app I i cat ion. In addit ion a 
control language has been developed 
with which the users of LPB 110 can pro­
gram their own test sequences. The ex­
ecut ion of test sequences controls the 

The central software consists of a num­
ber of program modules, each of which 
handles one or several funct ions. Mod­
ules have been developed for, among 
others: 
- Operating system 
- Loading 
- Control program 
- Fault handl ing 
- Statistics 

I/O 
The I/O units in LPB 110 are portable 
typewriters, and two f loppy disc storage 
units for 51/4" discs, f ig. 6. Interworking 
with the AXE 10 system takes place via 
a signall ing interface (CCITTV.24). The 
I/O system of the AXE 10 exchange can 
therefore be used to communicate with 
LPB 110. All program modules are 
stored on f loppy discs, and they are au­
tomatical ly read into LPB 110 when the 
system is started up. A built-in editor 
enables the user to design new control 
programs or modify the supplied pro­
grams. 

Application part 
Special hardware and software has 
been designed for use in LPB 110 as in­
terface to different signall ing systems. 
An interface can be used for more than 
one signal l ing system. For example, the 
same interface module is used for both 
CCITTR1 and R2, f ig.7. 

The hardware can be control led via one 
of two buses, either the I/O bus of 
APN 167, which is used in new designs, 
or the EM bus in AXE 10 via a specially 
developed bus interface. 

When the EM bus is used LPB 110 can 
utilize the hardware in AXE 10 (for exam­
ple the signal l ing terminal for CCITT sig­
nall ing system no. 7). 

Each hardware interface has a diagnos­
tic program, which monitors the con­
nected hardware and initiates a printout 
if a fault should occur. The faulty board 
can then be changed. 

Traffic functions 
In LPB 110 each test object is consid­
ered as a control individual, for example 
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Fig. 5 
LPB 110, central part 

FCS File control system 
CPEM Control program, editor module 
CPAM Control program, analysis module 
CREM Command read file execution module 
LOAM Control program, loading module 
DDHM Device driver handler module 
CONM Test control module 
LINM Linking module 
INIM Traffic initiating module 
STAM Statistics module 
FAUM Fault handling module 
EXCM AX exchange module 
ERIOS Ericsson operational system 
COMANA Command analysis module 

programs and data are associated with 
each control individual. However, the 
control programs are common for a 
number of control individuals. Each 
type of signall ing has its own control 
program. The data are specif ic for each 
control individual, and vary depending 
on the type of connect ion the individual 
represents. 

For example, the data for a local sub­
scriber line include: 
- type of subscriber (A or B) 
- subscriber number 
- type of dial l ing tone 
- type of r inging control tone 
- type of control program. 

The control individuals are divided into 
groups, test batches, which are pro­
cessed together as regards statistics, 
fault handl ing, start and stop. The con­
trol individuals are allocated to a batch 
by means of commands. 

Within a test batch or iginat ing and ter­
minating control individuals can dur ing 
traffic be l inked either permanently or 
dynamically. Permanent l inking means 
that the control individuals to be linked 
are specified in a table, which is set up 
by means of commands. Several dif­
ferent tables can be set up and used in a 
given order dur ing the traffic process­
ing. Dynamic l inking means that the 
control individuals are linked together 
at random. Atest batch can include con­
trol individuals which belong to several 
different signal l ing systems. 

Traffic volume 
The traffic volume can be regulated as 
fol lows: 
- Even, given by a command 
- Poisson distr ibut ion 
- As much traffic as the connected lines 

permit (no traffic regulation). 

In each case the number of s imul­
taneous calls can be preset. The total 
number of calls in a test batch is spec­
ified by means of a command. 

Fig. 7 
LPB 110, app l i ca t ion part 

EMBA EM bus adaptation unit 
EMHA EM bus handler module 
SLI Subscriber line interface 
CCITT 7 Junction lines with CCITT nr 7 signalling 
DRIM-LSLI Device driver module for local lines 
DRIM-7 Device driver module for CCITT 7 signalling 
DRIM-CALS Device driver module for MFC signalling 



Fig. 8 
Examples of fault and statistics printouts 

Fig. 9 
Construction practice LTR 331 is used for portable 
equipement 

Start/stop 
Start and stop can be given for: 
- control individuals 
- test batches 
- all programmed and open control in­

dividuals. 

At start up, the system can be ordered to 
reset statistics counters and fault report 
buffers for the control individuals being 
started. Start and stop at preset times 
can also be arranged by means of com­
mands. 

Supervision 
For LPB110 different types of supervi­
sion are used. The generated traffic, and 
the internal functions are monitored, for 
example the syntax checking of control 
programs and the monitoring of hard­
ware. Faults detected during traffic gen­
eration result in fault printouts, for ex­
ample if a wrong backward signal is re­
ceived with MFC signalling or a dialling 
tone is not received for a local call. In 
other cases alarm printouts are initiated. 

In LPB110 it is possible to control the 
handling of different fault situations 
during the traffic processing. All faults 
that are detected during traffic handling 

result in a printout and are recorded on 
counters. After the recording the lines in 
question are disconnected unless some 
other action has been ordered. Instead 
of being disconnected the connection 
can be handled as programmed. 

If a fault is detected in LPB110 a hard­
ware diagnostic program can be started. 
A printout specifies the faulty board. 

During the traffic handling, statistics are 
collected per test batch, per control in­
dividual and for the total amount of traf­
fic. The statistics can be output by 
means of a command. Periodical statis­
tical printouts can also be ordered, 
fig.8. 

Construction practice 
The construction practice used for 
LPB 110 is LTR 331, characterized by its 
compactness. The system includes two 
units, built up of magazines of 12BM 
(approx. 50cm wide and 25cm high), 
the first with one magazine and the sec­
ond with three stacked magazines, 
fig.9. 

The top and bottom covers are removed 
when the unit is used, and the resultant 
chimney effect ensures good cooling. 
Forequipment with very high powerdis-
sipation a fan unit can be added, which 
provides forced cooling. 

The equipment is delivered in transport 
cases in accordance with the Ericsson 
standard for test equipment. The units 
are provided with sturdy handles and 
can easily be carried by two men. 
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Fig. 10 
LPB 110 used in an AXE 10 exchange 

Technical data for LPB 110 
Number of lines 
Number of signalling 
system types used 
simultaneously 
Power 
Construction 
practice 
Processor 
Programming 
language 
Operating system 
Memory medium 
I/O interface 
I/O device 

Interworking with AX 
Commands 
Printouts 

Statistics printouts 

Signalling systems 

=£256 

S24 
-48 V DC and mains 

LTR 331 
APN 167 

ERIPASCAL 
ERIOS 
514" floppy discs 
CCITT V.24 
Digital LA 12 
(Standard) 
CCITT V.24 
CCITT MML 
Fault printouts 
Larm printouts 
No. of initiated calls 
No. of terminated calls 
No. of faults 
No. of faults per type 
Analog subscriber line 
signalling 
Line signalling E&M 
Register signalling R1, 
R2 and decadic 
CCITT no. 6 
CCITT no. 7 
PCM 32 and 
24 channels 

Starting up 
The task of putting LPB 110 into opera­
tion can be divided into a hardware and 
a software stage. 

The hardware stage comprises voltage 
connection, internal cabling and con­
nection to the test object. The exchange 
voltage is connected to the central and 
application parts, and mains voltage to 
the I/O devices. The internal cabling 
consists of bus cabling between the dif­
ferent units. 

The software stage consists of loading 
the LPB 110 software from floppy disc 
units and loading hardware data, con­
trol programs and control data. 

The hardware data constitute the soft­
ware reproduction of the hardware to­
wards which the programs work. It can 
be compared to the exchange data in a 
telephone exchange. The data remain 
the same as long as no change is made 
in the hardware configuration. 

The control programs are transcripts of 
signalling diagrams for the signalling 
systems included in LPB 110, and are 
supplied individually for each LPB 110. 
If necessary, modifications to control 
programs and new control programs 
can be input direct from the typewriter. 

Control data are not supplied with the 
equipment but are compiled by the user. 
The control data specify, for example, 

which subjects are to be included in a 
test batch, the handling of fault situa­
tions, the number of connections and 
the type of printouts. The control data 
are stored on floppy discs for quick 
loading when required. 

After connection the testing can start. 
The start command is given from the 
typewriter or any other I/O device. 

LPB110forAXE10 
LPB 110 is equipped with an interface 
for connection to the I/O system of 
AXE 10 for the purpose of testing the 
exchange. This means that commands 
can be transmitted from LPB 110, both 
manually from the terminal and auto­
matically from user prog rams In the first 
case the operator works towards AXE 10 
in the same way as from an ordinary 
terminal, and in the second case user 
programs in LPB 110 can, for example, 
initiate tracing, and the result can be 
received by and utilized in the user pro­
gram. 

Communication with LPB 110 can also 
take place from a terminal in AXE 10. 
This means, for example, that LPB110 
can be placed at the MDF and be oper­
ated by an operator in the control room. 
This provides great flexibility in the test­
ing. 

Summary 
The demand for short test times and 
powerful test functions, and the trend 
towards testing of complete systems 
have led to the development of the gen­
eral test system LPB 110 forthe generat­
ing of controlled test traffic. The modu­
lar structure of the system makes it read­
ily adaptable for different applications, 
both as regards technology and opera­
tion. The system has a wide range of 
applications in design, production and 
installation testing. 



Digital Multiplexers for 24 Channels 

Bengt Lagerstedt 

Ericsson has developed two digital multiplexers, ZAH 1.5/45-1 and ZAH 45/140-1, 

which together with the previously introduced multiplexer E-D41 form a complete 

multiplexer program for 24-channel applications. 

The author outlines the position of multiplexers in the digital hierarchy, and 

describes their reliability, function, design and structure. 

UDC 621.395.4 As the number of digital exchanges in 
the telephone network grows, the need 
for digital transmission systems in­
creases Compared with analog trans­
mission, digital transmission gives 
lower costs and means that new faci l i­
ties can be introduced in the network 
more easily and economical ly. 

The transmission links require mult i ­
plexers for the connect ion between the 

basic level and the final transmission 
level. The equipment must multiplex be­
tween different levels in a simple and 
flexible way, and offer through-connec­
t ion at an arbitrary level in the hierarchy. 

Table 1 gives a compar ison between the 
two digital hierarchies, for 24 and 30-
channel PCM mult iplexers respectively. 
The 24-channel hierarchy has suc­
cessively been adapted to the available 
transmission systems, and new hier­
archic levels have gradually been intro­
duced. Levels 4 and 5 in the 30-channel 
hierarchy are also incorporated in the 
24-channel hierarchy (4E and 5E). 

Fig. 1 shows the posit ions of the new 
mult iplexers in the digital hierarchy. 

Mult iplexer ZAH 1.5/45-1, f ig. 2, provides 
compact and f lexible mult iplexing up to 
level 3, which is the normal through-

Table 1 
Summary of the 24 and 30-channel hierarchies 

Designat 

D1 

D2 

D3 

D4 

D5 

30-channel hierarchy 

on Transmis­
sion rate 
Mbit/s 

2.048 

8.448 

34.368 

139.264 

564.992 

Equivalent 
speech 
channels 

30 

120 

480 

1 920 

7 680 

Fig. 1 
The digital hierarchy of equipments for the 24-
channel markets 
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connection level. 28DS1 tributaries can 
be multiplexed to one DS3 signal in a 
magazine (M13 multiplexer). 

The multiplexing takes place in two 
stages via level DS2, which means that 
the multiplexer can receive up to 
14DS1C tributaries, or up to seven DS2 
tributaries, or a combination of different 
tributaries (MX3 multiplexer). 

Multiplexer ZAH 45/140-1, fig. 3, con­
verts between level DS3 in the 24-chan-
nel hierarchy and level 4 for 140 Mbit/sin 
the European hierarchy. The multiplex­
er thereby makes it possible to utilize the 

European line systems for coaxial cable, 
fibre and radio relay links. Line systems 
for 140 Mbit/s provide economical trans­
mission over short to medium-distance 
routes. 

Reliability 
The reliability requirements for trans­
mission equipment must be stringent. 
Faults in transmission equipment mean 
loss of traffic, which can be very costly. 

Ericsson has long experience of the de­
velopment of digital multiplexers. Sev­
eral generations have been produced. 

Fig. 2 
Multiplexer ZAH 1.5/45-1 equipped for 28 DS1 trib­
utaries 

Fig. 3 
Multiplexer ZAH 45/140-1 equipped for three DS3 
t r l k i i l n r J A C 
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Fig. 4 
A multiplexer magazine in a rack. The exchange 
cabling is run along a cabling shelf below the 
magazine and fixed there. It is connected to the 
fronts of the boards by plug-in connectors. The 
equipment is covered by a front plate. Alarms 
from the shelf are indicated by a light emitting 
diode (LED) placed inside the slits in the front 
plate 

Fig. 5 
Block diagram of multiplexer ZAH 1.5/45-1. The 
multiplexer is divided into a low-speed and a 
high-speed part. In the low-speed part multiplex­
ing up to 6 Mbit/s is carried out. Connection to the 
low-speed part can be made for DS1, DS1C or 
DS2 signals depending on the units equipped 

One of the main aims in the develop­
ment work has always been to obtain 
high reliability. In order to achieve this 
target, strict design rules have been laid 
down, and all components undergo 
comprehensive evaluation before they 
are used in a construction. The power 
dissipation in the multiplexers is mini­
mized in order to maintain a fairly low 
temperature in the equipment, which 
makes for higher reliability. The con­
struction practice has been designed to 
ensure good cooling. 

Reliability calculations show that 
ZAH 1.5/45-1 and ZAH 45/140-1 satisfy 
very high demands. Operational experi­
ence from previous multiplexers shows 
that the calculations are reliable and 
that traffic disturbances caused by 
faults in digital multiplexers are ex­
tremely rare. 

Construction practice 
The construction practice used for the 
multiplexers is Ericsson's BYB5. It 
provides good transmission charac­
teristics at high frequencies, and also 
good cooling, which is essential for digi­
tal multiplexers. 

Each multiplexer is mounted in a maga­
zine having a width suitable for installa­
tion in racks in accordance with US 
standards. The magazines can also be 
installed in Ericsson row or rack equip­
ment. 

All external cabling, i.e. cablesfordigital 
signals, alarms and power, are con­
nected up at the board fronts. The ca­
bles are run along and fixed to a cabling 
and ventilation shelf below the maga­
zine, fig. 4. Among the advantages of 



Fig. 6 
With multiplexer ZAH 1.5/45-1 the tributary speed 
can be different at the two ends. In this example 
one end of a circuit is equipped with units for four 
1.5 Mbit/s tributaries and the other with a unit for 
a 6 Mbit/s tributary 

Fig. 7 
4x1.5 Mbit/s tributary unit. Straps for LBO net­
works are placed on the front, together with light 
emitting diodes for indication of faults in each 
tributary 

this connect ion method are that 
- the installation is simple. All cabl ing 

can be run before the equipment is 
installed 

- reconf igurat ions are easily made 
- racks can be arranged back to back, 

which reduces the amount of space 
required 

- the electrical design is simpler and 
safer, wi th uncompl icated and logical 
transmission paths. 

ZAH 1.5/45-1 
Fig. 5 shows a block diagram of ZAH 1.5/ 
45-1. The mult iplexer converts 28DS1 
signals to one DS3 signal f low and vice 
versa. Alternatively the mult iplexer can 
be equipped for mult ip lexing DS1C or 
DS2 tributaries or a combinat ion of all 
three. The mult ip lexing is carried out in 
two stages via the DS2 level, which 
means that different tr ibutary bit rates 
can be used at the two ends of a circuit. 
For example, connect ion can be made 
at the DS1 level at one end and at the 
DS2 level at the other, f ig. 6. 

In the low-speed part of the mult iplexer 
four DS1 signals are connected to the 
4x1.5Mbit/s tr ibutary unit. Timing re­
covery and synchronizat ion of the DS1 
signal with the mult iplexer t iming are 
carried out by means of pulse stuff ing in 
a special LSI circuit. The four syn­
chronous DS1 signals are then sent to 
the 6 Mbit/s receiver control unit, where 
they are mult ip lexed, together with con­
trol bits for frame al ignment, pulse stuff­
ing and alarms, to form a DS2 signal. 
This signal is then synchronized with the 
t iming of the high-speed mult iplexer in a 
LSI circuit. 

Synchronous DS2 signals are sent from 
the seven low-speed mult iplexers to the 
45 Mbit/s transmitter control unit, in 
which the signals are mult ip lexed, to­
gether with control bits for frame al ign­
ment, pulse stuff ing and alarms, to form 
a DS3 signal. This signal is then sent to 
the 45 Mbit/s interface unit, where it is 
line encoded and adapted for the cable 
length to the digital crossconnect by 
means of a strappable equalizer. 

The incoming DS3 signal is taken to the 
45 Mbit/s interface unit, where the t im­
ing is recovered and the data are re­
generated and converted to a unipolar 
signal. The 45 Mbit/s receiver control 
unit then carries out frame alignment 
and analysis of the alarm and pulse 
stuff ing contol bits. The control bits are 
removed, and the bit f low is divided into 
the seven DS2 signals. Each signal is 
sent to its own buffer in the 6 Mbit/s con­
trol unit. The buffering is fol lowed by 
DS2 frame al ignment and analysis of the 
alarm and pulse stuff ing control bits. 
The control bits are removed and the bit 
f low is divided into four DS1 signals, 
each of which is fed to a buffer in the 
4x1.5Mbit/s tr ibutary unit. In the buffer 
the original DS1 t iming is recovered by 
slowly regulating the read-out from the 
buffer, so that on average the buffer al­
ways contains the same number of bits. 
This regulation method minimizes high 
frequency jitter on the signal. After the 
buffer the DS1 signal is line encoded 
and adapted for the cable length to the 
digital crossconnect in a strappable at­
tenuator. 

Alternatively the connect ion can be 
made at the DS2 or DS1C level. With a 
DS2 signal only a 6 Mbit/s tr ibutary unit 
is required, in which the DS2 signal is 
synchronized with the DS3 multiplexer. 
A DS1C signal must first be demult iplex­
ed to the DS1 level in a 2x3 Mbit/s t r ibu­
tary unit. Each 3 Mbit/s signal is de­
mult iplexed to two DS1 signals. These 
signals are then mult iplexed to the D2 
level in the 6Mbit /s control unit in the 
way described above. 

The use of special circuits and hybrid 
circuits for the oscil lators has reduced 
the volume of the equipment consider­
ably. One printed board assembly, f ig. 7, 
contains the line interfaces and syn­
chronizing buffers for four tributaries. 
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Fig. 8 
The frame structure for mul t iplexer ZAH 45/140-1 

FAW Frame alignment word (111110100000) 
ABC Bits belonging to the tributaries A. B, C 
C,. Control bits tor pulse stuffing 
I Alarm bit 
F Bits for optional use 

This should be compared with the 
printed board assemblies with discrete 
components, where each printed board 
was only able to house the equipment 
for a single tributary. 

ZAH 45/140-1 
The digital multiplexer ZAH45/140-1 
converts three 45 Mbit/s (DS3) signals to 
a 140 Mbit/s (DS3E) signal correspond­
ing to level 4 in the European hierarchy, 
and vice versa. No definite standard has 
been established for the frame structure 
of this multiplexer. The chosen frame is 
identical to that used by AT&T The 
frame structure is shown in fig. 8. The 
interfaces meet the requirements of 
CCITT Recommendation G.703 and 
AT&T Technical Advisory No. 34. 

The function of the multiplexer is illus­
trated by the block diagram of fig.9. 
The function issimilarto that of ZAH 1.5/ 
45-1. 

Emitter-coupled logic (ECL) has been 
used to obtain sufficient reliability at the 
high bit rates (^45 Mbit/s). The ECL cir­
cuits have excellent transmission 
characteristics at high bit rates. Unfor­
tunately they have a high power con­
sumption, so that ECL is only used in the 
transmission path, while the control in­
formation is processed in TTL circuits, 
containing low-power Schottky circuits. 
Moreover the data flow is processed in 
parallel form, which means that the 
highest bit rate in the magazine is 
45 Mbit/s. This design has been op-

Fig. 9 
Block diagram of multiplexer ZAH 45/140-1 



Fig. 10 
In this example of the use of AIS it is assumed 
that a DS3 tributary to a ZAH45/140-1 multiplexer 
disappears (X). ZAH 45/140-1 replaces the missing 
signal with an AIS having the correct frequency, 
and sends an alarm (A = prompt maintenance 
alarm). The AIS is transmitted in the normal way 
to the other end of the circuit and is detected in 
ZAH 1.5/45-1. The latter gives a system alarm (SA) 
for network information and AIS is sent out on the 
tributary outputs. In addition an alarm bit is sent 
to the opposite end, where a SA is also given. In 
this way only one maintenance alarm is obtained, 
and at the same time information that the trans­
mission between two multiplexers is still func­
tioning is given continuously 

t imized as regards reliability and power 
consumpt ion. 

Maintenance and alarms 
The meticulous construct ion of the mul­
tiplexers has meant that no preventive 
maintenance is required. 

The mult iplexers contain built- in fault 
moni tor ing circuits and LED alarms, 
which simplify fault supervision and 
maintenance. Fault t racing and repair 
consist of changing printed board as­
semblies until the alarms disappear. The 
equipment is also arranged for connec­
t ion to operation and maintenance sys­
tems, such as Ericsson's transmission 
maintenance system ZAN101. 

signal is replaced by an Alarm Indication 
Signal (AIS), which is a cont inuous 
stream of ones. Since all signals that 
carry traffic always include zeros be­
cause of the frame al ignment bits, AIS 
will be unique and can therefore be 
identif ied. When a mult iplexer receives 
AIS, all alarms are inhibited that necessi­
tate the sending out of maintenance 
staff, and only a system alarm is trans­
mitted for network information. The 
multiplexer in its turn will send out AIS in 
its tributaries. A maintenance alarm will 
only be given in the equipment where 
the fault was detected. Fault tracing will 
therefore start as near to the fault as 
possible. The method is i l lustrated in 
f ig.10. 

Circuits for the AIS method recom­
mended by CCITT are included in the 
mult iplexers in order to suppress main­
tenance alarms and to keep line systems 
in cont inuous operat ion. The method 
means that when the mult iplexer de­
tects that a signal ismissing or faul ty the 

Summary 
With the introduct ion of these new mul­
tiplexers Ericsson is now able to offer a 
complete range of digital mult iplexers 
for 24-channel markets. 

Power supply 
Power 
consumption 
DC voltage 

Environment 
Ambient 
temperature 
Maximum relative 
humidity 

Dimensions 
Rack width 
Magazine 

height 
width 
depth 

= 45W = 90W 
-42 to -56 V 

0to50°C(32to122°F) 

90% 

600 mm (23") 

244 mm (9.6") 
488 mm (14.2") 
220 mm (9") 

References 
1. Lagerstedt, B. and Samuelsson, A.: 24-

Channel PCM System. Ericsson Rev. 
60 (1983) :1, pp. 22-28. 

2. AT&T Technical Advisory No. 34 
3. AT&T Technical Advisory No. 51 
4. AT&T Technical Advisory No. 60 
5. Hallberg, P.-A. and V ik lund, B.: Cons­

truction Practice BYB for Transmis­
sion Equipments. Ericsson Rev. 57 
(1980):4, pp 124-128 . 

Technical data 

ZAH 1,5/45-1 ZAH 45/140-1 
Frame structure Compatible with See fig. 8 

AT&T MX3 and 
CCITT G.752 

Max. number of 28DS1.14DS1C 3 DS3 
tributaries or 7 0S2 

Interface in 
accordance with 
AT&T Technical 
Advisory No. 34 DS1, DS1C, DS2, DS3, DS4E 
and CCITT G.703 DS3 
The line.code for DS1 is strappable for AMI or B8ZS 
(bipolar, with 8 zero substitution) 



Synchronization of Digital 
Telecommunication Networks 

Harald Brandt and Aleksander Marlevi 

Precise time control of a digital telecommunication network is the basis for 
disturbance-free operation. Insufficient control can result in an unacceptable 
high rate of slips, which impairs the transmission quality. 
The authors describe how these slips arise and how they can be reduced with the 
aid of buffers and very accurate or automatically controlled clocks. Different 
methods for network synchronization and the application of these in a telephone 
network are also discussed. 
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Fig. 1 
The path of a message through the digital net­
work 

To/from the long­
distance network 

The need for network 
synchronization 
How slips occur 
Following a message through a digital 
telecommunication network makes it 
easier to understand the need for net­
work synchronization. The description 
is based on fig. 1, which shows an ide­
alized network. Digital exchanges, here 
considered as the sources of informa­
tion, inject messages into the system in 
the form of evenly spaced electric 
pulses, bits. Each message is sent 
through the transmission system and is 
occasionally switched to a new route in 
order to reach the called subscriber. In 
each exchange bits are received with 
their own incoming bit rate and stored in 
a buffer. The buffers can only store a 
limited number of bits, for example 8 or 
256 bits, corresponding to a time slot 
and a frame respectively. The stored bits 
are switched at a frequency determined 
by the exchange clock. 

When the incoming bit rate is higher 
than the clock rate there is no time to 
send on the stored bits before new bits 
arrive. When the incoming bit rate is 
lower than the clock rate the stored bits 
will instead be sent twice before new 
bits arrive. Thus, it is obvious that the 
incoming bit rate and the exchange 
clock rate must havethesame long-term 
mean value, otherwise the transmission 
through the exchange becomes dis­
torted. The distortions are called slips 

and occur when the incoming bit rate is 
higher or lower than the exchange clock 
rate. 

Slips are counted per channel as slip of 
an 8-bit time slot. 

The number of slips per day in the traffic 
between two digital exchanges is pro­
portional to the frequency difference of 
the local clocks. For example, if two 
atomic clocks with a frequency inac­
curacy of 10 11 are used, a slip occurs 
every 72 days With two crystal control­
led clocks having a frequency inac­
curacy of 10 6 the slip rate is one per 
minute. Additional slips can also occur 
because of jitter on the transmission 
links. 

Automatic clock control can be used to 
avoid slips caused by frequency dif­
ferences. Slips caused by transmission 
links can be avoided with the aid of buff­
ers. 

The effect of slips 
The effect of a slip can be illustrated by 
the simile of a commuter who relies en­
tirely on his own watch. Unfortunately 
his watch is slow compared with the rail­
way station clock, and the commuter 
therefore misses his train. By syn­
chronizing clocks it is possible to com­
municate without losing essential infor­
mation. 

Slips have different effects in different 
telecommunication services, such as 
speech, data and facsimile. One reason 
forthis isthedifference in coding redun­
dancy. The higher the redundancy the 
smaller the effect. 

Facsimile constitutes a good example. 
In this field the amount of disturbance 
caused by a slip is greatly dependent on 
the encoding technique used. A slip can 
result in a displacement or in black or 
white streaks in the line being scanned. 
At worst a single slip can ruin the whole 
picture and make retransmission neces­
sary. Fig. 2 shows the effect a slip can 
have on a certain type of facsimile trans­
mission. 

Different types of clocks 
Two types of clocks are used in telecom­
munication: cesium and quartz crystal 
clocks. 
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Performance Local Na- Inter- Total 
level 

Satis­
factory1 

Degraded 

Unaccept­
able2 

ex- tional nat. 
change transit transit 

12 h 7 days 70 days 5h 

2 min 2 min 2 min 2min 

2.5 s 1.25 s 1.25 s 1.25s 

Note 1 
The total slip rate is a mean value over 24 hours 
(which gives 5 slips per 24 hours). A suitable 
period for assessing the mean value for the indi­
vidual exchange is one year. However, the 
smallest time between slips in the individual 
exchanges should be larger than approximately 
5 hours in order to be considered as satisfacto­
ry. 

Note 2 
The slip rate at the unacceptable performance 
level is based on the requirement for frequency 
accuracy in the specification for a PCM link. 
The requirement is then ±50ppm. 

Table 1 
The table gives the time between slips and the 
limits for the highest permissible slip rate through 
digital exchanges on a 64kbits international 
connection. Overall for the connection, degraded 
performance should not occur for more than 1 % 
of the time, whereas the unacceptable level 
should not occur for more than 0.1 % of the time 
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Cesium clocks have a limited short-term 
stability, but on the other hand they have 
very high long-term stability. Two-year 
old clocks showed no change in fre­
quency when compared with recently 
manufactured clocks, measured with a 
resolution of 3 x 10~12. 

Quartz crystal clocks are the simplest, 
most reliable and most economical of all 
available frequency sources. Their 
properties are the reverse of those of 
cesium clocks. Theirshort-term stability 
is very good, but their long-term and 
thermal stability are poor. 

The feature that makes the quartz crys­
tal clock so popular is that its frequency 
can be controlled continually by chang­
ing a voltage. Several methods have 
been developed for automatically ad­
justing the clock frequency, thus over­
coming the problem of the long-term 
stability. 

The purpose of network 
synchronization 
The purpose of network synchroniza­
tion is to ensure a sufficiently low slip 
rate. CCITT Recommendations G.811 
and G.822 for international connec­
tions1 can be used to derive threshold 
values for the slip rate for different types 
of exchanges. Table 1 gives some such 
values. 

Network synchronization 
methods 
Three network synchronization meth­
ods are used in AXE 10, namely 
plesiochronous, master-slave and mu­
tual single-ended synchronization. 

The plesiochronous method is normally 
only used on international digital links. 
The master-slave method is primarily 
recommended for small star-shaped 
networks, e.g. rural networks, but it can 
also be used in growing networks until 

they reach a size suitable for mutual sin­
gle-ended control. The latter method is 
recommended for fully extended na­
tional junction networks, urban meshed 
networks etc. 

With the plesiochronous method the 
clocks are independent of each other 
That causes slips because of the limited 
accuracy of the clocks. If the slip rate is 
low, its effect on the transmission 
quality will be negligible compared with 
the effect of other error sources. When 
cesium clocks are used, as in interna­
tional digital exchanges, the slip rate is 
negligible. 

The master-slave method is based on 
the principle that only one exchange, 
the master exchange, is equipped with 
an independent clock. The clocks of all 
the other exchanges are phase-locked 
to the master clock. Each slave clock 
will thus follow the master, and if the 
control circuit is suitably designed no 
slip should occur. 

Master-slave control is easy to imple­
ment and has no network stability prob­
lems. However, clocks in slave ex­
changes should have relatively high fre­
quency stability in order to keep the slip 
rate low even during master clock 
failures. This increases the cost of the 
method. 

An improved master-slave method is ob­
tained using a limited number of mas­
ters, e.g. a primary, a secondary and a 
tertiary master. Only these masters re­
quire the costly high frequency stability. 
The links terminated in slave exchanges 
are arranged in a fixed hierarchy, with 
one executive and several standby links. 
In a completely mesh-shaped network 
the executive link would be connected 
to the primary master exchange, where­
as the standby I inks would be connected 
to the secondary and tertiary master ex­
changes. 

Fig. 2 
An example of the effect of a slip during facsimile 
transmission 



Fig. 3 
Network synchronization in an expanding digital 
network 

Fig. 4 
Interworking between digital and analog ex­
changes 

With mutual single-ended control every 
exchange clock is locked to the average 
of all incoming clock frequencies. A 
common system frequency is thus ob­
tained by forcing a number of clocks to 
be interdependent. This ensures a relia­
ble synchronization system, which 
makes it possible to use clocks having 
lower stability than the clocks in a mas­
ter-slave network. 

Fig. 3 shows how the different synchro­
nization methods can be used in a grow­
ing digital network. Initially, when two 
digital exchanges are connected by a 
PCM link, they are most suitably con­
nected as master and slave, fig. 3a. 
When a transit exchange is added it be­
comes the master, fig. 3b When the net­
work has been extended to include sev­
eral transit exchanges and a large num­
ber of local exchanges, mutual single-
ended control should be introduced be­
tween the transit exchanges for reasons 
of reliability, fig. 3c. But, in order fo en­
sure the stability of the network and the 
accuracy of the steady state frequency, 
one of the transit exchanges is left un­
controlled, as a sink. 

Interwork between digital and analog 
exchanges 
PCM links between analog and digital 
exchanges are equipped with PCM ter­
minals at the analog end. Such a termi­
nal has a send and a receive side. The 
frequency of the bit streams coming into 
the receive side is determined by the 
digital exchange. The send side con­
tains a clock which, if not controlled, 
has a frequency accuracy of 50 x 10 6 

(50ppm). This clock must be controlled 
or else the slip rate may be as high as 
one slip every two seconds The control 
is accomplished by interconnecting the 
send and receive sides of the PCM termi­
nal, looping, fig.4. This means that the 
PCM terminals in the analog exchanges 
are slaved to the digital exchanges. 

Higher order multiplex systems be­
tween digital and analog exchanges 
should be looped in the same way as a 
first order multiplex. 

Network synchronization in 
AXE 10 
The AXE 10 system is an example of how 
plesiochronous, master-slave and mu­

tual single-ended control can be imple­
mented in a telephone exchange, fig.5. 

Each method uses a time-discrete reg­
ulator realized in software. This facili­
tates almost identical implementation of 
all three methods. In fact, the hardware 
is identical (oscillators, phase measure­
ment, D/A converters). Only the software 
parameters are different. They vary ac­
cording to the method actually used. 
The realization of the control in software 
also makes it easy to change the syn­
chronization method during operation. 
In both master-slave and mutual single-
ended control the regulator is propor­
tional plus integrating (PI). It should be 
noted that in a mutual network all reg­
ulators must be identical, i.e. all PI. 

For detailed discussion of integrating 
regulators for mutual control, see refer­
ences 5 and 6. Apart from regulator 
algorithm, many other functions are in­
cluded in the software, for example a 
programmed list of standby links to be 
connected if the link from the primary 
master fails. All links are also monitored 
for phase variations and disturbances. 
The input to a mutual regulator is the 
sum of the phase errors from up to ten 
connected exchanges. 

In the case of mutual control based on 
integrating regulators, the steady-state 
system frequency is secured (in spite of 
jitter) by having one of the exchanges 
unregulated. Such an exchange is 
called a sink because its buffers will ac­
commodate the total phase error of the 
network. The plesiochronous interna­
tional exchanges will very well serve as 
sinks, fig. 3c. An additional advantage of 
using a sink is that it gives the network 
an absolute frequency reference and 
makes mutual single-ended control im­
mune to delay variations. 

Clock types 
In AXE 10 three types of clocks are used, 
CLM, RCM and CCM. 

CLM 
The internal clock of every AXE 10 ex­
change consists of three clock modules 
(CLM), each with a voltage controlled 
crystal oscillator at a frequency of 
24.576 MHz. The modules are phase-
IOCkedJ.0 each other Thp c i n n a k from 
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Fig. 5 
Stored program controlled synchronization in 
AXE 10 

ETC 
RCM 
CCM 
VCXO 

Exchange Terminal Circuit 
Reference Clock Module 
Cesium Clock Module 
Voltage controlled crystal oscillator 

Clock control and clock distribution 

Master-slave and mutual single-ended syn­
chronization 

Plesiochronous and master synchronization 

Standard programs 

Extra programs for master-slave, mutual sin­
gle-ended, plesiochronous or master synchro­
nization 

all three modules are fed to the digital 
group selector. The executive clock sig­
nal is obtained by majority decision in 
logic circuits. 

The internal clock may be phase-locked 
to one of several different reference 
sources, such as a reference clock mod­
ule (RCM), a cesium clock module 
(CCM) or a PCM-link With mutual con­
trol a number of PCM links regulate the 
clock simultaneously. 

RCM 
In addit ion to the three clock modules 
AXE 10 may be equipped with up to 
three reference clock modules (RCM) 
having a frequency stability of 10 10 per 
day. These are used in master 
exchanges, and in certain transit ex­
changes with only one physical syn­
chronizat ion path. 

CCM 
CCITT recommends that digital interna­
tional l inks have a slip rate of less than 
one slip per 70 days. This can be 
achieved by the plesiochronous method 

when using cesium clocks. AXE 10 may 
be equipped with up to three cesium 
clock modules (CCM), but normally the 
exchanges are equipped with only two 
CCMs and one RCM. This combinat ion 
gives high reliability due to the tr ipl ica­
t ion, and cost savings due to the sub­
sti tut ion of a RCM for one CCM. 

Performance when 
a failure occurs 
EXCHANGE FAILURES 
No single fai lure or exchange restart wil l 
degrade the t iming performance. Even 
the loss of two regional processors will 
not disrupt the t iming wi th in the ex­
change, although the slip rate may in­
crease. 

SYNCHRONIZATION REFERENCE 
FAILURES 
The synchronization funct ions are de­
signed so that the network performance 
wil l meet or exceed the intentions of 
CCITT Rec. G.8221, provided that the ap­
propriate synchronizat ion planning 
principles are fol lowed7 . One of the 
planning principles is that, where possi­
ble, each exchange should have at least 
two and preferably three independent 
sources of reference. Hence failure of 
single synchronizat ion link will normally 
not cause slip. 

However, total fai lure of all synchroniza­
t ion links to an exchange may increase 
the slip rate if the exchange is digitally 
connected to other exchanges which 
are synchronized to the primary master. 
The slip rate performance in such a sit­
uation is described below. 

Exchange without RCM 
Initially a total loss of synchronization 
links is not likely to cause more than one 
slip in 3.5 hours. Even if the loss lasts for 
more than a week, the slip rate wil l not 
exceed one slip every two minutes, even 
with large temperature variations 

Exchange with RCM 
Total loss of synchronizat ion links may 
cause at the most one slip per ten hours. 
As an opt ion (a frequency memory real­
ized in software) the performance can 
be improved so that a total loss of syn­
chronizat ion l inks can cause at the most 
one slip dur ing the first three days of 
failure. 
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Fig. 6 
Master-slave network in Riyadh, Saudi-Arabia 

Digital exchange 

Analog exchange 

Point for measuring the slip rate 

Intermediate repeaters 

Field experience of the 
master-slave method 
Experience of network synchronizat ion 
was gained when the first digital publ ic 
telephone network was taken into ser­
vice in the Kingdom of Saudi-Arabia on 
December 13, 1978. The network con­
sists of three interconnected AXE 10 ex­
changes, one transit exchange (Riyadh) 
and two local exchanges (Al Malaz and 
Al Ulaya). The local exchanges are 
slaved to the transit exchange, see f ig. 6. 

After six months of stable operat ion, the 
network synchronizat ion was evaluated 
by measurements on site. These showed 
that all objectives had been ful f i l led. For 
example, the slip rate was recorded dur­
ing twelve days. The number of slips per 
20 hours and channel was: 
- between Riyadh and Al Malaz: 0 
- between Riaydh and Al Ulaya: 4 - 1 0 3 

- between Al Malaz and Al Ulaya: 7-10"3 

The allowable slip rate was one slip per 
20 hours on a 6 kbit/s channel between 
any pair of exchanges. Thus the record­
ed slip rates were very much lower than 
specif ied. 

Since 1978 master-slave networks with 
AXE 10 have been taken into service in 
nine countries. 

Analysis of mutual single-
ended control 
The mutual network is a linear and dy­
namically simple system, but also a 
large and unknown one, in which the 
number of control and information 
channels are restricted. The basic prob­
lem is how to achieve stable linear con­
trol of large systems, compris ing a set of 
buffer storages, which are cont inuously 
tapped and replenished through a net­
work of channels. The problem there­
fore belongs to the field of decentral ized 
control . A fundamental and well known 
diff iculty of decentral ized control is that 
the several autonomous control de­
vices, even if individually well tuned, 
may each counteract or amplify the con­
sequences of the actions of the others. 
This is because of lack of informat ion 
about the state of the whole system, and 
this can cause instability. 

This diff iculty is aggravated by the many 
unknown elements in the system. For 
example, the network may be extended 
by the addit ion of nodes or links, regula­
tors may fail temporari ly etc. Con­
sequently all that has been aimed for is 
to f ind the simplest local regulator that 
can handle the disturbances and retain 
network stabil i ty in the worst possible 
case of network structure and regulator 
breakdown. In order to f ind the most 
suitable regulator, mutual control has 
been investigated in two ways: by means 
of theoretical analysis and by computer 
simulations8. 

Theoretical analysis of mutual control 
The theoretical analysis provided the 
answers to the fo l lowing questions: 
1. Is it possible to use mutual synchro­

nization in a network of oscillators 
which are subject to disturbances 
such as phase and frequency shifts, 
linear frequency drift or j i t ter? 

2. What would be the most suitable reg­
ulator a lgor i thm? 

Theoretical analysis of mutual control 
by t ime-discrete and integrating regula­
t ion has been carried out by T. Bohlin5. 
He proved that stable clock regulation is 
feasible even in the event of unpredicted 
changes in the network configuration. 

The regulator a lgor i thm found to give 
the best result is used in the PI regula­
tors. They can handle clock frequency 
differences in such a way that no perma­
nent phase errors occur. 

An important prerequisite for the use of 
a PI regulator, or any other regulator 
having integrators, is that one of the os­
cil lators in the network must be unregul­
ated. Otherwise, if all oscil lators are fre­
quency regulated and the sum of all 
phase differences in the network is not 
zero, the system frequency will drift. 
With PI regulators the drift would be lin­
ear It should be noted that while the 
system f requency drifts there are no fre­
quency differences between oscillators 
and therefore no slips occur 

The mutual single-ended control, with 
integrating regulators and a sink, is a 
very stable method since it synchro­
nizes both the phase and the frequency 
of a network wi thout causing steady-
state errors Nn nhacp inmnc nn fre-
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Fig. 7 
Loss of the sink node (on the left) and its 
subsequent recovery (on the right) in a mutually 
controlled network in Sweden with the sink in 
Stockholm. The linear system frequency drift to 
the left is the result of the absence of a sink, with 
the smallest phase deviation being integrated by 
the PI regulators. The integrating gain is 1 % of 
the stable range. The right-hand picture shows 
how the system recovers when the sink is re­
stored 

quency jumps and no transmission de­
lay changes will permanently offset the 
network frequency or phase between 
the network nodes 

Computer simulation of mutual single-
ended control 
A program acts on a model of an AXE 10 
network with mutual single-ended con­
trol. The simulations have two pur­
poses: 
A. To test the behaviour of the control 

method in extreme conditions. 
B. To find the most suitable regulator 

and its optimum gain. 

Type A simulations examine the dynam­
ics in typical networks which are subject 
to large stresses such as phase or fre­
quency jumps, non-linearities in the os­
cillators, network changes through 
node or link failures, transmission de­
lays etc. Stresses are applied one at a 
time, and each time a question is asked: 
How large can each stress be without 
making the regulation unstable, or with­
out overshooting the control ranges of 
the clocks? For example, the case of 
sink node failure was investigated. The 
problem was easily overcome by discon­
necting a regulator at a standby sink 
node as soon as the original sink failed, 
fig. 7. The time available for disconnect­
ing a standby sink is inversely propor­
tional to the integrating (I) gain and is 
about two hours when the l-gain is 1 % of 
the maximum stable value. 

In type B simulations the PI regulator 
gains are trimmed to the optimum per­

formance, by which is meant that equal 
use is made of elastic buffer sizes and 
the control ranges of the clocks. 

Summary 
Timing is vital if a digital telephone net­
work is to operate without disturbances. 
Inadequate timing may eventually result 
in slips, which reduce the transmission 
quality. 

Clocks in digital exchanges may be ei­
ther atomic or quartz crystal clocks. All 
clocks suffer from frequency distur­
bances due to ageing, environmental 
effects etc. 

Digital networks can be operated either 
plesiochronously or synchronously. 
Plesiochronous operation means that 
the exchanges are equipped with inde­
pendent clocks which are so stable that 
the slip rate will be lower than specified. 
Synchronous operation means that the 
network is equipped with a clock control 
system, in order to ensure that the slip 
rate will be zero and that the system fre­
quency will have a stable long-term 
mean value. Short-term phase in­
stabilities, mainly caused by jitter and 
delay variations, are taken care of by 
memory buffers. 

In order to obtain optimum cost and per­
formance, a network solution for syn­
chronization may consist of a combina­
tion of three different methods, namely 
plesiochronous, master-slave and mu­
tual single-ended control. The three 



methods have dist inct and complemen­
tary advantages The general rec­
ommendat ion is to use the 
plesiochronous method on interna­
tional connect ions, master-slave in star-
shaped rural networks or temporari ly in 
networks that are not yet fully built out, 
and mutual single-ended control in fully 
extended meshed networks. 

All three methods are provided in the 
AXE 10 telephone exchange system. 
They are realized in common hardware 
but differ as regards regulator al­
gori thms, which are implemented in 
software. 

In AXE 10 the master-slave method is 
augmented with several facil it ies. For 

example, slave exchanges have pro­
grammable changeover to standby links 
in the event of the fai lure of a master 
link. This method has been in operation 
in the Saudi-Arabian network since 1978 
and has since been introduced in many 
other networks. 

Mutual single-ended control is based on 
integrating regulators which require a 
min imum of elastic buffer storage. This 
method requires that one of the ex­
changes is left unregulated, a so-called 
sink. A sink gives many other advan­
tages. For example, the network fre­
quency becomes independent of delay 
variations. Computer simulations show 
that mutual single-ended control is well 
suited for large complex networks. 
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Hotel Communication 
System 

Robert Dietsch 

Ericsson has developed and now supplies integrated hotel systems for 
telecommunication, service and administration. The systems are based on the 
PABXs ASB 100H and ASB900H, Ericsson s Series 2000 computers, the office 
communication systems DIAVOX824 and 2836 and alarm and supervision 
systems. 
The author discusses the need for such integrated systems and describes the 
system structure and facilities provided. 
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Fig. 1 
Ericsson's hotel system, the key to improved 
guest service 

The hotel market shows a strong expan­
sive trend in all countries. In South East 
Asia the development is practically an 
explosion, and the demands for dif­
ferent services are very high. In areas 
nearer home, such as Europe, the hotel 
market is the second largest sector 
With an annual growth of approximately 
3% it has an interesting potential. Eu­
rope today has approximately 57 000 
hotels with more than 25 rooms. 

Ericsson has supplied telecommunica­
tion systems specially adapted for 
hotels since the 1930s. The possibilities 

of satisfying the stringent requirements 
of the hotel market have increased con­
siderably since Ericsson branched out 
into the field of office automation. 

Ericsson's hotel communication system 
enables the hotels to improve their ser­
vice by increasing the efficiency of their 
administration and extending the guest 
services. The system also provides the 
hotels with a number of facilities for su­
pervising and checking the telephone 
traffic, partly in order to avoid losing in­
come from telephone calls. 

System design 
Ericsson's hotel communication system 
is based on hotel PABXs, computer sys­
tems and office communication sys­
tems from Ericsson Information Sys­
tems AB, together with alarm and super­
vision systems from Ericsson Security 
and Tele Systems AB 



Fig. 2 
Different requirement levels give a system that is 
suited to the needs of each individual hotel 

Studies of the hotel market have shown 
that the demands of hotels for services 
and functions do not depend primarily 
on their size but rather on the type of 
custom they attract: business hotels, 
tourist hotels, conference hotels etc. 
The hotel communication system has 
therefore been built up of modules re­
lated to different requirement levels. 
This fact, in combination with the con­
siderable hardware flexibility of the 
PABXs of type ASB1 3 , means that the 
requirements of practically every hotel 
can be met in an economical manner. 
Three requirement levels have been 
considered: 
- Standard requirements have to be 

met for, for example, small tourist 
hotels. These seldom require auxili­
ary systems, since the hotel facilities 

in the PABXs of type ASB are usually 
adequate. 

- Medium requirements apply to, for 
example, large tourist hotels and con­
ference hotels. Normally their re­
quirements for services and functions 
are met by the ASB hotel PABXs, but 
an Ericsson Series 2000 computer 
may be needed for specified call 
charging. 

- Very high requirements apply to most 
business hotels, whose needs are met 
by a system consisting of an ASB 
hotel PABX, combined with a Se­
ries 2000 hotel computer. 

Functions and facilities 
The activities in a hotel, from when a 
guest books a room until the bill has 
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been written out and paid, can be divid­
ed into three periods: 
- the time between booking and check­

ing in 
- the time the guest stays at the hotel 
- the time between checking out and 

the invoicing and payment. 

The first and last periodsaremainly con­
cerned with administrative services, 
whereas the middle period is mostly de­
voted to guest service 

In order to make the administrative work 
during the first period easier, the system 
has been equipped with special func­
tions for 
- booking 
- room status reporting 
- check-in. 

During the middle period great impor­
tance has been attached to guest ser­
vice, with special functions for this pur­
pose, such as 
- communication with service quarters 
- message waiting 
- automatic wake-up 
- do not disturb 
- Port-A-Bel (for staff and guests) 
- reporting of room status 
- specified call charging. 

The third period includes administrative 
facilities, which simplify the work asso­
ciated with 
- check-out 
- accounting 
- invoicing 
- statistical data processing. 

In addition to the hotel functions most of 
the standard functions in the ASB sys­
tems are available to the administrative 
staff, and to a limited extent also to the 
guests, for example 
- automatic call back 
- three party conference 
- call forwarding 
- abbreviated dialling 
- night connection 
- trunk traffic control 
- inquiry and transfer. 

Check-in 
When guests check in the receptionist 
can, with the aid of the information 
stored in the PABX, automatically locate 
unoccupied and cleaned rooms of a 

specific category, for example a single 
room with shower. 

When a suitable room has been found 
with the aid of the PABX the guest can be 
checked in, which means that the room 
is registered as being occupied, the re­
setting of the call meter is checked and 
the room extension is opened to auto­
matic external traffic. Blocking of exter­
nal traffic when the room is unoccupied 
prevents unauthorized use of the tele­
phone. However, internal calls can al­
ways be made from room extensions. 

Room status 
The hotel PABX system contains codes 
for reporting thefollowing types of room 
status: 
- unoccupied room 
- occupied room 
- cleaned room 
- the room has to be cleaned 
- the cleaning has been checked. 

In addition there are three codes which 
the hotel can use as desired, for exam­
ple to indicate: 
- the room is out of order 
- luggage to be picked up 
- special cleaning required. 

All room status information except oc­
cupation is reported by means of the 
room extension, which means that the 
information is updated continually and 
immediately. This in its turn means that 
unoccupied and cleaned rooms do not 
remain empty any longer than is abso­
lutely necessary. In order to ensure that 
all rooms are cleaned regularly the sys­
tem automatically gives all occupied 
guest rooms the status code the room 
has to be cleaned every morning. 

If the PABX is integrated with a hotel 
computer all room status information is 
automatically transferred to the compu­
ter for the room administration func­
tions. Otherwise the status information 
can be shown on the operator's display 
or on displays at different service quar­
ters. 

Service quarters 
A number of service quarters are nor­
mally available to the guests in a hotel. 
Such service quarters can include infor­
mation, cashier, room service, bar, res­
taurant and laundry. The guest calls 
them by means of single-digit numbers. 

Fig. 3 
The answer telephones at the service quarters are 
equipped with a base containing a digit indicator 



The need for answer telephones at a ser­
vice quarter varies considerably for the 
different services, and each service 
quarter can therefore be equipped indi­
vidually with the required number of 
telephones. 

Service quarters can also be grouped in 
different ways in the PABX in order to 
meet special service requirements, for 
example: 
- Individual service quarters with one 

or several telephones 
- A common service group, in which up 

to four service quarters, e.g. informa­
tion, checking in and booking, collab­
orate and can answer each other's 
calls 

- Floor groups, for example for room 
service, where the floor from which a 
call is made determines the service 
quarter. 

The answer telephones at a service 
quarter are normally equipped with a 
base containing a digit indicator. When 
a call from a guest comes in, the indica­
tor shows the room number, and if the 
call has been forwarded from a tem­
porarily closed or unmanned service 
quarter, the indicator shows the identity 
of that service quarter (the service quar­
ter originally called by the guest). If new 
calls come in during an existing call, the 
indicator gives gueue information and 
the calls are automatically put in a 
queue. 

Message waiting 
Guests are informed about waiting mes­

sages by means of a ringing signal or the 
lighting of a lamp (LED) on the room 
extension. The ringing signal is repeat­
ed every 15 minutes and is also sent out 
immediately after the telephone has 
been used. 

When a guest answers a ringing or lamp 
signal he/she receives recorded infor­
mation that a message is waiting and 
how to obtain it. The recorded message 
is stored digitally in RAM circuits in 
order to avoid having to maintain tape 
recorders etc. 

The message waiting information is ini­
tiated from a service quarter telephone 
or from the operator's instrument. 

Automatic wake-up service 
The automatic wake-up is ordered and 
programmed by the guest from the room 
extension, by the receptionist from the 
service telephone or by the telephone 
operator. The programmed wake-up 
time is then supervised by the PABX, 
which automatically calls the guest. 

When the wake-up call is answered the 
guest receives a recorded good morn­
ing in one or several languages. This 
message, like the message waiting 
information, is digitally stored. If the call 
is not answered, three more call at­
tempts are made automatically within 
ten minutes. If none of these calls is an­
swered, an alarm is sent to the recep­
tionist or the telephone operator, who 
can then ensure that the guest is called 
manually. 
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Fig. 4 
The telephones in the guest rooms are equipped 
with symbols that show the different service 
quarters reached by means of the various digits 



Fig. 5 
The portable bell, Port-A-Bel, makes it possible to 
reach people anywhere in the hotel 

The capacity of the hotel PABX is more 
than sufficient to wake up all 960 exten­
sions in 15 minutes. 

A printout can be obtained of all, or cer­
tain, specified wake-up orders within 
eight hours of the ordered wake-up 
time, in order to be able to check what 
wake-up orders have been given, if and 
when they were carried out, if and when 
the calls were answered and if alarms 
were given. This means that any doubts 
can be settled if a guest should claim 
that he was not woken up at the time 
ordered. 

Do not disturb 
The do not disturb function gives a 
guest privacy for a certain time. During 
this period all calls to the room in ques­
tion are rerouted to the telephone oper­
ator. The operator's instrument 
provides the information that the exten­
sion has a do not disturb order. 
However, if the guest so desires, the op­
erator can bypass the do not disturb 
order for particularly important calls. 
The do not disturb service is normally 
ordered from the room extension, but it 
can also be ordered by the operator. In 
order to remind the guest that the ser­
vice has been ordered, a special dial 
tone is obtained if a call is made from the 
room extension during this period. 
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The PABX also includes another do not 
disturb function. It blocks all traffic be­
tween rooms at night, between two op­
tional times. During this period internal 
calls have to be set up by the telephone 
operator 

Port-A-Bel 
The portable bell, Port-A-Bel, greatly 
simplifies communication with admin­
istrative staff as well as special guests, 
who must be easy to reach. 

Signalling to the portable bell takes 
place via radio or an inductive loop. 
When the sought persons telephone 
rings the portable bell beeps or vibrates, 
and the call can be answered at the near­
est telephone by means of a simple pro­
cedure. 

Different signals can be used to dis­
tinguish between internal and external 
calls, a facility which is also available for 
ordinary calls through the PABX. A spe­
cial, operator-initiated signal is also 
availabele. 

Specified call charging 
In order to facilitate checking and ver­
ification of the telephone calls made 
from both guest and administrative tele­
phones the exchange continually 
provides specified call data immediately 
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at the end of a call. The data include: 
- who made the call (guest room num­

ber) 
- when the call was made (date and 

time) 
- to whom the call was made (area code 

and subscriber number. If desired, an 
optional number of digits can be sup­
pressed) 

- the duration of the call, in hours, min­
utes and seconds, and the number of 
metering pulses if this information is 
available. 

The specified information can, in the 
simplest case, be output in chronologi­
cal order on a printer. It can also be 
processed in a computer. 

Check-out 
When a guest checks out, the room sta­
tus is changed to unoccupied and the 
room extension is barred for outgoing 
calls. At the same time the accumulated 
number of metering pulses can be read 
out. This procedure prevents external 
calls from being made from a room after 
a guest has checked out and thus not 
being paid for, which does happen. 

Integrated hotel system 
The services described above are in­
cluded in the standard versions of the 
ASB hotel PABXs. The hotel facilities 
can be extended by integrating the 
PABX with a Series2000 computer. 

In addition to the standard functionsthe 
integrated hotel system offers both re­

ception and office functions. The recep­
tion functions include: 
- Booking system with facilities for 

booking several years in advance, 
group bookings, unique booking 
numbers, special bookings (e.g. for 
disabled people or V.I.P.s), automatic 
pricing, booking plans etc. 

- Housekeeper functions with room 
status indication and information re­
garding the chambermaid etc. 

- Charging system with automatic 
charging functions for restaurant, 
bar, shops 

- Telephone charging system with 
printout of the total and, if desired, 
detailed printout, on the guest's invoi­
ce 

- System for checking in/out with auto­
matic room allocation, automatic bill 
print-out in optional languages and 
with currency conversion. 

Standard programs for the Series2000 
computers, such as accounting, stock 
keeping, invoicing and statistics rou­
tines, are used together with the hotel 
software for the office functions. 

DIAVOX824 and 2836 in hotel 
applications 
Office communication systems DIA-
VOX8245 and DIAVOX28366 are very 
suitable sub-systems in hotel PABXs. 
They help to increase administrative 
efficiency, particularly in the cases 
where there is a need for a combination 
of external lines and lines from the hotel 
PABX, e.g. in a booking office or for ex­
ecutive-secretary functions. 

Alarm and supervision systems 
Security, alarm and supervision systems 
can easily be integrated in the hotel 
PABX. An alarm centre and the PABX are 
used to connect different types of 
alarms to predetermined extensions 
equipped with portable bells, ortoexter-
nal subscribers, such as the police or 
fire brigade. The information regarding 
checking in and checking out can be 
used to control the temperature in the 
guest rooms in order to save energy. 

Security, operation and 
maintenance 
The hotel system is built up of Ericsson's 
standard products, which means that 
Ericsson's standard reauirements re-
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Fig. 7 
The hotel computer, Ericsson Series 2000 

Fig. 8 
A DIAVOX svstem for bookinq offices 
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Fig. 9 
An alarm and supervision system 

garding quality and funct ion also apply 
for the hotel system. 

The hotel computer prints updated se­
curity lists every night in order to ensure 
the very high levels of reliability and se­
curity demanded by hotels. These lists 
contain up-to-date information regard­
ing the guests' accounts, the booking 
situation, the hotel accounts etc., and 
are intended to enable the hotel to oper­
ate for a short t ime even if the computer 
is out of service, for example because of 
a mains failure. The hotel management 
decides what information is to be in­
cluded in the security lists. 

Turnkey system 
With the development of Ericsson's 
hotel communicat ion system Ericsson 

can supply complete turnkey systems 
that contain all the funct ions which are 
required today in a modern and effi­
ciently administered hotel. 

Present-day situation and references 
The hotel PABXs ASB100H and 
ASB 900 H were put on the market at the 
beginning of 1982, and since then about 
a hundred systems have been taken into 
service, both with and without a hotel 
computer. The system sizes vary from 
about 50 to 960 extensions. The PABXs 
have been installed in hotels with greatly 
varying requirements, from small tourist 
hotels to large business hotels. 

In Sweden the Telecommunications Ad­
ministrat ion has chosen ASB100H and 
ASB 900 H as the standard PABXs for 
hotels. 
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Hardening of Telecommuni­
cation Networks against 
Electromagnetic Pulses 
Manuel W. Wik 

Nuclear explosions at high altitudes generate strong electromagnetic pulses 
(EMP), which can induce large currents and voltages, for example in power and 
telecommunication networks over a whole continent simultaneously. 
The author describes the increasing EMP threat and why it concerns 
telecommunications administrations and the electronics industry. He also 
describes the generation mechanisms and pulse waveform. The EMP impact on 
telecommunication facilities is discussed, together with hardening and testing 
methods. 
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Fig. 1 
Diagram showing the increasing EMP threat 
posed by the development of nuclear weapons 
technology and electronics 

Nuclear explosions can generate very 
strong electromagnetic pulses (EMP, or 
nuclear EMP = NEMP). Such pulses can 
in certain cases dominate over other 
more well-known effects, such as nu­
clear and thermal radiation, blast and 
shock. For high altitude explosions 
(above 30 km) EMP is practically the 
only effect apparent at ground level, and 
the following description is mainly con­
cerned with this case. 

A nuclear EMP can roughly be com­
pared to the electromagnetic field very 
close to a lightning stroke, but the field 
can extend much further and cover 
whole countries. It also has a broader 
frequency spectrum covering the whole 
radio frequency communication band. 
Currents and voltages are induced in 

metallic objects. Large aerial or buried 
power and telecommunication net­
works can absorb considerable 
amounts of energy and bedamaged, but 
even short radio antennas and other 
lines can be sufficient to cause serious 
damage to the connected equipment. 
Consequently telecommunications ad­
ministrations and electronics designers 
- civil as well as military - have every 
reason to consider the problems posed 
by EMP. 

The threat 
The continuous development of nuclear 
technology over the years has resulted 
in new generations of nuclear devices 
and weapon systems. Outer space has 
become increasingly important as satel­
lites having important tasks in com­
munication and surveillance have been 
launched. Intercontinental ballistic mis­
siles (ICBM) with nuclear warheads have 
been programmed for high trajectories, 
and so have other weapons intended to 
combat ICBMs All in all the probability 
of nuclear explosions at high altitudes 
(tens to hundreds of km) has increased 
considerably. 

In 1963 the limited test ban treaty came 
into force, which prohibits atmospheric 
nuclear test explosions. Before that time 
both the US and the Soviet Union had 
started to carry out test explosions at 
high altitudes. It was then discovered 
that the nuclear EMP effect, which was 
already known from explosions closer 
to the ground, occurred with great in­
tensity over enormous areas at ground 
level. The information was classified as 
secret, and after the test ban agreement 
the superpowers were confined to the­
oretical calculations and simulations. 
However, some information leaked out, 
such as the following newspaper report 
about a US high-altitude test over the 
Johnston Island in the Pacific Ocean in 
1962: 
- The quiet predawn in Honolulu was 

shattered by the simultaneous peal­
ing of hundreds of burglar alarms. At 



Fig. 2 
An example of the impact area of EMP from a 
high-altitude nuclear explosion over Europe 

EMP generation region (altitude 2 0 -
40 km) 

Electrons in spiral paths along the earth's 
magnetic field 

The direction of propagation of the EMP 
field 

The earth s magnetic field 

The EMP impact area at ground level 

the same time circuit-breakers on the 
power lines started blowing like pop­
corn. Not a cloud in the sky, so light­
ning could not be blamed. The power 
company failed to trace any gigantic 
electrical surge able to blow out vir­
tually the entire systems simultane­
ously. The mystery was solved later -
then promptly sealed under a "top se­
cret" stamp. The culprit: A high alti­
tude nuclear test burst more than 500 
miles away. 

More than twenty years have passed sin­
ce then, and society has developed and 
changed in such a way that the nuclear 
EMP threat has grown. The develop­
ment in electronics has gradually led 
from transistors to large and very large-
scale integrated circuits (LSI, VLSI) that 
work with low signal and power levels in 
the range 10~3 to 10 8W per transistor. 
Susceptibility thresholds are increasing 
and the pulses and energy surges need 
not be very high in order to cause 
damage (junction burnout), only of the 
order of 10 3 to 10 6J. 

At the same time society has become 
much more dependent on electronics. 
For example, telecommunication net­
works, high-voltage power supply net­
works, railway networks, air traffic, 
water supplies and process industries 
are all controlled and regulated by 
equipment which usually contains sus­

ceptible semiconductor components. 
The increasing anxiety about nuclear 
EMP has recently been mirrored in the 
increase in newspaper articles and TV 
reports on the subject. 

The greater vulnerability makes EMP at­
tacks more attractive. It is quite possible 
that special EMP weapons already exist. 
An attacker could find it profitable to 
start military operations with an EMP at­
tack. This would create such chaos that 
subsequent measures would be more 
effective and counter-offensives made 
more difficult. A high-altitude explosion 
can be triggered at a large distance from 
the borders of the country to be at­
tacked and still have a great impact on 
that country. The country attacked 
might not even realize that a nuclear ex­
plosion had occurred, let alone who set 
it off. With a high-altitude explosion (at 
above 30 km) effects other than EMP 
could be negligible at ground level, and 
perhaps be impossible to detect without 
special equipment. 

Large sums have been invested in EMP 
protection. Ten years ago the US was 
spending over 250 M US$ a year on EMP 
protection and testing. In October 1981 
president Reagan stated that the US de­
fense project with the highest priority 
was not the MX system or the B1 bomb­
ers but "to strengthen and rebuild our 
communications and control systems -
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Fig. 3 
The electrical and magnetic EMP field from a 
high-altitude explosion, plane wave and horizon­
tal polarization. The time dependency is gener­
alized 

a much neglected factor in our strategic 
deterrent". 20 billion (109) US$ was ear­
marked for this project, a large part of 
which is intended for EMP hardening. In 
the Soviet Union EMP protection has 
even been provided for facilities of less 
than top priority for about 20 years. 

Telecommunication networks that still 
function after high-altitude explosions 
are vital if diplomatic and political com­
munication between nations is to be 
possible so as to avoid the military esca­
lation of a limited nuclear confrontation 
into a total nuclear war. In the case of a 
nuclear war elsewhere a country needs 
a working telecommunication network, 
partly in order to be able to collect and 
process weather and nuclear radiation 
reports It must be possible to inform the 
population of the country about the sit­
uation if chaos and exposure to nuclear 
radiation are to be limited. This could 
save many lives. Without a secure tele­
communication network it would also 
be very difficult to rebuild and recon­
nect the country's electric power system 
before chaos arises and spreads. Dis­
ruption of electric power would se­
riously affect pumping of water and fuel 
supplies, and many other vital functions. 

The generation of nuclear 
EMP 
From a nuclear explosion an intense 
gamma radiation pulse propagates at 
the speed of light. The gamma radiation 
consists of photons (radiation quanta) 
which collide with air molecules or other 
matter and release free electrons. The 
so-called Compton electrons leave 
positively-charged ions behind and 
move on in the direction of propagation. 

They are slowed down by collisions, and 
each Compton electron thereby gener­
ates tens of thousands of secondary 
electron-ion pairs. The charge separa­
tion causes a strong electric field and 
the charging movements produce a cur­
rent. 

For explosions close to the ground, con­
ditions are strongly asymmetrical. There 
is a net electron current with a strong 
upward component from ground zero. 
Electrons travelling outward in the air 
from the burst return toward the burst 
point through higher-conductivity 
ground and ionized air paths. The cur­
rent loops generate very large azimuthal 
magnetic fields. For exo-atmospheric 
explosions Compton electrons are not 
generated until the gamma rays that 
travel downward reach the denser at­
mospheric layers, at a height of 20 to 
40km above ground. This is known as 
the deposition layer. The electrons en­
counter the earth's magnetic field and 
are deflected, producing a transverse 
electric current. This results in elec­
tromagnetic radiation which is directed 
radially out from the explosion point, 
adding in phase. This EMP has a tremen­
dous coverage. In the case of large ex­
plosion yield, the higher frequency part 
of EMP extends to the horizon. The 
lower frequencies will follow along a 
duct between the earth and the bottom 
of the ionosphere as well as along the 
surface of the earth far behind the hori­
zon. For example, with a height of burst 
of 100km, large parts of Europe could 
be covered (impact radius approx­
imately 1200 km along the surface of the 
earth; 400 km altitude would give a radi­
us of approximately 2200 km). The EMP 
effect would be noticeable even outside 
this area. 

Fig. 4 
The spectrum of the electrical field and the 
corresponding normalized cumulative energy 
density of EMP from a high-altitude explosion 

Magnitude of the EMP 
The EMP from a high-altitude explosion 
consists of a plane wave (E/H = 377 
ohms), which is propagated along the 
line of sight from the explosion point. 
The E and H fields are perpendicular to 
each other and to the direction of propa­
gation. A part of the pulse is reflected by 
the ground, and the rest is propagated 
into the ground and is gradually attenu­
ated. The strength and polarization of 
the field vary within the impact area due 
to various factors. Vulnerability and 
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Fig. 5 
Simplified picture of a communication installation 
with internal and external cabling 

hardening calculations are often based 
on an electromagnetic field in free 
space before reflection, in accordance 
with fig. 3. The high amplitude (50 kV/m) 
and the short rise time (5 ns) are of par­
ticular importance for the effects. For 
comparison purposes it may be men­
tioned that a field amplitude of approx­
imately 200 V/m is obtained near radar 
stations and approximately 0.01-0.1 Ml 
m in urban areas. A generalized, time-
dependent E field is often given as 

E(.) = 5.25x10^x(e-4x1°6,-e-476x108t) 

Fig. 4 shows the frequency spectrum of 
the pulse. The energy density in this 
case is 0.9J/m2, and 99.9% of the total 
energy lies below 100 MHz. 

The effect on 
telecommunication facilities 
Generally speaking the electromagnetic 
field induces currents and voltages in all 
sorts of conducting objects, which act 
as antennas, intentionally or uninten­
tionally. The induced energy can find its 
way to connected objects where it is dis­
sipated as heat, in some cases in com­
bination with flash-overs. In a wide­
spread network, pulses will be able to 
destroy or interfere with connected de­
vices almost simultaneously in a num­
ber of places. The conductors can be 
compared to magnifying glasses which 
gather solar energy and focus it on 

points where heat is concentrated to 
such an extent that it is destructive. EMP 
energy is transmitted primarily by 
means of electromagnetic coupling (ra­
diated field) and secondarily through 
galvanic coupling, inductive coupling 
(u = M x di/dt) and capacitive coupling 
(i = Cxdu/dt). In view of the circum­
stances all paths must be considered as 
risks. The current and voltage rise rates 
are considerable. 

In order to give a more detailed picture 
of the EMP effects a communication fa­
cility with a microwave radio tower, 
fig. 5, is used as an example. This model 
is not necessarily typical, but is used to 
make the description more concrete. 

The large external conductors are the 
power mains, telephone cables, anten­
na cables, waveguides and antennas. In 
addition there are large metal structures 
such as microwave radio towers, 
grounding conductors, fences, rein­
forcing netting in concrete walls, as well 
as air conditioning, water and sewage 
installations in the building. The build­
ing also contains internal cabling with 
electric power and telephone lines and 
cable ducts, racks and power and tele­
communication equipment. 

This model can be represented by a top­
ological diagram as shown in fig.6. The 
external environment includes air and 
ground. 
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Time 
Rise Duration 
time 

Fig. 7 
Double exponential pulse waveform from induced 
currents in aerial and buried cables caused by 
EMP from a high-altitude explosion. If the lines 
are long, the pulses can have long decay (not 
included in the table below) 

Peak current 
Rise time 
Time to half 
value 
Rate of rise 

kA 
US 

US 
kA/^s 

Aerial line 
5 
0.1 

1 
50 

Buried cable 
1.5 

0.1-0.5 

1-5 
15 

Fig. 8 
Short-circuit current for a 3m long monopole 
antenna excited by an EMP field in accordance 
with fig. 3 

Overhead power lines and telephone 
cables are severely exposed to EMP. 
The voltage to ground can be between 
10 and 1000kV and is limited primarily 
by the insulation resistance. The current 
is limited by the characteristic imped­
ance of the conductors, which can be a 
few hundred ohms. At discontinuities, 
for example a transition from an over­
head to a buried cable or to a trans­
former connection, strong pulse reflec­
tions occur. Buried cables obtain a cer­
tain amount of protection from the 
ground and cable sheath, and the induc­
tion is therefore less than for overhead 
lines. Fig. 7 gives some examples of 
EMP values for overhead and buried 
cables. The pulses have a double expo­
nential waveform. Antennas and other 
short conductors that are exposed to 
EMP respond with an oscillating current 
and voltage, determined by the natural 
resonant frequency of the antenna or 
conductor. The oscillation has an expo­
nential decay. Fig.8 shows an example 
of a 3 m monopole antenna. Fig. 9 gives 
the voltage, current and energy as a 
function of the resonant frequency for 
excitation of conductors that can be 
considered as monopole antennas. The 
microwave radio tower in fig. 5 also acts 
as a large antenna, and peak currents of 
the same magnitude as for overhead 
lines can be induced. The long overhead 
lines and the microwave radio tower 
thus give rise to the largest induced cur­
rents, and buried lines to somewhat 
lower currents. 

The conductors carrying the induced 
currents penetrate the building. The 
EMP field can also penetrate the build­
ing, through openings and, with some 
attenuation through the roof and walls. 
This field causes induction in the inter­
nal cabling. Concrete walls can attenu­
ate the field by between 5 and 35 dB de­
pending on their construction, the size 
of the building, frequency etc. If the 
building is equipped with a Faraday 
cage made of steel sheet the field at­
tenuation can be some 50 to 100 dB. The 
higher frequencies are attenuated more 
than the lower, which makes the internal 
pulse rise time longer. However, the re­
sultant attenuation is strongly depen­
dent on how the shield penetrations are 
implemented. 

The residual field can induce currents of 
the order of 1 to 20 A on internal cabling. 

But large currents entering via a lead-
through can induce higher values in 
other cables which run parallel. The cur­
rents in the internal cabling can be a 
damped oscillation of between 1 and 
10 MHz and with a time constant of be­
tween 1 and 10 us, cf. fig. 8. 

Reduction of induced pulses on con­
ductors largely depends on whether the 
conductors have been equipped with 
some form of transient protection (sur­
ge arrester, gas tube spark gap, filter 
etc.), and on the design of the potential 
equalization. Special power conversion 
equipment (e.g. rectifiers and d.c./d.c. 
converters with accumulators) can in 
favourable cases provide attenuation of 
some 35 to 70dB. Specially screened 
isolating transformers, in combination 
with filters, can provide even higher at­
tenuation. If good protection is to be 
ensured, power supply lines must be 
shielded or at least installed at a consid­
erable distance from other installations. 
It must also be ensured that other con­
ductors do not form loops that can be 
closed by flash-overs. 

The internal cabling terminates in vari­
ous kinds of equi pment cabinets. At best 
these can provide electromagnetic 
shielding, but whether the shielding is 
effective depends to a great extent on 
the cabling and how it is terminated. In­
side the cabinet there is the equipment 
wiring, which leads to printed board as­
semblies and similar modules. In the 
best designs these are screened and the 
wires are terminated satisfactorily from 
an electromagnetic point of view, but 
often this is not a rigorous requirement. 
The equipment power supply can in 
favourable cases provide good supple­
mentary attenuation of external tran­
sients. Finally the wiring on the printed 
board assemblies, in its turn, is termi­
nated in components. However if the lat­
ter consist of integrated circuits there is 
a still lower level of wiring and compo­
nents. 

Knowledge of the threshold levels of the 
equipments and components for func­
tional damage and operational inter­
ference is necessary in order to be able 
to assess the possible effects of EMP. 
The induced EMP energy must be com­
pared with the energy threshold failure 
level of each component in order to esti-



Fig. 9 
Es t ima ted voltage, current and energy as a func­
tion of the resonan t frequency (f = c/4l, where c is 
the speed of light and I is the line length) when 
conduc tors tha t can be considered as monopole 
an tennas are excited (field in accordance with 
fig. 3) 

Curve Abscissa, n = 
1 EMP energy dissipated in a 50-ohm load (J) 0 
2 Short-circuit current (A, peak value) 1 
3 Open-circuit voltage (V, peak value) 3 
4 Voltage across a 50-ohm load (V, peak value) 2 
5 EMP energy dissipated in a 50-ohm load (J) 4 

For example, for a conductor with a resonant frequency of 
tOO MHz: 
- the peak short-circuit current is 50 A 
- the peak open-circuit voltage Is 15kV 
- the peak voltage across a 50-ohm load is 2kV 
- the EMP energy dissipation in a 50-ohm load is 0.5 mJ 

The fraction of this energy that reaches sensitive semi­
conductor components in the connected equipment can 
be sufficient to cause damage. 

mate the probability of damage. The 
charge or voltage can also be the limit­
ing factor for thin oxide layers in semi­
conductors and electrolytes. In addition 
EMP energy can trigger dissipation of 
the system's own energy in inadmissible 
places, thus causing serious secondary 
damage. For short pulse widths, failure 
usually depends on the energy content 
of the pulse. Table 10 gives typical mini­
mum threshold energy levels causing 
permanent damage. In semiconductor 
devices failure modes are typically junc­
tion burnout, oxide punchthrough and 
metallization burnout. With short pulses 
(less than approximately 1 to 0.1 LIS) 
breakdown occurs in the semiconduc­
tor at a constant pulse energy regard­
less of the pulse duration, because the 
energy does not have time to disperse. 
Local melting occurs, particularly at any 
manufacturing defects. Such defects 
may be due to poor quality, which has 
not been detected during routine pro­
duction control. Good quality and good 
control can give at least a tenfold im­
provement of the threshold energy com­
pared with the values for low-quality cir­
cuits. 

Although semiconductor components 
are particularly susceptible to tran­
sients, damage must also be expected in 
other components such as resistors 
(particularly metal oxide), capacitors 
(particularly tantalum electrolytic), re­
lays, and indicator instruments. During 
the first nucleartests in the middleof the 
1940s many measuring instruments suf­
fered EMP damage. Since then EMP 
simulations in communication facilities 
have resulted in false alarms, subscriber 
services outages, program interrup­
tions in computers and certain perma­
nent damage to the systems. However, it 
is difficult to make EMP simulations cor­
rectly on such large objects as com­
munication installations so as to simul­
ate high-altitude explosions correctly. 

Among the conclusions from EMP sim­
ulations are: 
- Permanent damage or impaired per­

formance may be caused, particularly 
for active components (especially 
high-frequency transistors, inte­
grated circuits and microwave di­
odes), passive components (par­
ticularly those with very low power or 
voltage ratings or precision compo­

nents), semiconductor diodes and 
silicon controlled rectifiers (es­
pecially in power supply units con­
nected to the mains) and insulated 
high-frequency and power cables (es­
pecially if they operate close to their 
maximum power and voltage levels, 
or are exposed to humidity or abra­
sion). 

- Functional interference and status 
faults may be caused in low power or 
high speed digital processing sys­
tems, in memory units, control and 
alarm systems and in subsystems em­
ploying long integration or recycling 
times for synchronization, data ac­
quisition or signal processing. 

Hardening methods 
A system that has to survive in an EMP 
environment must not undergo such 
disturbances or permanent damage as 
lead to functional failure. In order to re­
duce the effects of EMP on a system it 
will generally be necessary, either to 
limit EMP exposure or to increase the 
EMP susceptibility threshold. This can 
be achieved in various ways, most of 
which are well known and well proven 
e.g.: 
- Electromagnetic shielding 
- Potential equalization 
- Isolation 
- System delimiting (topological and/or 

functional) 
- Well-designed cabling and wiring 
- Transient protection 
- Filters 
- Availability of repair facilities and 

spares 
- Use of more robust electrical compo­

nents 
- Use of non-electrical functions (e.g. 

mechanical, pneumatic, hydraulic, 
optical, acoustic, thermal) 

- Disconnection of cables that are for 
the moment not absolutely necessary 

- Redundancy. 

Several of the measures derive from 
methods of protection against light­
ning, static electricity, network tran­
sients and high frequency interference, 
as used in electromagnetic compatibil­
ity (EMC) technology. Hardening must 
be effective both for radiation and for 
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Component 

Microwave diodes 
Digital IC circuit 
Low power transistors 
Switch diodes 
Electroexplosive devices 
Tantalum electrolytic 
capacitors 
Metal oxide resistors 
High power transistors 
Silicon-controlled rectifiers 
Zener diodes 
Rectifier diodes 
Metal film restistors 
Carbon film resistors 
Electron tubes 
Fuel-air mixture 
Relays 
Carbon composition 
resistors 
Wire-wound resistors 

Typical thresh 
old energy lev 
els (mJ) 
1 0 " - 1 0 2 

10 3 - 1 
1 0 2 - 1 
10 2 - 1 
1 0 2 - 1 

5 1 0 2 -
1 0 ' - 1 0 
10 ' - 10 
10 ' - 1 0 
10 ' - 10 2 

10 ' -10 2 

5 10 ' - 1 0 
5-10 ' - 50 

1 -104 

3 
10 -103 

50 -
103 -

Table 10 
Typical minimum threshold energy levels (mJ) to 
cause permanent damage for pulse durations 
ss 1 tis. Threshold energies for temporary func­
tional interference are 10 to 100 times smaller 
than the values for permanent damage 

Fig. 11 
Relative transfer impedance as a function of 
frequency for different cables. The d.c. resistance 
of the sheath, R0, is often 1-10mohm/m 

1 Aluminium tape wound with a helix angle of 25: 

2 Power cable EKFR (1 Ox 1.5) 
3 Braided coaxial cable RG11 
4 Mains cables (EKLR or FKLR) 
5 1.4 mm thick homogeneous lead pipe 
6 1 mm thick homogeneous aluminium pipe 
7 Steel tape between two homogeneous aluminium 

pipes 

conduct ion effects. Good EMC practice 
can be regarded as a step towards EMP 
hardening, but many methods must be 
applied more r igorously and sys­
tematically than is otherwise customary. 

The principles of protect ion are quite 
simple. The problems arise in applying 
them without incurr ing excessive costs. 
Since it is dif f icult to predict, calculate 
and verify the effects of EMP exactly, it is 
often easier to choose better protect ion 
than may be absolutely necessary. De­
tailed analyses and simulations can turn 
out considerably more costly. A com­
promise consist ing of a combinat ion of 
a reasonable number of analyses, tests 
and protective measures is usually to be 
recommended. 

The protect ion level should be related to 
the required probabil i ty of survival. For 
example, a survival probabil i ty of 99% 
for the worst possible EMP case for a 
large complex system would require an 
enormous investment. With more rea­
sonable probabil i ty requirements and 
with protect ion planning included right 
f rom the start of the planning of a new 
system, the protect ion costs can be rea­
sonable and quite acceptable. However, 
when modernizing old systems the 
costs can be unrealistic unless the 
measures are l imited primarily to pro­
tecting certain parts, or raising the sur­
vival probabil i ty to a more moderate 
level. 

EMP protect ion methods can be ex­
emplif ied with the aid of the communi­
cation installation described above. The 
choiceof action fo rag iven overall result 
must be based on an assessment of the 
cost effectiveness of the various meas­
ures in relation to each other. The hard­
ening alternative chosen must be docu­
mented in a project plan which gives 
instructions in the greatest possible de­
tail, based on atopolog ica l decript ion of 
the object to be hardened, f igs. 5 and 6. 
This work has to be systematic and dis­
cipl ined. There is a much wider choice 
of action if the communicat ion site and 
the associated te lecommunicat ion net­
work are in the early planning stage. It 
might then even be possible to choose 
non-metall ic optical f ibre cables and mi­
crowave radio connect ions that work in 
high frequency bands. Aerial lines 
should be avoided if possible. 

We face a rapid changeover to optical 
fibre cables in the te lecommunicat ion 
networks dur ing the next few years. This 
provides a unique opportuni ty for plan­
ning an exclusive network with EMP 
protect ion, superposed on the ordinary 
network. The cables can be equipped 
with extra fibre pairs (single mode), 
which are run to subscribers of major 
importance for the administrat ion and 
maintenance of the country. The opti­
cal-electrical conversion should take 
place as close to the exchanges, tele­
phones, computers, video terminals etc. 
as possible. All such associated electri­
cal funct ions must be equipped with 
EMP protect ion. The power supplies for 
cable repeaters, exchanges and sub­
scriber terminals must be separate and 
protected. If the suggested EMP-pro-
tected network is to be implemented in a 
reasonable way it must be included in 
the planning for the optical f ibre expan­
sion right from the start. A new EMP-
protected network for top priority sub­
scribers will then be obtained at a rela­
tively marginal cost as the ordinary tele­
communicat ion network is extended. 
The new protected network can be com­
mercialized and justif ied for top priority 
subscribers for a number of reasons, 
such as very low congestion in crises 
and confl icts, very high capacity and 
flexibil ity as regards transmission of dif­
ferent types of information ( including 
wideband services), and good protec­
tion against l istening-in and distur­
bances ( l ightning, power failures etc.). 

The power distr ibut ion lines connected 
to the EMP-protected network must be 
equipped with large primary surge ar­
resters at the point where transit ion is 
made to buried cable. This point should 
be remote from the communicat ion fa­
cilities, and the connect ing cable should 
be shielded if possible. The external 
power line system should be isolated 
from the installation by means of, say, 
rectifiers, accumulators and d.c./d.c. 
converters connected up for maximum 
transient attenuation, or by motor-gen­
erator transmission on an insulating 
shaft. The installation should be equip­
ped with a standby power generator 
which starts up automatically if a mains 
failure occurs. The electrical installation 
must be carried out with great care, sin­
ce external transients must be attenu­
ated as much as possible by surge arres­
ters, fi lters and other devices before 

65 



66 

they can reach standby power systems 
and finally internal loads. 

The building could perhaps be con­
structed so that it provides electromag­
netic shielding. This can be done by 
using small-mesh reinforcement and 
ensuring that the bars are in contact 
with each other wherever possible (may 
give 20 to 30dB), or by supplementing 
the basic structure with metal sheets 
which are all welded or permanently 
joined in any other way (may give 50 to 
80dB). 

The layout of external and internal wir­
ing can also be modified during the 
planning stage External power lines 
and telecommunication cables and 
grounding conductors can then be plan­
ned so that they are all run into the build­
ing at the same point. At this common 
entry point, cable shields and ground­
ing conductors should be connected to 
the outside of a common inlet plate, 
which in its turn would be connected to 
the metal framework of the building. 
This arrangement diverts some of the 
currents induced in the lines to the out­
side of the installation, and only a minor 
part would penetrate inside. 

Atthe inlet plate, transient protectors for 
the power and telecommunication lines 
should be installed with the shortest 
possible connections to the plate. The 
protective effect of even top quality 
overvoltage protectors is ruined if their 
connections are not as short as possi­
ble. The length of the connecting lead 
gives an additional voltage u = L x di/dt, 
which can be of the order of 1 kV/cm. 
The transient protectors give potential 
equalization between different conduc­
tors and between the power and tele­

communication networks, and thus re­
duce the risk of flash-overs in the inter­
nal installation. 

If possible, cables should be shielded or 
run in shielded ducts or conduits. In 
some countries cables are run in iron 
conduits with threaded joints. A meas­
ure of the shielding effectiveness is the 
so-called transfer impedance. It is de­
fined as the voltage drop, per unit length 
along the cable, along the inside of the 
cable shield in relation to the current on 
the outside of the shield. Fig. 11 shows 
typical values as a function of the fre­
quency. Braided or in other ways trans­
parent shields give considerably less 
protection against rapid transients 
which contain high frequencies than ho­
mogeneous (solid-walled) shields. Spe­
cial sheath designs have been devel­
oped for EMP-hardened telecom­
munication cables. As regards the inter­
nal cabling it may be easier to run the 
cables together in special shielded ca­
ble ducts. However, such common cable 
runs must not include any conductors 
that can bring in large EMP currents 
from outside into the installation. Nei­
ther should the cabling be run near 
openings in the building shield, for ex­
ample doors 

In shielded facilities the feed-through 
for air, light, fuel, water and sewage 
should be arranged with special care, 
e.g. by using waveguids. These are often 
sectioned and given a honeycomb 
structure, which makes them short and 
makes the overall attenuation the same 
as the attenuation of each individual 
cell. 

The grounding or potential equalization 
in a telecommunication installation 
must be designed in accordance with 

Fig. 12 
Common components for transient protection 
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electrical safety regulations, and also in 
such a way that the grounding does not 
become a source of disturbances to the 
electronic equipment, or a conductor of 
EMP and lightning transients to suscep­
tible points. In order to avoid damage 
from lightning or from earth faults in the 
power system the Swedish Telecom­
munications Administration now de­
signs its installations so that external 
power and telecommunication cables 
are brought in as close to each other as 
possible. The power and telecommun­
ication terminal grounding strips are 
joined together at the point of entry, ei­
ther direct or via gas-type arresters, and 
the cables are equipped with over-
voltage protection. If possible the inter­
nal cabling is arranged so that the power 
and telecommunication cables cannot 
form loops. 

The protective measures are repeated at 
each new topological barrier, fig. 6. 
Some type of transient protection is usu­
ally required at equipment cabinets, and 
sometimes also at internal modules. The 
protective measures must be coordi­
nated, which can be difficult. The type of 
transient protection varies from the out­
er barrier (primary protection) to the 
subsequent barriers (secondary protec­
tion), but the connection principles are 
the same. The final protectors must be 
placed as close as possible to the de­
vices they are to protect. Protection 
components, such as gas-type arres­
ters, varistors, zener diodes and filters, 
are often combined. Resistor fuses and 
protection diodes are sometimes used 
on printed boards. Fig. 12 shows some 
protections against transients. Circuits 
with differential coupling can suppress 

EMP induction by the order of 100 times 
(40dB) as compared with circuits which 
are sensitive to common mode voltages. 

The protection levels of the transient 
protectors and of the shielding barriers 
must be effective both for conducted 
and for radiated effects. It might be more 
economical to arrange protection in 
several topological steps of approx­
imately 20 to 30 dB each. However good 
an electromagnetic shield is, its protec­
tive ability is largely lost if a cable is led 
through it without special protection 
being arranged at the point of entry. 

The amplitude limiting given by over-
voltage protectors is a function of time, 
whereas that given by filters is a function 
of frequency. Transient protectors can 
consist of one of these types or a com­
bination of both. Power filters become 
larger and more expensive with in­
creased power level. It is therefore more 
economical to use filtered power only 
for very sensitive equipment, and to 
connect units with lower sensitivity or 
priority to less well-protected power 
lines. This implies that conductors hav­
ing different protection levels must be 
run in such a way that the mutual induc­
tion is negligible. 

If a transmission equipment only uses a 
relatively narrow frequency band, it may 
be economical to install filters that at­
tenuate the signal outside the operating 
range. At high frequencies, where a 
quarter wave corresponds to a reason­
able length, a quarter-wave shunt can be 
used. It consists of a short-circuited 
transmission line connected in parallel 
with the ordinary transmission line. The 

Table for fig. 12 
Comparison chart of common transient protec­
tion devices. These are typical values; deviations 
can occur 

Ability to withstand 
energy with 1 ms pulse 

Ability to withstand 
current with 1 ms pulse 

Leakage current 

Response time 

Capacitance 

Voltage range 

Polarity 
Failure mode 

Operation mode 

Ability to extinguish 

J 

A 

A 

s 

F 

V 

Gas tube spark gap 

102-103 

104 

10-9-10~12 

10 9-10-6 

1 0 " - 1 0 - 1 2 

75-3x10" 

bipolar 
open or 

short-circuit 

short-circuit 

*) 

Varistor 

1-103 

102-103 

10"3 

10"9 

10- , 0-10-8 

20-1500 

bipolar 
degradation 

and short-circuit 

voltage clamping 

yes 

Zener diode 

10-2-10' 

1-500 

5-10-3-10-6 

10"9 

1 0 - I O _ I 0 - B 

2-300 

unipolar 
short-
circuit 

voltage clamping 

yes 

i Can require combination with a non-linear resistor 



Fig 13 
A telephone exchange can be tested by means ot 
low-level simulation with continuous wave (CW) 

short circuit acts as an open circuit for 
frequencies corresponding to an odd 
number of quarter wavelengths. For 
other and lower frequencies it acts as a 
shunt. 

In order to simplify the introduct ion of 
EMP hardening, detailed requirement 
specif icat ions are needed to form the 
basis for a standardized range of protec­
tive devices. It wil l then also be easier to 
plan and estimate the cost of hardening 
plant or systems. Al though a mult i tude 
of protective devices are now available, 
there is a lack of requirement specifica­
t ions which could lead to homogeneous 
and standardized protect ion systems. 
This important omission must be re­
medied soon if EMP protect ion is to be 
more widely undertaken. 

An EMP protect ion standard for radi­
ated and conducted effects is being pre­
pared. The proposal is similar to the cur­
rent mil itary EMC standard specif ica­
t ions. A number of different classes of 
radiated EMP environments, starting at 
50 kV/m and divided into steps of 20 dB, 
are defined in the proposal. Cable-asso­
ciated EMP environment is defined for a 
number of classes of double exponen­
tial and damped sinusoidal currents re­
spectively. Test procedures for the vari­
ous classes are also being prepared. 

Most protect ion methods described 
here also provide protect ion against 
l ightning. The handbook "Pract ical 
Methods for Electromagnetic Inter­
ference Con t ro l " publ ished by Erics­
son's Networks Department contains 
detailed instruct ions for protect ion 
against l ightning strokes and EMP.7 

Hardening verification 
It must be possible to verify the harden­
ing level in connect ion with installation 
and commiss ion ing, and later per iod­
ically dur ing service life. Protectors can 

deteriorate with t ime for environmental 
reasons (e.g. wear or corrosion of con­
tacts) as well as maintenance and modi­
f ication reasons (e.g. instal lation of new 
cables, which are run straight through a 
Faraday screen wi thout any protect ion 
at the entrance). 

The operating staff must be trained and 
have access to instruct ions and spare 
parts in case the EMP threat becomes a 
reality. The protective arrangements 
must be simple, clear and readily ac­
cessible. Training is also needed in 
order that the personnel should not in­
capacitate any protect ion by improper 
act ion. Test equipment needed for rou­
tine tests could be built into the equip­
ment. The shielding effectiveness can, 
for example, be tested regularly with the 
aid of permanent measuring loops 
around the main body of the bui ld ing. 
Surge devices can be used to test the 
transient protect ion. Fig. 13 shows one 
way of testing acommunica t ion installa­
tion at the t ime of commissioning. 

The nuclear power nations, part icularly 
the US, have extensive programs for 
EMP testing and simulat ions. Much 
work is also being carried out in Europe, 
for example in the UK, France and West 
Germany. A number of nations that do 
not have nuclear weapons also have 
EMP hardening programs, for example 
Sweden and Switzerland. Practical 
measurements are supplemented by 
theoretical calculations. A number of 
computer programs have been de­
veloped to aid compl icated calculat ions 
of EMP environments, propagat ion pen­
etration, induct ion response in different 
structures f rom macro (e.g. country­
wide networks) to micro (e.g. amplif ier 
stages, integrated circuits, simple com­
ponents), and for respective threshold 
levels for interference of funct ion and 
permanent damage (for f inal compar i ­
sons). Statistics programs have also 
been developed for determining the ac­
curacy and reliability etc. of the data. 

The classes of EMP tests include: 
- low-level mapping of currents induc­

ed in subsystems that have not been 
activated 

- high-level current injection 
- high-level exposure of operational 

subsystems to pulse-shaped elec­
tromagnetic fields. 

Simulators are available for the free ra­
diation of pulse or CW (continuous 
wave) fields. Current injection test 
equipment for pulse and CW is also 
available. Since the systems to be tested 
are usually too large to be accommo­
dated wi th in the test volume of the sim­
ulators, it is often necessary to carry out 
extrapolat ions and supplementary 
tests, fo rexample a combinat ion of radi­
ation and current injection, or scale 
tests. 
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