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The computerized operations support system 
FMAS offers centralized supervision and control 
of digital transport networks. 
Traditionally, cross-connections between sets of 
transmission equipment have been carried out 
manually in coaxial distribution frames. 
With FMAS, operators can order the 
corresponding cross-connections from a terminal 
at an operations centre. These connections are 
effected by digital cross-connect systems located 
in the transport network nodes. 



Telecommunications Netwom 
Architecture 

Walter Widl 

The exchange of information between users of telecommunication services is 
based on the transport and transmission services supplied by the 
telecommunications networks. In future this exchange of information will also 
need the services provided by the Intelligent Network. To safeguard the 
functioning of the complex network configurations required, a separate 
telecommunications management network will have to be introduced. 
The author focuses his description on the physical transmission network and the 
logical transport network. The operations support network will be described in an 
article in the next issue of Ericsson Review. 

telecommunication networks 
digital communication systems 
telecommunication network management 

The telecommunication process re
quires interaction between a number of 
different functions, which can be allo
cated to various networks 
- the physical transmission network 
- the logical transport network 
- the intelligent services network (IN) 
- the telecommunications manage

ment network (TMN) 
as illustrated in fig. 1. This article de
scribes in particular the architecture of 

the transmission and transport net
works 

The Transmission Network contains the 
physical means for transfer of informa
tion, i.e. telecommunications equip
ment and connecting transmission 
media; typically switching matrices of 
switches and cross-connect systems, 
modems, muldexes and line systems. 
The signal generating and signal using 
functions of terminal equipment can be 
considered to be part of the transmis
sion network. Fig. 1 a shows an example 
of a transmission network with digital 
exchanges (DE), digital cross-connect 
systems (DXC) and connecting line sys
tems (LS). The transmission network 
connects the interfaces in the user ter
minals. 

The Transport Network performs logical 
functions, such as network configura
tion and routing, and ensures reliable 
transfer of information between service 
users, regardless of the information 
content. Routing or configuration of the 

Fig. 1 
The telecommunications network can be consid
ered to be divided into 
a the physical transmission network 
b the logical transport network 
c the intelligent services network 
d the telecommunications management network 

(TMN) 

DE Digital Exchange 
SDXC Synchronous digital cross-connect equipment 
LS Line System 
T Terminal 
AN Access Node 
TN Transit Node 
SSP Service Switching Point 
SCP Service Control Point 
FN Feature Node 
SMS Service Management System 
U User 
WS Workstation 
OS Operating system 
Q Interface between the Transmission Management 

Network and the managed objects 
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Table 1 
Bit rates used for signals in the Plesiochronous 
Digital Hierarchy (PDH) 

bit streams are initiated either by the 
TMN - in case of failures - or by the 
service network if the traffic demands 
different bit rates. The transport net
work also connects the user terminals. 
In fig. 1 b, a logical end-to-end connec
tion is established between terminals 
over Access Nodes (AN) and Transit 
Nodes (TN). 

The purpose of the Service Network is to 
offer users a particular service. In the 
example in fig. 1 c, the user initiates a 
service via a Service Switching Point 
(SSP) using signalling system No. 7 or 
D-channels of the ISDN system. The ser
vice also needs data from a Feature 
Node (FN). The process is controlled by 
the database of the Service Control 
Point (SCP). SCP is updated - when 
new services are introduced or existing 
services changed - through the Service 
Management System (SMS) located in 
the network operator's administrative 
centre. 

The Telecommunications Management 
Network (TMN) connects the network 
operators and administrators - via 
workstations (WS), operation systems 
(OS) and standardized Q-interfaces - to 
the managed telecommunication equip
ment, as shown in fig. 1 d. System man
agement covers maintenance, perform
ance monitoring, configuration, securi
ty and accounting. TMN serves as an 
overlay network using the facilities of 
the transmission network or the signal
ling channels provided by the service 
network. The relationship between TMN 
and IN is being studied by the CCITT and 
other standardization bodies. 

Among the driving forces behind the 
continuing evolution of telecommuni
cations networks are the development 
of various technologies - miniaturiza
tion and the speeding up of processes at 
lower costs - and, last but not least, 
customer demands for new services and 
their quality. The concepts underlying 
the rapid evolution of the transmission 
and transport networks are 
- the definition of the Synchronous 

Digital Hierarchy (SDH) by the CCITT, 
which is accepted worldwide, making 
an efficient transmission standard 
available1 

- the introduction of new transmission 
equipment, such as synchronous dig

ital cross-connects (SDXC), synchro
nous multiplexers (SMUX), fibre-op
tic synchronous line systems and 
flexible multiplexers, permitting new 
network configurations and flexibil
ity2 

- the application of Telecommunica
tions Management Networks (TMN), 
leading to standardized and central
ized management of telecommunica
tions networks34 

- the advent of Asynchronous Transfer 
Mode (ATM), which will be essential 
for flexible broadband switching and 
transmission. 

Through synergistic effects, a combina
tion of these concepts leads to the trans
mission and transport mechanisms that 
will be used in the intelligent networks 
of the future.5 

Transmission Network 
In the physical transfer of information 
over the transmission network, the dig
ital information-carrying signals repre
sent levels in digital hierarchies. The 
plesiochronous hierarchy uses individ
ual timing in each level, whereas the 
synchronous hierarchy is based on syn
chronism between the various levels. 

Plesiochronous digital hierarchies, as 
defined by the CCITT in 1972, led to dif
ferent standards in Europe, North Amer
ica and Japan (table 1). The multiplexing 
schemes chosen were based on bit in
terleaving and individual timing require
ments for each level, which resulted in 
costly drop-insert arrangements. It was 
also found that the overhead informa
tion would be inadequate for extensive 
fault and performance management at 
all levels. In order to overcome these 
drawbacks, the CCITT defined the Syn
chronous Digital Hierarchy (SDH). The 
advantages of the SDH are 
- one worldwide transmission standard 
- byte interleaved structures for eco

nomical drop-insert 
- ample overhead for network manage

ment 
- compatibility of optical line interfac

es. 

The SDH uses a multiplexing scheme 
(fig. 2) which permits the transmission 
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SDH level 

1 
4 

16 

SDH signal 

STM- 1 
STM- 4 
STM-16 

Bit rate (kbit/s) 

155,520 
622,080 

2,488,320 

STM Synchronous Transpor t Modu le 

Table 2 
Bit rates used for signals in the Synchronous 
Digital Hierarchy (SDH) 

Fig. 2 
The CCITT synchronous multiplexing structure. 
Each square and circle corresponds to a specific 
type of characteristic information 

c 
vc 
TU 
TUG 
AU 
AUG 
STM 

Container 
Virtual Container 
Tributary Unit 
Tributary Unit Group 
Administrative Unit 
Administrative Unit Group 
Synchronous Transport Modul 

of both plesiochronous and synchro
nous bit rates over synchronous fibre-
optical line systems and synchronous 
radio links. The designations used in 
fig. 2areexplained underthe heading of 
Synchronous transmission functions. 
Each square and circle in fig. 2 corre
sponds to a signal with a defined combi
nation of bit rate, coding and format, 
and each of these combinations consti
tute a specific type of characteristic in
formation. Table 2 shows the bit rates 
used in the SDH line system. The SDH 
basic bit rate (155 Mbit/s) can be reach
ed in many different ways with multi
plexing stages arranged in tandem. 
Table 5 specifies the bit rate of all the 
Virtual Containers (VC). The increase of 
the bit rate, through multiplexing, justi
fication, payload adaptation and adding 
of overhead, is exemplified in the lower 
part of fig. 6. 

The transmission network functions can 
be implemented in various ways in tele
communication equipment and mainte
nance equipment. Implementations of 
particular interest from the point of view 
of transmission networks are described 
below. 

Typical equipments for implementation 
in Access Nodes are 
- local exchanges 

- remote subscriber switches/concen
trators 

- remote subscriber multiplexers 
- flexible multiplexers 
- digital multiplexers. 

Typical equipments for implementation 
in Transit Nodes are 
- transit exchanges 
- digital multiplexers 
- digital cross-connect systems. 

The telecommunication equipment in 
Access or Transit Nodes is connected by 
plesiochronous transmission systems 
using 
- line systems over paired, coaxial or 

fibre cables 
- radio relay or satellite systems 
and by synchronous transmission sys
tems based on 
- optical fibre cables using SDH princi

ples 
- radio relay or satellite systems for 

SDH bit rates. 

SDH systems, including synchronous 
digital multiplexers, synchronous digi
tal cross-connects, synchronous digital 
line systems and PDH flexible multiplex
ers, are new elements of the physical 
network. They are expected to play an 
important role in the evolution of the 
transmission network. 
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Functional block Function 

PI 

PPA 

PPT 

PSA 

PST 

PRA 

PRT 

PCS 

PEMF 

MCF 

PTS 

PTPI 

Physical Interface 

Plesiochronous Path 
Adaptation 
Plesiochronous Path 
Termination 
Plesiochronous 
Section Adaptation 
Plesiochronous 
Section Termination 
Plesiochronous 
Regenerator Section 
Adaptation 
Plesiochronous 
Regenerator Section 
Termination 
Plesiochronous 
Connection 
Supervision 
Plesiochronous 
Equipment 
Management Function 

Message Communication 
Function 
Plesiochronous Timing 
Source 
Plesiochronous Timing 
Physical Interface 

Table 3 
Plesiochronous functional blocks 

Fig. 3 
Functional block diagram of plesiochronous 
digital 2/8 Mbit/s multiplexer. The functional 
blocks are defined in table 3 

S Management reference point 
T Timing reference point 
F Standardized workstation interlace 
Q Standardized TMN interface 

Conversion from/to in-station, or 
inter-station signals (Rec. G.703) 
Provides digital multiplexer/ 
demultiplexer functions 
Provides framing/deframing, 
adds/extracts path overhead information 
Provides line coding/decoding 

Adds/extracts section overhead 
information 
Provides facilities for regenerator 
section management 

Adds/extracts regenerator section 
overhead 

Extracts alarm and performance 
monitoring values from each 
transmission direction 
Converts performance data and 
alarms into object oriented 
messages for transmission over a 
Q- or F-interface 
Provides facilities for the 
transport of TMN messages to and from PEMF 
Provides timing to plesiochronous 
functional blocks 
Provides interface for external 
synchronization signal 

For many years to come, SDH systems 
will have to interwork with existing and 
new PDH systems. The funct ions of SDH 
and PDH systems should therefore be 
defined in a similar way, with a view to 
describing mixed SDH/PDH Transmis
sion Networks. The method of def ining 
functional blocks in the transmission 
network (a method that has been devel
oped in the standardization of SDH 
equipment) could be applied to PDH 

equipment too - as suggested in this 
article. 

Plesiochronous transmission 
functions 
The funct ions implemented in te lecom
munication equipment can be de
scribed by generalized funct ional 
blocks, i.e. a particular implementat ion 
of equipment is described by a unique 
set of funct ional blocks. Table 3 shows a 
list of funct ional blocks suitable for the 
description of plesiochronous net
works. The defini t ion of the blocks is 
analogous with that of the SDH blocks. 

Three examples will explain the use of 
functional blocks. 

Multiplexer 2/8 Mbit/s 
The functional block diagram in f ig. 3 
shows the transmission funct ions of a 
2/8 Mbit/s digital mult iplexer with the 
associated supervisory and t iming func
tions. An incoming 2 Mbit/s signal is 
checked in the Physical Interface, PI, 
(signal level) and in the Plesiochronous 
Connection Supervision, PCS, (alarm 
indication, loss of synchronizat ion, ex
cessive bit error rate, etc). Four 2 Mbit/s 
signals are mult iplexed to a framed 
8 Mbit/s signal in the Plesiochronous 
Path Adaptation, PPA, and overhead in
formation is added in the Plesiochro
nous Path Termination, PPT. The Plesio
chronous Equipment Management 
Function, PEMF, converts performance 
data and alarms received f rom the S-
interfaces into messages for transfer to 
the Q- and F-interfaces in the TMN. Fa
cilities for this transfer are provided by 
the Message Communicat ion Funct ion, 
MCF. Timing is generated in the Plesio
chronous Timing Source, PTS, and syn
chronized with an external t iming signal 
by the Plesiochronous Timing Physical 
Interface, PTPI. 

Plesiochronous 2 Mbit/s line system 
Fig. 4 shows the funct ional diagram of a 
2 Mbit/s line system wi thout funct ions 
for fault localization in regenerators. An 
incoming 2 Mbit/s signal is checked in 
the PI (signal level) and in the PCS 
(alarm indication). The Plesiochronous 
Section Adaptat ion, PSA, in the transmit 
Line Terminal, LT, converts the interface 
code to line code. The Plesiochronous 
Section Termination, PST, represents 
the redundancy added through the cod-



Fig. 4 

Functional block diagram of plesiochronous 
2 Mbit/s line system 

Fig. 6 
Transmission functions and multiplexing when 63 
plesiochronous 2 Mbit/s signals are transmitted 
over a 155 Mbit/s signal in the SDH. The 2 Mbit/s 
signals are multiplexed in three stages (3x7x3) 

OH Overhead 
MSOH Multiplex Section Overhead 
RSOH Regenerator Section Overhead 

J\_ Flexible switching of tributaries 

^ • ^ Choice of standby line (protection switching) 

ing process. In the receive Line Termi
nal, the inverse process takes place. 
PST is also used to extract code vio
lations, if any. 

Plesiochronous 140 Mbit/s line system 
with fault localization functions 
Fig. 5 shows the functional diagram of 
an optical 140 Mbit/s line system with 
functions for fault localization in regen
erators. The Plesiochronous Regener
ator section Adaptation, PRA, repre
sents a modulation function that gives 
the optical signal the redundancy re
quired for fault localization in the regen
erator section. This fault localization is 
performed by the Plesiochronous Re
generator section Termination, PRT. 

Flexible Multiplexer equipment 
Flexible Multiplexerequipment in a PDH 
environment will be described with simi
lar functional blocks.10 

Synchronous transmission functions 
The synchronous transmission func
tions are based on the SDH definitions 
of the data streams and formats (fig. 2 
and the lower part of fig. 6). 
- A Container (C1, C2, C3, C4) is the 

transport mechanism for synchro
nous signals. Plesiochronous signals 
are converted to synchronous signals 
by the adding of redundancy, justifi
cation and justification control infor
mation (mapping) 

- A lower order Virtual Container (VC-1, 
VC-2, VC-3) results from adding over
head information (lower order path 
overhead) to a Container 

- A Tributary Unit(TU) results from add
ing pointer information to a lower or
der Virtual Container. A Pointer is re
quired in order to indicate the offset 
of the payload relative to the higher 
order Virtual Container (see below) 

- A Tributary Unit Group (TUG) com
bines a number of Tributary Units 

- A higher order Virtual Container 
(VC-3, VC-4) results from adding over
head information (higher order path 
overhead) to a Container or to an as
sembly of Tributary Unit Groups 

- An Administrative Unit (AU-3, AU-4) 
results from adding pointer informa
tion to a higher order Virtual Contain
er. A pointer is required in order to 
indicate the payload offset relative to 
the Synchronous Transport Module 

- An Administrative Unit Group (AUG) 
consists of a homogeneous, byte-in
terleaved assembly of AU-3s, or an 
AU-4 

- A Synchronous Transport Module 
(STM) consists of information pay-
load and section overhead (SOH) or
ganized in a frame which is repeated 
every 125 microseconds. The basic 
STM-1 comprises a single Administra
tive Unit Group and is transmitted at 
155.520 Mbit/s. 

Fig. 5 

Functional block diagram of plesiochronous 
140 Mbit/s line system with regenerator sectior 
management 



Functional block Function 

PI 

LPA 

LPT 

LPC 

LPX 

HPA 

HPT 

HPC 

HPX 

SA 

MSP 

MST 

RST 

SPI 

SEMF 

MCF 

MTS 

MTPI 

LCS 

HCS 

Physical Interface 

Lower order Path 
Adaptation 
Lower order Path 
Termination 
Lower order Path 
Connection 
Lower order Path 
Cross Connection 
Higer order Path 
Adaptation 

Higher order Path 
Termination 
Higer order Path 
Connection 
Higher order Path 
Cross Connection 
Section Adaptation 

Multiplex Section 
Protection 
Multiplex Section 
Termination 
Regenerator Section 
Termination 
Synchronous 
Physical Interface 
Synchronous Equipment 
Management Function 

Message Communication 
Function 
Multiplex Timing 
Source 
Multiplex Timing 
Physical Interface 
Lower order 
Connection Supervision 

Higer order 
Connection Supervision 

Table 4 
Synchronous functional blocks 

Conversion from/to in-station or inter-station signals 
(Rec. G.703) 
Maps the payload into the container 
(Rec. G.709) 
Adds VC Path overhead 

Allows flexible assignment between 
lower and higher order VCs (bidirectional) 
Allows flexible cross-conections 
between lower and higher order VCs' 
Processes pointer to indicate phase 
between lower and higher order VCs, assembles com
plete higher order VC 
Adds higher order path overhead 

Allows flexible assignment between 
higher order VCs and STM-N (bidirectional) 
Allows flexible cross-connections 
between higher order VCs and STM-N" 
Processes pointer to indicate phase between higher 
order VCs and STM-N, assembles complete STM-MN 
Provides branching to other line 
system for protection 
Adds/extracts rows 5 to 9 of the 
Section overhead 
Adds/extracts rows 1 to 3 of the 
Section overhead 
Conversion to/from in-station or 
inter-station signals (Rec. G.707) 
Converts performance data and 
alarms into object oriented messages for transmission 
over DCCs (Data Communications Channels) 
or Q-lnterface 
Provides facilities for the 
transport of TMN messages to and from the SEMF 
Provides timing to synchronous 
functional blocks 
Provides interface for external 
synchronization signal 
Monitoring of VC overhead in signal towards 
cross-connected LPX/HPX. Termination of 
VC signal towards not connected LPX/HPX 
Permits transparent transmission 
of signal from cross-connected 
LPX/HPX. Generation of replacement VC signal for not 
connected LPX/HPX 

' types of cross-connect: unidirectional 
bidirectional 
broadcast 
loopback 
monitoring 
measurement 

The various units, each of which carries 
a particular type of characteristic infor
mation, are combined in the multiplex
ing scheme defined by CCITT, fig 2. 

The complete function of synchronous 
digital transmission equipment can be 
described by means of a set of function
al blocks similar to those used for ple-
siochronous transmission functions. 
The synchronous functional blocks are 
listed in table 4. 

Specific implementations of SDH equip
ment, such as digital multiplexers6 

(SMUX), cross-connect systems7 

(SDXC) and digital line systems8, are de
scribed by means of defined combina
tions of functional blocks as exempli
fied below. 

Multiplexing and synchronous 
transmission of plesiochronous trib
utaries 
Fig. 6 illustrates the transmission of 63 
plesiochronous 2 Mbit/s signals over an 
STM-1 section. The relationships be
tween the SDH elements of the multi
plexing scheme and the involved func
tional blocks are also shown. In the first 
functional block (LPA) after the physical 
interface (PI), the plesiochronous tribu
taries are mapped into a container in the 
SDH. 

Synchronous multiplexer, SMUX 
Fig. 7 shows a generalized functional 
block diagram of Synchronous Digital 
Multiplexers (SMUX). The function of a 
specific SMUX, type 1, is built up of the 
shaded blocks. This SMUX converts a 
number of plesiochronous digital trib
utary signals of a lower bit rate to an 
aggregate synchronous signal of a high
er bit rate, and vice versa In addition to 
these basic functions, features such as 
flexible assignment of information, 
drop-insert and protection switching 
can be included in the general version of 
an SMUX. The SPI (Synchronous Phys
ical Interface) can be either electric or 
optical in exchanges; between ex
changes it is normally optical. 

Synchronous cross-connects, SDXC 
Synchronous digital cross-connect 
equipment is capable of switching and 
multiplexing a variety of PDH and SDH 
signals. Characteristic SDXC features 
are 
- cross-connection of different bit-

rates, e.g. 64 kbit/s to 155 Mbit/s 
- holding times equivalent to hours, 

days or longer periods 
- switch control and management via 

TMN management interface. 

The signals belong to certain levels in 
the transport network depending on 
their bit rates and formats. At the input 
and output ports of the SDXC the sig
nals appear at port level, whereas they 
are cross-connected at what is called 
cross-connect levels. Tables 1 and 2 
show typical port levels; table 5 typical 
cross-connect levels. The combinations 
of port and cross-connect levels that 
can be handled by an SDXC determine 
its function and designation. For a de
tailed description of the functions of dif
ferent equipments in the SDXC family -
see ref. 2. 
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Table 5 (left) 
Cross-connect levels (kbit/s) for synchronous 
digital cross-connect (SDXC) 

Cross-
connect 
level 

1 
2 
3 
4 

base 1,544 

VC-11 1,664 
VC-2 
VC-3 
VC-4 

base 2,048 

VC-12 2,240 
fi,«4H 

4ftSRfl 
1 so 3nfi 

Port level 

STM-1 
140 Mbit/s 
34 Mbit/s 
2 Mbit/s 

Cross-connect level 

VC-4 
VC-4 and VC-12 
VC-3 and VC-12 
VC-12 

Table 6 (right) 
SDXC functions 

VC Virtual Container 

Topology Transport Function 
LN Layer Network 
l_ Link 
SN Subnetwork 
DSN Degenerate Subnetwork 

Association Transport Function 
A 
Trail 
T 
LC 
SNC 
DSNC 

TLC 
NC 

Client-to-server Adaptation 
Trail 
Trail Termination 
Link Connection 
Subnetwork Connection 
Degenerate Subnetwork 
Connection 
Tandem Link Connection 
Network Connection 

Transport Reference Points 
AP Access Points to the Server Layer 

Network 
CP Connection Point 
TCP Termination Connection Point 

Table 7 
Transport Functions and Transport Reference 
Points 

Fig. 8 shows a generalized block dia
gram of synchronous digital cross-con
nect equipment for the 2 Mbit/s digital 
hierarchy. The functional blocks are de
fined in table 4. Table 6 shows the func
tionality of the equipment. 

Transport Network 
The described architecture of the trans
port network can be applied to PDH, 
SDH and ATM networks. The transport 
network model considered is based on 
the concepts of layering and partition
ing - concepts which allow a high de
gree of recursion. The transport of in
formation is described by means of 
Transport Functions separated by 
Transport Reference Points. Each 
Transport Function for one-way trans
port is characterized by an input and an 
output. The Transport Reference Point 
combines the output and input of con
secutive Transport Functions in a bind
ing relationship. Inputs and outputs of 
two-way Transport Functions are com
bined in pairing relationships. 

or to a demand for transport; basically, 
they provide inflexible connectivity. Dy
namic Transport Functions are confi
gured in response to a demand for 
transport; they provide flexible connec
tivity. A number of Association Trans
port Functions can be assembled into 
an Abstract Transport Function. 

Table 8 shows different types of Trans
port Function, and table 9 shows Trans
port Reference Points binding particu
lar Association Transport Functions. 

Typical examples of Topology Transport 
Functions are 
Layer Network International 140 

Mbit/s network 
Link A number of parallel 

140 Mbit/s fibre 
optical line systems 
between two cross-
connects 
Digital Cross-con
nect equipment 
Digital Distribution 
Frame 

Subnetwork 

Degenerate 
Subnetwork 

Fig. 7 
Generalized functional block diagram of syn
chronous multiplexers (SMUX). Type 1 SMUXes 
multiplex a number of plesiochronous lower bit 
rate tributaries into an aggregate synchronous 
signal with higher bit rate 

Functional blocks included In a Type 1 SMUX 

Transport Functions can be divided into 
Topology Transport Functions, describ
ing the capability to provide transport, 
and Association Transport Functions, 
which describe the particular instance 
of transport, table 7. Transport Func
tions can also be divided according to 
their ability to be configured. Static 
Transport Functions are configured pri-

Typical examples of Association Trans
port Functions are 
Client-to-server Analog-digital con-
adaptation version in PCM 
(A) terminals, bit rate 

conversion in PDH 
digital multiplexers, 
framing and frame 
alignment functions 



Table 8 (right) 
Transport Functions 

Transport 
Function 

Topology 

Association 

Abstract 
Association 

Static 
(inflexible 
connectivity) 

LN, L, DSN 

A, T, LC, DSNC 

LC,TLC 

Dynamic 
(flexible 
connec
tivity) 

SN 

SNC 

TRAIL, NC 

155 

Association 
Transport 
Function 

A 

T 

LC.SNC 
DSNC, TLC 

A 

AP 

AP 

CP 

T 

AP 

TCP 

TCP 

LC, SNC 
DSNC 
TLC 

CP 

TCP 

CP 

Table 9 
Transport Reference Points 

Fig. 8 
Generalized functional block diagram of syn
chronous digital cross-connect equipment 
(SDXC) 

Trail Termination 
(T) 

Subnetwork 
Connection 
(SNC) 

Degenerate 
Subnetwork 
Connection 
(Deg SNC) 

Error detection, 
sending and recep
tion of alarms relat
ed to a characteristic 
signal 
Process of switching 
and cross-connec
tion. Subnetwork 
connections are 
configured in the 
management proc
ess, i.e. the config
uration of network 
resources during 
network operation 
(allocation, routing) 
Connection in a 
Digital Distribution 
Frame. Degenerate 
subnetwork connec
tions cannot be 
configured; they 

Link Connection 
(LC) 

Tandem Link 
Connection 
(TLC) 

result from function
al partitioning for 
the purpose of man
agement (e.g. mon
itoring of parts of 
tandem link connec
tions) 
Connection offered 
by fibre optical line 
systems. Link Con
nections are confi
gured in the com
missioning process, 
i.e. the configuration 
of network re
sources prior to start 
of network operation 
Connection offered 
by a number of line 
systems in tandem 
transporting the 
same characteristic 
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Fig. 9 
The pinciple of transport network layering. Two 
calls in progress: one between telephone sets 
1 and 2, and another between telephone sets 
3 and 4 

signal and intercon
nected through 
distr ibut ion frames 

Trail A particular instance 
(T) of a connect ion 

through a layer 
network - see ex
amples in f ig. 11. 

An addit ional Transport Function -
Connection Supervision - is being 
studied. It will be used for trail monitor
ing and generation of output signals in a 
digital cross-connect if the incoming 
signal is lost. 

Network layering 
The Transport Network is divided into a 
number of Transport network Layers 
(TL). Each layer carries one type of char
acteristic information and has its own 
management capabil ity and managed 
objects. Characterist ic information is 
distinguished by bit rates, coding, and 
frame formats. Examples of types of 
characteristic informat ion are 2 Mbit/s 
information f lows framed according to 
Rec. G.704 and VC-4 signals according 
to Rec. G.708. Each layer of the trans
port network is independent and can be 
changed without affecting the architec
ture of other layers. Normally, an end-to-
end connect ion between users employs 

Fig. 10 
Generic network layering model showing the 
interworking between two adjacent transport 
network layers 

A Client-to-server adaptation 
T Trail termination 
C Connection 
AP Access Point to the Server Layer Network 
TCP Termination Connection Point 
CP Connection Point 

® Client Layer Access Point 



various types of characteristic informa
tion, which means that the information 
flow must be supported by several trans
port network layers. The principle of 
network layering is exemplified in fig. 9, 
which shows a transport network with 
three layers. 

The Transmission Network contains 
- 64 kbit/s digital telephones and local 

exchanges 
- 2 Mbit/s line systems and synchro

nous digital cross-connect equip
ment 

- 140 Mbit/s line systems. 

The corresponding network layers are 
- TL1, for the sourcing, sinking, trans

mitting and switching of 64 kbit/s sig
nals 

- TL2, for the transmitting and cross-
connecting of 2 Mbit/s signals 

- TL3, for the transmitting of 140 Mbit/s 
signals. 

Two telephone services are shown in 
the example: between subscribers 1-2 
and between subscribers 3-4. 

Fig. 10 shows, as an example, the Asso
ciation Transport Functions involved in 
two-layer signal transport. Basically, the 
client-to-server adaptation occurs be
tween the client and server layers. To 
illustrate the principles of the transport 
network, the adaptation has been in
cluded in the server network and only 
the access point to the client layer is 
shown in the figure (Client Layer Access 
Point). 

A transport layer may contain several 
trails, each carrying the same type of 
characteristic information. TL1 in fig. 9 
contains two 64 kbit/s trails (64 kbit/s 
circuits). 

According to definitions used for the 
SDH, trails exist in three groups of layers 
forming circuit, path and transmission 
media layer networks, fig. 11. A circuit is 
a trail in the circuit layer network, a path 
is a trail in the path layer network, and a 
section is a trail in the transmission 
media layer network. 

A circuit layer network provides tele
communication services to users, e.g. 
circuit-switched, packet-switched and 
leased-line services A path layer net
work is used by the circuit layer net
works. A transmission media layer net
work is used by the path layer network. It 
is dependent on the transmission media 
(e.g. optical fibre, radio) and can be di
vided into a Section Layer and a Phys
ical Media Layer, fig. 11. 

The information in a layer is carried by a 
trail consisting of trail terminations (T) 
and connections (C). A trail is terminat
ed by a Trail Termination Point (TTP). 
Network connections are terminated by 
Termination Connection Points (TCP). A 
Connection Point (CP) marks the 
boundary between connections. TTP, 
TCP and CP are reference points con
sisting of an output port for functions 
performed (source) and an input port for 
functions to be performed (sink). The 
input and output ports of a reference 

Fig. 11 
Examples of SDH and PDH trails 
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Fig. 12 
Partitioning of a network into subnetworks 

point are connected in a binding rela
tionship. 

Each transport layer may contain sever
al trails. For example, TL1 in fig. 9 has 
two 64 kbit/s trails. A network layer is 
defined by the type of characteristic in
formation transferred over its trails. In a 
multilayer configuration, client-to-serv
er relationships exist in an iterative man
ner between adjacent layers. 

Some of the existing definitions for the 
PDH have to be changed or new defini
tions have to be adopted to permit the 
use of the generic network layering 
model for mixed SDH-PDH networks. 
However, the described principles can 
be applied to all types of network, such 
as SDH, PDH and ATM (Asynchronous 
Transfer Mode). 

Fig. 11 shows some examples of trails in 
the three layers (circuit, path and trans
mission media) of the SDH and the 
2 Mbit/s based PDH. Three of the exam
ples are explained in more detail. Iter
ative client-server relationships be
tween trails, according to fig. 10, are 
used to describe the signal transport. 

Plesiochronous signal transport 
A plesiochronous 34 Mbit/s circuit be
tween two data terminals is carried by a 

140 Mbit/s digital path and a 140 Mbit/s 
digital section using a coaxial cable. 
The plesiochronous network used is 
shown in fig. 15. 

Synchronous signal transport 
A synchronous 2 Mbit/s circuit between 
ISDN terminals is carried by a lower or
der VC-12 path, a higher order VC-4 
path, an STM-1 Multiplex Section, and 
an STM-1 Regenerator Section which 
uses an optical cable in the Physical 
Media Layer. This example is identical 
with the one shown in fig. 6. It corre-
ponds to the following of a horizontal 
line from 2 Mbit/s to STM-N in fig. 2. The 
synchronous network used is shown in 
fig. 16. 

Mixed SDH-PDH signal transport 
A plesiochronous 64 kbit/s circuit be
tween digital telephones is multiplexed 
to a 140 Mbit/s path (plesiochronous 
trails). The plesiochronous 140 Mbit/s 
signal is mapped into a higher order 
VC-4 path and transmitted over an opti
cal cable (synchronous trails). This case 
corresponds to the plesiochronous 
140 Mbit/s signal being mapped into 
container C-4 in fig. 2. The mixed net
work used is shown in fig. 17. 

In fig. 11, which does not show all the 
existing signal transport cases, a line 
between a 140 Mbit/s plesiochronous 
trail and asynchronous VC-4 trail would 
be needed to illustrate the case in point. 

Network Partitioning 
Partitioning of a layer network can be 
described by means of Topology Trans
port Functions, i.e. a layer network con
sists of subnetworks connected by 
links. Each subnetwork, in turn, may be 
divided into new subnetworks and link
ed through an iterative process. The di
vision is normally based on routing and 
management demands. Fig. 12 shows a 
transport network layer representing re
gional subdivisions. Transfer of infor
mation through a subnetwork is by 
means of a subnetwork or degenerate 
subnetwork connection. Subnetwork 
connections are interconnected 
through link connections. 

Fig. 13 illustrates the connection op
tions in a layer as a consequence of net
work subdivision. The end-to-end con
nection through a network has been 
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Fig.13 
Link and network connections in the subnetworks 
shown in fig. 12 

^—^— Subnetwork connection 

^ = ^ z = Link connection 

Fig. 14 
Example of a degenerate subnetwork with line 
terminals connected "back-to-back" 

TLC Tandem Link Connection 
SNC Subnetwork Connection 
LC Link Connection 
Deg SNC Degenerate Subnetwork Connection 



Fig. 15 (above) 
Transmission of a plesiochronous 34 Mbit/s 
signal between two data terminals over multiplex
ers and a 140 Mbit/s line system 

LT Line Terminal 
Reg Regenerator 
A Client-to-server adaptation 
T Trail termination 

Fig. 16 (below) 
Example of an SDH network transmitting 2 Mbit/s 
signals over an STM-1 line system. The degener
ate adaptation between the regenerator and 
multiplex sections is not shown 



Fig.17 
Transmission of a plesiochronous 64 kbit/s signal 
over a mixed plesiochronous synchronous 
network. Functional description of the transmis
sion network. The regenerator section and phys
ical media layers are not shown 

split up into a number of link and sub
network connections according to the 
division into subnetworks. 

Examples of transport networks 
A number of network examples are giv
en in order to illustrate the use of the 
transmission and transport network 
concepts. For the sake of clarity, the 
physical media layer - e.g. cable - has 
been omitted. 

Fig. 14 illustrates the degenerate sub
network concept. A degenerate subnet
work connection is created when line 
terminals are connected "back-to-
back". A monitoring point for line sys
tems in the transmission network is ob
tained. Command-controlled switching 
is not possible, however. 

Fig. 15 shows the transmission of a ple
siochronous 2 Mbit/s signal between 
two data terminals over a transmission 
network consisting of digital multiplex
ers and a 140 Mbit/s line system over 
coaxial cable. The transport network 
comprises three layers: a 34 Mbit/s cir

cuit layer, a 140 Mbit/s path layer, and a 
140 Mbit/s digital section layer. The lay
ers are separated by Layer Access 
Points. Connections can be supervised 
at the access points for the different 
trails. 

Fig. 15 also shows the relationship be
tween 
- the physical implementation, with the 

associated functional blocks in the 
transmission network 

- trails (circuit, path, section) with the 
associated functional blocks in the 
transport network. 

Fig. 16 shows the transmission of 
2 Mbit/s signals in an SDH network over 
an STM-1 line system. Each SDH mul
tiplexer contains the functional blocks 
shown in fig. 6. 

Figs. 17and 18show thetransmission of 
a plesiochronous 64 kbit/s signal over 
a mixed plesiochronous/synchronous 
network, consisting of telephones, local 
exchanges, digital multiplexers, and 
cross-connects. A functional represen
tation of the transmission network can 
be obtained according to the principles 
described earlier. 

Fig. 17 shows a simplified network mod
el, indicating adaptations, terminations 
and trails. This model can be used for 
fault management. 

Fig. 18 shows the subnetworks involved 
in the example; the model outlined is 

required for configuration manage
ment. 

Table 10 illustrates - for the network in 
fig. 18 - the topology in the VC-4 layer, 
which uses link relations over the STM-1 
layer. The topology of the complete net
work requires the corresponding analy
ses of all network layers involved. 

The management of the telecom net
work is based on TMN Application Func
tions, such as Fault Management, Per
formance Management and Configur
ation Management, which treat the 
various atomic parts of the network as 
managed objects. Transport Functions 
and Transport Reference Points are 
those network resources which lead to 
Termination-Point managed objects in 
an information model. (Termination 
Points which are managed objects 
should not be mistaken for Connection 
Points which are Reference points in a 
functional model of the network). 

Termination Points of trails (paths and 
sections) can be used for fault and per
formance management. Linking of Trail 
Termination Points is also necessary for 
configuration management. Termina
tion Points are treated as managed ob
jects with manager-agent properties, 
their link and list relations being spec
ified by the information model of the 
network. The details of the managed ob
jects, their attributes and values, noti
fications and names are stored and han
dled by the TMN. 



Fig.18 
Network partitioning: the network shown in fig. 17 
divided into subnetworks. The topology of the 
VC-4 higher order path layer is shown. This layer 
uses link connections in the multiplex section 
layer 

Table 10 
Example of network topology 
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FMAS-An Operations Support System 
for Transport Networks 

Henry Tarle 

telecommunication network 
management 
telecommunication networks 

Ericsson has developed a Facility Management System (FMAS) enabling network 
operators to improve the administration, supervision and control of transport 
networks and leased lines. FMAS forms part of Ericsson s TMOS 
(TELECOMMUNICATIONS MANAGEMENT AND OPERATIONS SUPPORT) family 
of systems, which contains products that can be combined to provide efficient, 
flexible operations support for the entire telecommunications network and its 
services. 
The author describes FMAS and its potentials for making operations support 
more efficient. 

Overview 
The need for new sophisticated tele
communications services is rapidly 
growing; as are demands for greater 
availability and higher quality of these 
services. Operators require transport 
networks with a high degree of flexibility 
to be able to provide the requested ser
vices at short notice. At the same time it 
is essential that network operators can 
achieve efficient and cost-effective uti
lization of their transport networks. In 
order to meet all these needs Ericsson 

has developed a system family, TMOS 
(TELECOMMUNICATIONS MANAGE
MENT AND OPERATIONS SUPPORT), 
containing products that together can 
provide operations support for an entire 
telecommunications network, and its 
services. The Facility Management Sys
tem, FMAS, which forms part of the 
TMOS family, provides operations sup
port dedicated to transport networks, 
including leased-line services. Basical
ly, this operations support can be divid
ed into administration, supervision and 

Fig. 1 
FMAS enables the network operator to supervise 
and control the transport network and its leased 
lines from a terminal in an operations centre. The 
display shows three different types of digital 
cross-connect system in a network node. The 
desired operations are ordered with the aid of the 
keyboard and the mouse 



control and can involve the whole trans
port network with its individual network 
elements and circuits. 

A key benefit of FMAS is its ability to 
support centralized supervision of a 
complete transport network. Based on 
CCITT/TMN principles, FMAS integrates 
the administration and control of net
work elements from different vendors; 
Digital Cross-Connect systems (DXC) 
and transmission products of the syn
chronous (SDH) and plesiochronous 
(PDH) digital hierarchies. FMAS is de
signed to meet increasing management 
needs and can manage transport net
works in a hierarchical fashion. 

To network operators FMAS means in
creased cost-efficiency of network op
erations by automating the manage
ment of leased-line services, network 
performance/control and preservation, 
etc. An increased utilization of network 
transport resources in the order of 10-
25 % may be possible through the Auto
matic Network Protection Routing facil
ity, and a further 10-25 % through effi
cient repacking of digital transmission 
systems. This is achieved by combining 
FMAS with Ericsson's highly flexible 
DXC systems and SDH multiplexers. 
FMAS also offers a network planning 
tool for efficient optimization of com
plex transport networks. 

FMAS (TMOS) offers a programming 
tool that can be used to design applica
tions as well as adaptations to network 
elements not supplied by Ericsson. 

To priority customers FMAS typically of
fers increased and controlled service 
availability and service quality. Network 
operators can provide leased lines at 
short notice, and an optional service en
ables the customers themselves to se
lect routes and bandwidths for their cir
cuits. 

Box1 
ABBREVIATIONS 

ADM Add/Drop Mul t ip lexer 
AIS Alarm Indicat ion Signal 
AU Appl ica t ion Unit 
AXE Er icsson's digi ta l c i rcu i t sw i tch ing 

system 
CAP C o m m o n App l i ca t ion P la t form 
CSM Central Subscr iber Mul t ip lex 
DCN Data Commun ica t i ons Network 
DXC Digital Cross-Connect 
ECC Embedded Cont ro l Channel in SDH 

systems 
FMAS Faci l i ty Management System 
FMAS/N FMAS for centra l ized cont ro l of a na

t ional ne twork 
FMAS/Ft FMAS for con t ro l of a reg ional or met

ropol i tan network 
FMAS/L FMAS for local con t ro l of ne twork ele

ments in a node 

LAN Local Area Network 
LCN Local Commun ica t i ons Network 
MAS Management App l i ca t ion System in 

TMOS 
MML Man Mach ine Language 
MTP Message Transfer Pro toco l . 

Er icsson's X.25 p ro toco l 
NE Network Element 
NMC Network Management Centre 
OMC Operat ion and Main tenance Centre 

OS Operat ions System 
OSI Open Systems In te rconnec t ion 
PCM Pulse Code Modu la t ion 
PDH P les iochronous Digi ta l Hierarchy 

POSIX Portable Operat ing System Interface 
based on UNIX 

Q Q-interface, a TMN pro toco l 
0 D C N Q-interface for commun ica t i on via an 

X.25 DCN in accordance wi th CCITT 
Ftec. G.773 (previously Q3) 

Q L C N Q-interface for local communication 
in accordance with CCITT Rec G.773 
Q-stack (previously Q2) 

RSM Remote Subscriber Multiplex 
SDH Synchronous Digital Hierarchy 
SDXC Synchronous Digital Cross-Connect 
SMN SDH Management Network, the sup

port information carried by ECC 
SQL Standard Query Language 
STM Synchronous Transport Module 
TAP Telecommunication Application Plat

form 
TMN Telecommunications Management 

Network 
TMOS Telecommunications Management 

and Operations Support 
UNIX An operating system for multi-user 

systems. UNIX is owned by Unix In
ternational Corporation 

WAN Wide Area Network 
WS Workstation 
Xy'Open An international consortium of major 

computer manufacturers, dedicated 
to setting standards which permit the 
same software to run without modi
fication on a wide variety of computer 
systems 

X.25 A standard protocol, specified by 
CCITT for packet-switched data com
munication between computers and 
related equipment 

FMAS operations support applications 
are based on an open standards (X/ 
Open, POSIX, OSI) computing platform 
(CAP) which is used in all TMOS applica
tions. The TMOS architecture provides a 
framework for the network operators' 
own applications. It combines the latest 
technology and knowhow in the fields of 
telecommunication and data process
ing. 

In addition to FMAS, the following 
TMOS operations support systems are 
defined, fig. 2: 
BMAS Business Management System 

for centrex and virtual private 
networks 

CMAS Cellular Management System 
for mobile telecommunica
tions networks 

NMAS Network Management System 
for switched networks, e.g. 
AXE switching and SS7 sig
nalling networks 

SMAS Service Management System 
for intelligent networks. 

FMAS can interwork with other TMOS 
systems, thus ensuring efficient oper
ations support for an entire telecommu
nications network. 
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Fig. 2 
Example of networking between TMOS Applica
tion Systems, maximizing total network oper
ations support and service efficiency 

BMAS Business Management System for centrex and 
virtual private networks 

CMAS Cellular Management System tor mobile tele
communications networks 

NMAS Network Management System tor switched 
networks, e.g. AXE switching and SS7 signalling 
networks 

SMAS Service Management System for intelligent 
networks. 

NE Network Element 

Transport network 
Evolution 
Traditionally, digital transmission net
works have been built up of separate, 
physically interconnected plesiochro-
nous transmission systems. Basic trans
mission interfaces have been standar
dized to permit interconnection of 
products from different vendors. But the 
fact that the transmission systems rep
resent different maintenance principles 
and interfaces has limited the possibil
ities of efficient centralization of oper
ation and maintenance.1,2 

This situation was acceptable when tel
ephone traffic was stable and fairly pre
dictable. Now, demands from business 
customers are becoming increasingly 
stringent, in pace with the introduction 
of new sophisticated services. There is a 
need for managed transport networks 
that can be centrally operated and main
tained, provide automatic network res
toration and permit control of transmis
sion quality. 

Transmission systems of the new SDH 
(Synchronous Digital Hierarchy) stan
dard with embedded control channels 
for maintenance information, and oper
ations support systems with standar
dized interfaces, will provide the neces
sary basis for flexible and controllable 
transport networks. 

The integrated approach to transport 
networking 
Transport Network Management Archi
tecture 
Ericsson's Transport Network Manage
ment Architecture integrates operations 
support/control systems (FMASs), the 
(built-in) local control of the transmis
sion systems, and the interlinking data 
communication facilities. The architec
ture permits a hierarchical division of 
operations support, corresponding to 
the local, regional and national levels of 
a transport network. Various transport 
network elements - Ericsson's as well 
as those of other suppliers - can be 
controlled from FMAS. 

Evolution towards a managed synchro
nous network 
The chosen architecture permits sim
ple, step-by-step transition from exist
ing PDH (Plesiochronous Digital Hierar
chy) networks - with their operations 
support systems - to the centrally man
aged SDH networks of tomorrow, at a 
pace set by the network operator. It 
should be noted that FMAS also permits 
enhancement of the operations support 
of existing PDH networks. 

The introduction of an SDH network 
means that current investment in optical 
fibre cable can be exploited to the full. 
SDH systems can be introduced as small 
islands in an existing network or in the 
form of an overlay network. 
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FMAS 

Fig. 3 
FMAS prov ides opera t ions suppor t for t ranspor t 
ne tworks compr i s i ng network e lements , such as 
DXC sys tems and SDH and PDH t ransm iss ion 
systems. Commun ica t i on between FMAS and 
suppor ted network e lements is via a data c o m m u 
n icat ions network us ing the Q-interfaces recom
mended by CCITT for TMN (Te lecommun ica t ions 
Management Network) 

SDH Synchronous Digital Hierarchy 
PDH Plesiochronous Digital Hierarchy 
DCN Data Communications Network 
DXC Digital cross-connect system 

Fig. 4 
Tradi t ional ly , c ross -connec t i ons have been 
carr ied out manual ly , for example between d ig i ta l 
mul t ip lex and l ine equ ipment in coaxia l d ig i ta l 
d is t r ibu t ion f rames located in termina l repeater 

s tat ions 

Ericsson's new Transport Network Man
agement Architecture is a total ap
proach to successful operat ions sup
port. Its implementat ion reduces the 
costs of network operation and maxi
mizes the revenue-earning potential of 
the transport network. 

Ericsson's product program for 
transport networks 
Ericsson's product program for trans
port networks, def ining the Ericsson 
Transport Network Architecture, com
prises: 
- A family of SDH transmission systems 
- A family of digital cross-connect sys

tems (DXC) 
- A family of PDH transmission systems 
- A facil ity management system 

(FMAS). 

Similarities between different systems 
are used to the ful l . For example, in the 
cross-connect systems the interface 
printed board assemblies are the same 
as those used in the SDH transmission 
systems, and their comput ing platform 
(CAP) is the same as in FMAS. 

SDH transmission systems 
The SDH transmission systems consti
tute a new product family which con
forms to the CCITT recommendations 
G.707, G.708 and G.709 for SDH: 
ZAP 155 An optical f ibre system with a 

bit rate of 155 Mbit/s (STM-1) 
for transport of up to 63 x 
2 Mbit/s signals 

ZAP 250 An optical f ibre system with a 
bit rate of 620 Mbit/s (STM-4) 
for transport of up to four 
140 Mbit/s signals 

ZAP 250 An optical f ibre system with a 
bit rate of 2.5 Gbit/s (STM-16) 
for transport of up to 16 x 
140 Mbit/s signals. 

The systems include line terminals, add-
drop mult iplexers and regenerators 
They can be used to transport current 
1.5,2,34 and 140 Mbit/s PDH signals and 
also future broadband signals. 

Digital cross-connect systems 
The digital cross-connect systems 
(DXC) constitute a new product family 
designed to provide network protection, 
and to improve management and uti
lization of lines and the quality of leased 
line services.3 They funct ion as semi
permanent switches for transmission 
channels with holding times of hours, 
days or weeks. They perform, under 
stored program control , transparent 
switching of digital transmission chan
nels, which may be tributaries in higher-
order transmission systems. 

Ericsson's digital cross-connect sys
tems conform to CCITT recommenda
tions for DXC and SDXC (Synchronous 
Digital Cross-Connect). The program 
comprises three different types of sys
tem: DCC1/0, DCC4/1 and DCC 4/4. A 
cross-connect node may have common 
control equipment while the individual 
cross-connect systems have different 
switches in order to meet various re
quirements. 

DCC 1/0 Terminates signals with bit 
rates 64 kbit/s, 1.5 and 
2 Mbit/s. The signals are sort
ed, packed and cross-connect
ed at the N x 64 kbit/s level 
( N = 1 - 3 1 ) 

DCC 4/1 Terminates signals at between 
1.5 (2) and 155 Mbit/s and 
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Fig. 5 
Example of a transport network with operations 
support. The diagram shows Ericsson's oper
ations support system and network elements and 
the data network that transmits control informa
tion 

FMAS Facility Management System 
Q Q-interface in TMN, in accordance with CCITT 
STM Synchronous Transport Module 
SDXC Digital cross-connect system 
PNE PDH Network Element 
SNE SDH Network Element 
ADM SDH Add/drop Multiplexer 

cross-connects primarily 2, 34 
and 140 Mbit/s signals 

DCC 4/4 Terminates 140 or 155 Mbit/s 
signals and cross-connects at 
the same level. Also provides 
interfaces for STM-4 and 
STM-16 signals. 

PDH transmission systems 
Ericsson's product program "Series 
7000 Plus" for the plesiochronous dig
ital hierarchy comprises: 
- PCM and RSM/CSM multiplexers and 

digital multiplexers for 2/8, 8/34 and 
34/140 Mbit/s 

- Symmetric-pair line systems for 
2 Mbit/s 

- Optical fibre line systems for 8, 34, 
140 and 565 Mbit/s 

- A Transmission Operation and Main
tenance System for integration into 
an FMAS operations support net
work. 

FMAS - Facility Management System 
for transport networks 
The facility management system FMAS 
is designed to support the operation of 
new SDH, DXC and PDH systems, fig. 3. 
FMAS is based on a computing platform 
used in all TMOS systems. 

The continuous development of FMAS 
will result in the ability to provide net

work management for transport net
works consisting of new and different 
types of network element. A uniform 
TMN/Q-interface between FMAS and 
the network elements will enable an op
erator to obtain a consistent network 
management environment for his trans
port network. 

Applications 
The new network elements represented 
by DXCs and SDH multiplexers are of 
particular interest. The latter are avail
able in different versions with slightly 
different functions, fig 5: 
ADM Add-drop multiplexers make it 

possible to open an STM-N sig
nal and drop or insert signals of 
lower-order bit rates. For exam
ple, a 2 Mbit/s signal can be 
dropped directly from an STM-1 
signal (155 Mbit/s) without any 
demultiplexing 

SDH SDH multiplexers provide mul
tiplexing of signals from the 
PDH and SDH hierarchies into 
STM-1, STM-4 or STM-16 sig
nals, and vice versa 

SDXC The digital cross-connect sys
tems DCC 4/1 and DCC 4/4 can 
switch transmission channels 
with the desired bandwidth and 
also form a bridge between PDH 
and SDH networks. 
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Fig. 6 
FMAS significantly reduces operating costs for 
transport networks, while increasing the availabil
ity and performance quality of the transport 
network and supported services 

Strategic benefits 
New and extended demands on the 
transport network are mainly made by 
large enterprises that are dependent on 
connections beteween their private 
nodes. They need communications 
- between PABXs 
- between computers 
- between MANs (Metropolitan Area 

Networks) 
- between WANs (Wide Area Networks) 
- for video conferences. 

Such major customers require high 
availability and performance and short 
service delivery time. Network oper
ators, on their part, want to reduce their 
costs. FMAS and supported DXC and 
SDH transmission products offer cost-
efficient solutions to these problems -
solutions that may turn present oper
ating cost trends in a more favourable 
direction, fig. 6. 

FMAS offers network operators and 
their customers strategic and compet
itive benefits, as described below. 

Benefits to network operators 
Improved operations support 
- Operations support of a complete 

transport network. A key feature of 
FMAS is its ability to support network 
operators with centralized manage
ment, integrating and coordinating 
the administration and control of dif
ferent types of network element 

- Automation of configuration and per
formance control of leased-line ser
vices and transport circuits, ranging 
from 64 kbit/s to broadband 

- Automation of operation and mainte
nance of network elements (DXC, 
SDH, PDH). 

More efficient use of network resources 
- Increased network utilization in the 

order of 10-25%. FMAS increases 
the pay-off from network investments 
through the Automatic Network Pro
tection Routing facility, primarily op
erating on DCC4/4 and 140 (155) 
Mbit/s transport circuits. In the case 
of a network failure, FMAS automat
ically and in real time orders the DXCs 
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Table 1 
Equipment Typical applications of FMAS and 

network elements 
DCC 1/0 Management of leased lines for 

n x 64 kbit/s (n = 1 -31), e.g. set
ting up 64 kbit/s leased lines and 
paths through the network. 
64 kbit/s signals can be sorted and 
packed in DCC 1/0 nodes to give 
2 Mbit/s transmission systems a 
high fill factor 

DCC 4/1 Automated management of cir
cuits, from 2 Mbifs up to 140/155 
Mbit/s. With its ability to handle all 
bandwidths. it improves the fill fac
tors of existing 140/155 Mbit/s 
transmission networks. It replaces 
the traditional back-to-back multi
plexing in exchanges. Bridging be
tween SDH and PDH networks can 
be arranged 

DCC 4/4 Automatic protection routing of 
140/155 Mbit/s circuits in case of 
circuit failure. Provisioning of 
broadband leased-line services, 
etc. 

SDH/PDH Centralized alarm supervision, fault 
localization, performance monitor
ing, provisioning of circuits, syn
chronous add/drop multiplexing, 
etc. 

to set up the logically best alternative 
route between end points in the net
work 

- Increased line system fill factor by 
10-25 %. Efficient repacking of low
er-order line systems into higher-or
der systems will increase the fill fac
tor. This is achieved by combining 
FMAS with Ericsson's highly flexible 
DXC and SDH multiplexers 

- Bridging between SDH and PDH net
works. The combination of Ericsson 
DXCs and FMAS permits the interfac
ing between optical transmission sys
tems, using the SDH standard, to be 
gradually and smoothly introduced 
into an existing PDH network. This 
means that there will be no need for 
operating a separate SDH network 

- Modular expandability. FMAS per
mits a network operator to econom
ically control anything from a single 
DXC, using a basic FMAS single work
station configuration, to an FMAS 
multi-computer configuration con
trolling a large number of network 
elements of different types 

- FMAS-TMOS networking. Since 
FMAS is built on the TMOS common 
platform completed by FMAS applica
tion software, FMAS can cooperate 
with, or incorporate wholly or partial
ly, the other members of the TMOS 
family. This will guarantee a network 
operator full flexibility and adaptabil
ity to future needs of operations sup
port. 

Less complex network layout and easy 
planning make for reliable and efficient 
operation 
- Hierarchic configuration. Operations 

support can be divided into hierar
chic levels, e.g. local (node), regional 
and national. FMAS operations cen
tres can be allocated different geo
graphical areas in a "flat" network or 
different transport network layers 
(logical levels) of an SDH network4 

- Network planning tool. The FMAS 
Network Planning Tool (NPT) may be 
necessary for routing optimization 
and fault tolerance evaluation. The 
NPT operates on a network model 
that can easily be updated from the 
FMAS operating database 

- Duplicated FMAS. FMAS can be du
plicated so that operation can be 
maintained even in case of a system 
breakdown. The two systems - one 

executing and the other standby -
may be placed in geographically sep
arate centres 

- FMAS benefits from all the significant 
characteristics and features of the 
TMOS concept. 

Benefits to customers 
In response to business customer 
needs, FMAS offers the following impor
tant quality and time and cost saving 
benefits. 
- Increased service availability. The au

tomatic protection routing system re-
configurates the network in the case 
of a failure in a path or circuit. Leased 
lines can be allocated different pri
ority classes. They can thus be given 
the highest possible availability when 
required 

- Secured service quality. Through 
monitoring and performance analy
ses of leased lines, FMAS permits 
contracted service quality to be se
cured. Weak parts of the network, 
with deteriorated performance, can 
be detected early and localized 

- Service privisioning with short deliv
ery time 

- Customer control of leased lines, en
abling end users to partly control 
routing and bandwidth reconfigura
tions of their own circuits. 

Applications 
Typical applications for different 
network elements 
Certain applications can be considered 
more or less typical of the network ele
ment in question, table 1. 

Major FMAS applications providing op
erations support for transport networks 
and leased lines are described in the 
following section. DXC and SDH/PDH 
systems are used in the way described in 
table 1. 

MANAGEMENT OF THE TRANSPORT 
NETWORK 
Compliance with international 
standards 
FMAS applications are based on the 
Management Framework defined by 
OSI (Open Systems Interconnection) 
principles for the TMN (Telecommunica
tions Management Network). According 
to these standards/recommendations, 
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FMAS functions/applications are cate
gorized in a number of functional areas, 
fig. 7. 

Configuration management 
FMAS configuration management func
tions provide means for adding and re
moving network elements and paths/cir
cuits in the transport network. Facilities 
for network restoration and network 
planning are also supported. Some ex
amples of functions are given here. 

Network configuration 
Network configuration denotes a group 
of functions needed to identify and con
figure physical resources in order to 
achieve a network infrastructure, the 
putting into service and removal of net
work elements and their physical inter
connections, or of equipment in the net
work elements, etc. Whenever changes 
are made, the FMAS database is updat
ed 

Path and circuit provisioning 
Path and circuit (leased-line) provision
ing involves the establishment of logical 
connections through the network. The 
paths/circuits are set up by FMAS issu
ing cross-connect commands to the 
DCCs. Provisioning can be made ad hoc 
when ordered by the operator or ac

cording to a predefined schedule. 
Scheduling of reconfigurations is a val
uable tool that enables the operator to 
meet customers' demands for flexibility 
and to utilize network resources more 
efficiently over periods of specified 
lengths. 

Protection switching 
For a transport network section a pro
tection switching function (1:N) can be 
defined from FMAS. This switching 
function is invoked autonomously by 
the network elements at both ends of 
the section in which a transmission fail
ure has occurred. The function is limited 
to switching to a standby network re
source between the original pair of net
work elements. 

Protection routing 
In the case of a network failure - loss of 
signal, high bit error rate, a major cable 
failure, etc. - the protection routing 
function automatically and in real time 
restores the affected paths and circuits 
(leased lines), fig. 8. FMAS builds up an 
alarm picture of all alarms arriving from 
the network elements concerned. A pro
tection routing analysis is then made by 
FMAS based on this alarm picture, on 
the preset priorities of the affected 
paths, etc. 

Fig. 7 
FMAS functional areas according to TMN princi
ples 
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FMAS calculates a new optimal routing 
for all paths/circuits affected by the 
fault. Then the appropriate orders are 
issued by FMAS to each individual net
work element, which performs the desir
ed sequence of cross-connections. 

FMAS is capable of restoring paths at 
one predefined bit rate level; that is, at 
one multiplexing level between 1.5/2 
and 155 Mbit/s. 

Alarm analysis and fault localization 
FMAS analyses alarms in order to be 
able to identify and locate network fail
ures. Alarm filtering is used to trace the 
source of a major alarm by separating 
primary and secondary alarms. For ex
ample, when a transmission fault results 
in many network elements sending 
alarm indication signals (AIS), FMAS 
analyses these signals to localize the 
source of the fault. 

Fig. 8 
Automatic protection routing controlled by FMAS. 
The necessary rerouting is performed in DXC 
systems on command from FMAS 

If requested by the operator, the protec
tion routing function can be set to a 
mode that requires the rerouting to be 
acknowledged before being effected by 
FMAS. 

Fault management 
FMAS fault management functions min
imize the impact of failures on service 
through functions for fault detection, 
identification and localization. This sup
port enables the operator to make deci
sions on corrective action with a mini
mum of delay. 

Alarm supervision and monitoring 
FMAS checks the operating status of 
- the FMAS system 
- network elements 
- paths and circuits 
- the links between FMAS and the net

work elements. 

FMAS requests and receives from the 
network elements alarm signals that in
dicate status changes, such as loss of 
signal, synchronization error and high 
bit error rate. On the basis of these re
ports, FMAS determines the nature and 
severity of a fault and informs the oper
ator. All alarms are logged, together 
with the operator's confirmation and 
comments. 

Alarm reporting 
FMAS presents alarm reports, which 
can be tailored to the requirements of 
the network operator. Reports can be 
presented via terminals and printers or 
be displayed graphically on workstation 
VDUs. 

Tests 
Fault diagnosis and localization is facil
itated by FMAS functions that automat
ically order network elements to carry 
out tests. These tests are chosen on the 
basis of continual analysis of the alarm 
situation. Actions that can be ordered 
include: testing of circuits between 
FMAS and network elements or of the 
latters' hardware and software, loop-
back of traffic, injection of error signals 
to test alarm functions. Tests can also be 
initiated on operator command. 

Performance management 
FMAS performance management func
tions analyse the quality of service and 
overall performance of the transport 
network. 

Performance monitoring 
The status and performance of the net
work are monitored continuously by the 
network elements, from their own per
spective. FMAS requests data from the 
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network elements and collects and 
stores this information for further proc
essing. FMAS produces reports on path/ 
circuit end-to-end performance: bit er
ror rate, unavailable seconds, errored 
seconds, etc. 

Network performance analysis 
FMAS network performance analysis 
functions produce information on vari
ous issues from data collected from the 
network elements. Causes for intermit
tent traffic fault conditions and other 
types of troublesome degraded per
formance can be analysed and localized 
to a specific equipment, transport net
work section, etc. This will help oper
ators to direct preventive maintenance 
to where it is needed. 

Performance reporting and presenta
tion 
FMAS can produce performance re
ports on command from operators, on 
schedule or when a preset threshold val
ue for some parameter has been ex
ceeded Performance reports can be tai
lored to the operator's requirements. 
They can be presented on terminals, 
printers or graphically on workstation 
VDUs. 

Security management 
FMAS functions for security manage
ment protect the resources and services 
of the transport network, for example: 

Transaction security 
FMAS allows for assigning different lev
els of authority and user profiles to dif
ferent operators. Thus, operators' ac
cess can be limited to those FMAS 
functions which they have been trained 
to handle and which concern their indi
vidual tasks. 

Data communication security 
Commands from other FMASs and ex
ternal operations systems are checked 
as regards the authority of the source, 
the validity of the command and consis
tency with previously received com
mands. 

MANAGEMENT OF LEASED LINES 
TMOS/FMAS supports management of 
leased lines of various bandwidths in a 
number of functional areas, such as: 
- Configuration management 
- Fault management 
- Performance management 
- Security management 
- Charging 
- Customer control. 

FMAS provides a central resource for 
managing leased-line services of vari
ous bandwidths; their provision, the col
lection and analysis of data relating to 
quality of service, security management 
and automated billing and accounting. 

Customers can be assigned different 

Fig. 9 
FMAS Network Planning Tool 
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Fig. 10 
The FMAS graphics user interface, which is based 
on Open Look, supports the use of the Network 
Planning Tool (NPT) included in the system. In 
this example the NPT is used to display the 
current network diagram (View), to input current 
network data (File) and to calculate (Analysis) the 
economically optimum path (Shortest Path) 
between two network nodes. Other calculations 
give the maximum transport capacity and show 
potential bottlenecks 

priority levels in the network, which al
lows the network operator to offer pre
mium-quality services to subscribers 
who require them. 

Customer control 
Network operators can offer their more 
advanced customers control of leased 
lines. Such a customer, usually a large 
company with geographically distrib
uted units, is given its own "logical" 
FMAS which controls the company's 
transport network including all leased 
lines. The customer only sees and man
ages his own virtual private network and 
has no detailed knowledge of the com
plete transport network. 

A first step towards complete customer 
control is to provide the customers with 
network information, such as 
- the results of performance monitor

ing, e.g. quality-of-service parame
ters 

- fault management data, e.g. alarms in 
the virtual private network 

- an overall view of their "own" net
work. 

The right to information can be provided 
as an individual service, separate from 

that which permits the customer to 
make changes in the network by means 
of commands. 

NETWORK PLANNING TOOL 
The FMAS Network Planning Tool, NPT, 
is an efficient aid for network operators 
in planning transport networks with a 
high degree of complexity, fig. 9. The 
main applications are described here. 

Network design 
The network planner can plan and opti
mize a new network, or modify or extend 
an existing network. 

Analysis, test and simulation of network 
behaviour 
The planner can determine the degree 
of utilization and efficiency of a net
work. He can also simulate different 
fault situations or additional traffic load 
and in this way determine the survivabil
ity margin of the network. 

NPT environment 
The NPT provides a graphics, menu-dri
ven user interface, similar to that of 
FMAS. This facilitates an FMAS oper
ator's interpretation of the network 
planning environment, fig. 10. 



174 

Fig.11 
Example of the division of the overall FMAS 
operations support function into hierarchic levels 

FMAS/N Centralized national FMAS for control of one or 
more regional transport networks 

FMAS/R Regional FMAS for control of one or more local 
transport networks 

FMAS/L Local FMAS for control of one or more 
individual network elements in a network node 

NE Network Element 
OS External Operations System connected to 

FMAS 
Q O-lnteriace In TMN in accordance with CCITT 
DCN Data Communications Network 
LCN Local Communications Network 

The NPT can be connected to a network 
operating FMAS, thus allowing the net
work planner to easily transport all nec
essary information on-line from the con
tinuously updated FMAS network data
base to the NPT. The network planner 
can also send planning results from the 
NPT to the operating FMAS. The NPT 
can also be run, independently of an 
operating FMAS, on its own separate 
computer system, CAP. 

Network control architecture 
Local, regional and national control 
levels 
FMAS management functions can be di
vided into different hierarchic function 
levels: local (FMAS/L), regional (FMAS/ 
R) and national (FMAS/N), fig. 11. Phys
ically, this functionality may be integrat
ed into one, or divided into a number of 
operations sites. For example, in some 
implementations FMAS/N may have on
ly a rudimentary picture of the network; 
all detailed administration of individual 
network elements is left to the lower-
level FMAS/R and FMAS/L systems. In 
other implementations all FMASs may 
have access to the same detailed infor
mation. 

Advantages of a hierarchic control 
structure 
Operations support systems - such as 
FMAS - that permit a hierarchic control 

structure offer a number of major ad
vantages. 

Decentralization for greater operational 
reliability 
The impact of a system breakdown of a 
centralized (national) support system is 
considerably reduced. In such a case 
the lower-level support systems main
tain control over their networks. 

Hierarchic control structure of a flat 
transport network 
In principle, each geographical area of a 
large network can be planned and oper
ated individually, which reduces admin
istration complexity. Different FMASs 
can interwork to coordinate activities 
that concern more than one geograph
ical area, fig. 12. 

A flat transport network is not layered; 
all resources in the network are placed 
in the same physical layer regardless of 
bit rate, type of network element, etc. 
The network is partitioned into regions 
of varying sizes, which in turn can be 
partitioned into subregions at a lower 
logical level. The regions, with the asso
ciated operations support systems, may 
preferably coincide with the geograph
ical areas of responsibility in the net
work operator's organization. 

Hierarchic control structure of a layered 
transport network 
A transport network can be divided into 
layers, fig. 13, primarily with respect to 
the bit rates used. Each layer can be 
provided with its own operations sup
port system and be controlled and 
planned independently of the other lay
ers. Such an arrangement has all the 
advantages described above. 

Fig. 13 shows a simplified SDH trans
port network divided into three layers 
(logical levels). 
- A national network based on STM-16 

systems for 2.5 Gbit/s, possibly with 
some additional STM-4 systems for 
620 Mbit/s 

- Several regional networks, ring or 
mesh shaped, based on STM-4 sys
tems with some additional STM-1 sys
tems for 155 Mbit/s 

- Several local networks, ring or mesh 
shaped, based on STM-1 systems. 
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Fig. 12 
Example of a "flat" transport network with a 
hierarchic control structure 

Fig. 13 
Example of a layered transport network with a 
hierarchic control structure. 
Typical bit rates for the different layers are 
indicated 
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types of DXC system, whereas AddDrop 
Multiplexers (ADM) are used primarily in 
the regional and local transport net
works. 

In a hierarchic transport network with 
extremely reliable links between the lay
ers (protection switching system 1:1 is 
used), each layer can be given its own 
operations support system that is inde
pendent of other layers. Protection rout
ing is then best arranged separately 
within each layer and is controlled by 
the FMAS belonging to the layer. Differ
ent FMASs interwork in order to simplify 
the problems associated with the provi
sioning of switching paths between sub
scribers belonging to different FMAS re
gions. The example given shows the 
strong relationship between the division 
of the transport network into layers and 
the levels of operations support. 

Flexibility of the SDH Management 
Network (SMN) 
The new network elements, the Digital 
Cross-Connect Systems and SDH sys
tems (Add/Drop Multiplexers, etc), can 
be controlled by FMAS through a data 
communications network and through 

Embedded Control Channels (ECC) in 
the SDH transport network. 

FMAS is capable of monitoring and con
trolling various types of SDH network 
structure in a flexible way. Fig. 14 shows 
an example with standardized Q-inter-
faces: Q/DCN and Q/LCN interfaces be
tween FMAS and DCC/SDH network ele
ments, and Q/ECC interfaces between 
SDH network elements. Control infor
mation to a network element, with no 
direct DCN link from FMAS, reaches its 
destination network element through 
the ECC after having passed other net
work elements. 

Step-by-step implementation of SDH 
networks with operations support 
The flexibility of FMAS and the control 
systems in Ericsson's various network 
elements permit different strategies for 
the implementation of transport net
works with the associated operations 
support functions. A major advantage of 
FMAS is that the support for PDH net
works can be integrated into the overall 
operations support network. 

The following example shows step-by-
step implementation of a national trans-

Fig. 14 
Example of an SDH Management Network (SMN) 
for control of DXC/SDH network elements from 
FMAS. A star and a ring SDH Management Sub
network (SMS-1 and SMS-2) are indicated 

NMC Network Management Centre 
SNE SDH Network Element 
ECC Embedded Control Channel (In SDH circuit) 
SMS SDH Management Subnetwork 
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port network with operations support, 
fig. 15 The network is divided into two 
layers, the long-distance network and 
regional networks. The latter also in
clude metropolitan networks The fol
lowing steps are proposed. 

Step 1 
SDH line systems are introduced into 
the long-distance network, and ADM 
rings are built up in metropolitan net
works. An FMAS/LD for the long-dis
tance network managing the SDH line 
systems (STM-4 and STM-16) is imple
mented, providing for basic functional
ity, such as collection of alarm and per
formance data. 

The ADM ring networks are equipped 
with local FMAS/L systems (not shown 
in fig. 15). FMAS/L contains functions 
for collecting alarm and performance 
data and also functions that support 
traffic routing in the ring networks. 

Step 2 
DXCs are introduced into the long-dis
tance network, primarily for protection 
routing. The FMAS/LD system is up
graded with functions to support the 
management of DCC 4/4 (STM-1). Spe
cific DXC functions and applications of 

FMAS, such as protection routing, are 
tested and put into operation. 

Step 3 
Metropolitan networks are growing with 
the introduction of more and larger 
ADMs and DCC 4/1. More local FMAS/L 
systems are introduced and/or upgrad
ed to support DCC 4/1 as well. A regional 
FMAS/R system is introduced to serve 
as a superior management system 
throughout a Regional/Metropolitan ar
ea. This system also provides protection 
routing functions in this area. 

Step 4 
Regional and long-distance networks 
continue to grow, with further introduc
tion of all types of network element. The 
various FMASs for local, regional and 
long-distance networks are gradually 
upgraded with respect to processing ca
pacity and functionality. A superior 
FMAS function, FMAS/N, is introduced 
to provide coordination between 
FMASs and end-to-end control of cir
cuits throughout the network. 

This and other introduction strategies 
are possible, taking advantage of the 
heriarchic control structure of FMAS 
and Ericsson's flexible SDH network 
elements. 

Fig.15 
Example of a layered transport network with 
operations support. 
The network is divided into two layers, both of 
which contain DXC nodes. One layer contains the 
long-distance network and the other regional 
networks, some of which may be metropolitan 
networks 
FMAS/LD FMAS supporting the long-distance network 
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FMAS system architecture 
General 
FMAS configurations can be designed 
to match the individual transport net
work requirements as regards oper
ations support, network size, etc. The 
general FMAS system architecture com
prises a number of FMASs, communi
cating via services defined in the TMN/ 
Q/DCN and LCN interfaces over Data 
Communications and Local Communi
cations Networks, fig. 11. 

A typical FMAS implementation con
sists of a multi-computer configuration 
comprising a number of servers, fig. 16. 

The database server has two discs at
tached which can be used in what is 
called a mirror-write configuration, thus 
increasing safety in case of failure on 
one disc. Different disc sizes are avail
able. In the example shown in fig. 16 the 
database server also acts as a file server 
for the other computers connected to 
the LAN cluster. 

Fig.16 
A typical FMAS hardware configuration, compris
ing a number of computers in servers and work
stations connected v ia an LAN 

LAN Local Area Network 
X Graphics terminal 
WS Workstation 

For communication with other FMASs, 
or operations systems from other ven
dors, FMAS provides a TMN/Q protocol. 
(TMN-Q covers services from all layers 
- 1-7 - in the OSI Reference Model. The 
X.25 protocol is used for layers 1-3 in 
this model). 

Foreach specific FMAS implementation 
the system can be designed for the best 
balance of cost versus reliability. Differ
ent versions are available, including a 
fault-tolerant hardware variant. FMAS 
can be configured to operate econom
ically from small to large numbers of 
network elements. 

System configuration 
The FMAS hardware configuration can 
flexibly meet the network operator's re
quirements in order to achieve proper 
functionality and performance at the 
specific site. Processor capacity, mem
ory size, number of communications in
terfaces and workstations etc. are all 
scalable Some examples are given be
low. 

The application server can be dimen
sioned for the intensive computing that 
is required in certain FMAS applica
tions. 

The communication server, which may 
hold additional circuit boards, e.g. for 
the X.25 interfaces, handles external 
communication and closely related 
tasks. 

Each workstation includes a graphics 
colour display and a mouse (pointing 
device) for use by the operator. FMAS 
provides an easy-to-use menu system 
conforming to the Open Look specifica
tion. 

Configurations for large systems 
There is no maximum configuration of 
the FMAS operations system, which 
means that each installation can be 
adapted according to site-specific con
ditions. Demanding applications may 
need a greater number of servers than 
those shown in fig. 16. 

Several workstations and X-terminals 
for FMAS operators' interaction are 
available, one of which can be used as a 
system console. 

Configurations for small systems 
Three different configurations are avail
able for small FMASs: 
A data file server with a graphics VDU 
and at least one disc store 

The single server handles databases, 
communication and FMAS applica
tions 

A workstation with disc store 
The CPU capacity is on par with that 
of a file server, but the disc capacity 
and internal memory size are limited 
although entirely adequate for most 
small configurations 
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Fig.17 
The FMAS graphics user interlace, which is based 
on the Open Look industry standard, supports 
five functional areas, which are shown at the top 
in the main FMAS window. 
The area Performance Management has been 
chosen from the menu, and the associated main 
window is displayed. The relevant object is 
selected from the View items and displayed 
graphically in suitable detail, but in this figure it is 
hidden behind another window. The next menu 
item chosen is Monitoring, and the associated 
pull-down menu is shown. From this menu, the 
windows Parameters and Monitoring Interval have 
been chosen. In this example the displayed 
parameters concern a Path Termination Point 
(PTP). 
The desired alternatives are selected and activa
ted by the operator with the aid of the mouse 

Personal computer 
If a PC is used, the system perform
ance must be analysed in each indi
vidual case. 

Remote control 
FMAS can be controlled remotely from a 
stand-alone workstation connected via 
a DCN. The workstation can be confi
gured in the manner described above 
for small configurations. 

User interface 
Workstations for graphics presentation 
in accordance with the X Window Sys
tem, an industry de facto standard for 
graphics terminals5, can be connected 
to the operators' user interface. The in
terface is designed so as to minimize the 
risk of operator errors, thus making op
erations support easy and cost-effec
tive. Some characteristic features of the 
interface are: 

Task-oriented menus 
FMAS users work in a user-friendly envi
ronment based on the Open Look User 
Interface, providing task-oriented me
nus and forms tailored to each user's 

unique job requirements. It is an appli
cation design task to define the menus 
and forms, using tools provided by CAP 

Multi-access 
Using FMAS menus, a user can perform 
several tasks, for one or several FMASs 
or other operations support systems. 
Multiple active windows allow a user to 
start an operation in one window and to 
continue in another with a minimum of 
effort and knowledge of background 
operations. 

Graphics presentations 
FMAS displays network status, reports 
and maps in a user-friendly graphics for
mat, fig. 17. 

On-line help 
When the Help key is pressed from any 
menu screen, an FMAS 'help window" 
appears in a separate window, giving 
information at the relevant level of de
tail. 

FMAS - an Applications 
System of the TMOS family 
FMAS belongs to the TMOS family and 
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Fig.18 
TMOS application systems can be created by 
selecting and combining Application Units (AU) 
from the TMOS source system 

Fig.19 
TMOS main building blocks 
FMAS, for example, comprises Application Units 
(AU) dedicated to transport network support, as 
well as applicable AUs of the CAP and TAP 
platforms 

AU Application Unit 
TAP Telecommunication Application Platform 
CAP Common Application Platform 

benefits from all the characteristic fea
tures of the family as described below. 

Integrated management of a 
telecommunications network 
Technology advances 
TMOS belongs to the next generation of 
operations support (operation and man
agement) systems that are focusing on 
new and traditional telecom services in 
an competitive environment. It covers 
both network and service management. 

The latest advances in the field of in
formation technology have been em
ployed when developing TMOS oper
ations support systems and related 
functions, in terms of reliability, man
ageability, capacity and user friendli
ness, etc. 

Physically, TMOS consists of a multi
computer configuration of workstations 
and servers in a local area network 
(LAN). Operations support systems of 
the TMOS family can be employed by all 
types of operation and maintenance 
centre (OMC and NMC). 

Integrated operations support 
The concept of integrated operations 
support means efficient management, 
within one concept/system, of the in
creasing complexity of operations in a 
multi-service and multi-vendor telecom
munications environment. 

The TMN Q-interface standards under 
development in different standardiza
tion bodies will pave the way for inte-

grated operation and maintenance. 
TMOS will fully support this interaction 
process - from present proprietary in
terfaces to open interfaces connecting 
different network elements and oper
ations support systems. 

Terms and definitions 
TMOS comprises products that can be 
combined to meet the operations sup
port requirements for different classes 
of applications, and a system for devel
opment of new functions and applica
tions. 

TMOS - source system and application 
systems 
TMOS is a source system out of which 
different application systems can be 
created by combining selected TMOS 
building blocks (Application Units). 

A specific combination of building 
blocks that is selected, tested and deliv
ered is called a TMOS Application Sys
tem, fig. 18. 

A central part of each TMOS application 
system is a relational database contain
ing a model of the supported network. 
The model is continuously updated, 
with information from the network ele
ments - e.g. alarms - and with com
mands from and actions taken by the 
network operation and maintenance 
staff. Thus, the network model reflects 
the current status of the supported net
work. 

Management application systems 
At present, the following classes of 
TMOS Management Application Sys
tems (MAS) are defined: 
BMAS Business Management System 

for centrex and virtual private 
networks 

CMAS Cellular Management System 
for mobile telecommunications 
networks 

FMAS Facility Management System for 
transport networks 

NMAS Network Management System 
for switched networks, e.g. AXE 
switching and SS7 signalling 
networks 
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TMOS/I TMOS system that integrates operations support 
for several areas, e.g. networks or network parts 
with equipment from different vendors 

TMOS/E TMOS system for support of Ericsson network 
elements 

O-OS Operations support system for network elements 
not supplied by Ericsson. O-OS may be a TMOS 
system 

O-NE Network elements not supplied by Ericsson 

SMAS Service Management System for 
intelligent networks. 

xMAS denotes any future TMOS appli
cation system not yet defined. 

Application Units 
An MAS is a combination of Application 
Units (AU), some of which maybe identi
cal with those of other MASs. An AU may 
contain optional functions and alterna
tive performance data. 

Platforms and programming tools 
TMOS programming (i.e. design) capa
bilities are expressed with the TMOS 
platform concept. ATMOS platform pro
vides an open, layered infrastructure for 
the implementation of application func
tions, fig. 19. 'Open', in this context, 
means that such functions can be devel
oped by Ericsson or by network oper
ators. 

TMOS has optional programming tools; 
a set of Application Programming Inter
faces (API), suitable for C++ program
ming. The following functions can be 
implemented with the aid of API and 
added to the TMOS standard programs: 
- Extended or new applications 
- Gateway functions towards computer 

systems for administrative applica
tions 

- Interfaces for connection of network 
elements not supplied by Ericsson. 

The programming tools comprise a set 
of AUs including programming rules, a 
number of APIs, a test environment and 
a list of suitable programming tools. An 
API containsfunctionsforexternal com
munications, command handling, file 
management, time activation, log hand
ling, authorization checking, and ac
cess to preprocessed data. 

The following platforms are now avail
able, fig. 19: 
CAP Common Application Platform or 

"the computer system" 
CAP defines the computing envi
ronment that ensures an open 
and flexible architecture. CAP 
supports the use of X/Open, UNIX 
System V, the database interface 

language SQL, C+ + , X Window 
System 

TAP Telecommunication Application 
Platform or "the information sys
tem" 
TAP provides a network model da
tabase that stores the attributes of 
each network element and also 
alarms and commands. User (op
erator) interfaces to network facil
ities, etc, can also be included. 

Characteristics and benefits 
One system - many applications 
TMOS is a modular system. Different ap
plication systems can be created by 
combining a wide range of Application 
Units. 

This modularity and one-system feature 
will provide the users with specific 
means to enhance operation, but with
out the disadvantages of increasing the 
number of different systems. 

System interworking 
The modular structure of TMOS also 
means that two or more application sys
tems, such as FMAS and BMAS, can co
exist and interwork on the same hard
ware and software platform while still 
operating as independent applications. 

Networking 
The TMOS concept provides flexible al
location and use of functions and re
sources within and between intercon
nected TMOS Application Systems. For 
example, status reports can be created 
by processing data from different TMOS 
systems and their supported networks, 
fig. 2. 

The benefits of networking between 
TMOS systems can be applied to differ
ent modes of operation. Strategically, 
this networking may provide a compet
itive edge to an operator's ability to max
imize network and service efficiency, 
and to generate revenues. 

Support of a multi-vendor environment 
TMOS programming tools can be used 
to adapt TMOS to network elements and 
operations support systems from other 
vendors, fig. 20. TMOS provides inter-
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faces that conform to TMN recommen
dations/specif ications defined by 
CCITT, ANSI and ETSI, i.e. X.25, ACSE/ 
ROSE, CMISE/CMIP and FTAM. 

The ability to handle equipment of dif
ferent manufacture contr ibutes to the 
realization of integrated network man
agement with all its advantages, such as 
high quality of service, fast service pro
visioning and staff efficiency. 

Open application environment based on 
standards 
The TMOS system architecture is pre
pared for the management of new and 
future services and network concepts, 
and for the integration of new software 
and hardware technology. This is due to 
the open system architecture and the 
use of internationally agreed standards. 

Portability 
The division of the TMOS system into 
three separate components - CAP, TAP 
and application - means that any com
ponent can be improved or exchanged 
independently. Industry standards are 
applied throughout when designing 
TMOS and, hence, the system software 
as a whole can be transferred between a 
number of different hardware platforms, 
enabling new technology to be intro
duced into TMOS systems. 

Tailored adaptations 
The use of standards such as X/Open 
and SQL makes it possible for network 
operators to tailor their own adaptations 
on-line in exist ing appl icat ion systems. 
(The programming tool API is not neces
sary for this purpose.) 

Scalability 
TMOS offers conf igurat ions that meet 
different requirements for capacity and 
reliability. Resources can be adapted to 
both the network size and the number of 
users. 

Reliability and availability 
High reliability requirements can be met 
by the use of fault-tolerant computers. 
FMAS also permits dupl icat ion to geo
graphically separated centres with ex
ecutive and standby operat ion. In this 
way, operat ions support is protected 
against the effects of catastrophic fai l
ures. 

Consistent operations support environ
ment 
The TMOS concept, and the similarit ies 
between the various TMOS appl icat ion 
systems, enable the operat ing company 
to handle different types of network and 
network element in a homogenous way 
This simplifies training of staff and en
ables them to cover a wider range of 
tasks. The layered concept and the por
tability of TMOS application systems al
so enable the operating company to es
tablish a consistent hardware and 
software environment as far as network 
management systems are concerned, 
resulting in simplif ied purchasing pro
cedures and lower maintenance costs. 

User-friendly man-machine interface 
The use of modern workstat ions for the 
operator posit ions brings about a whole 
new way of working with network man
agement systems, in a manner that is 
efficient, logical and easy to learn. All 
TMOS Applicat ion Systems offer user 
interfaces based on graphics, menus 
and forms, resulting in high staff per
formance. 

Summary 
The Facility Management System FMAS 
is Ericsson's response to the new and 
rapidly changing needs of efficient op
erations support for transport networks. 
FMAS, together with Ericsson's highly 
flexible digital cross-connect systems 
and SDH network elements, provide a 
competitive state-of-the-art edge to op
erators' ability to maximize network uti
lization, and to generate revenues from 
supported leased-line services, with 
controlled quality and short lead t ime. 
Typical expanding appl icat ions to be 
supported are: communicat ion be
tween private nodes, computer- to-com
puter communicat ion, wide area net
works, and video conferences. 

FMAS is the cornerstone of Ericsson's 
new Transport Network Management 
Architecture, focusing on operat ions 
support. This architecture creates new 
facilities for totally integrated, cost-ef
fective operations support based on the 
fol lowing elements: 
- Firstly, FMAS offers a total network 

management approach through its 
ability to support new and exist ing 

transport network products, in coop
eration with o therTMOS orotherven-
dors' operations support systems 

- Secondly, the new network elements 
- the digital cross-connect systems 
and SDH systems (Add-Drop Multi
plexers, etc) - can be effectively con
trolled by FMAS via a data communi
cations network, and via Embedded 
Control Channels (ECC) located with
in the SDH transport network 

- Thirdly, the Transport Network Man
agement Architecture is uniquely 
supported by the openness of the 
TMOS/FMAS system concept; FMAS 
meets the current development of 
TMN standards and interfaces. It is 
built on a comput ing platform (CAP) 
on which functions/features can be 
developed, by Ericsson or by network 
operators, al lowing the system to be 
adapted to present and future re
quirements. 
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