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ATM Traffic Management at the 
Initial Deployment of B-ISDN 

Krister Sallberg and Bengt Stavenow 

The pace at which the asynchronous transfer mode (ATM) will be introduced into the 
telecommunication environment depends primarily on the revenue of the B-ISDN ser
vices that require ATM as a transfer mode. A thorough understanding of how to use 
ATM and how to exploit its inherent capabilities will therefore be of vital importance. 
This brings into focus the principles of allocation and management of the resources 
utilised by the traffic in the ATM network. 
The authors provide a basic understanding of ATM traffic management issues, focus
ing on the traffic management functions that are standardised today in order to meet 
the requirements specified for initial field trials and the first generation of commercial 
ATM products. 

Fig. 1 
In the initial deployment of B-ISDN, a variety of 
services - such as voice, circuit emulation, video 
and datacommunication - will be supported in a 
single network. These services fall into three cat
egories, with respect to traffic management prin
ciples: 

1 Constant bit rate (CBR) services - like voice and cir
cuit emulation (CE) 

2 Variable bit rate (VBR) services with real-time require
ments - tike video using VBR codecs (in this context, 
real-time requirements mean that retransmission of 
lost Information is not appropriate) 

3 Variable bit rate (VBR) services without real-time 
requirements - like data communication 

When B-ISDN is introduced, designers will 
face a variety of new challenges: networks 
supporting B-ISDN will go through sever
al evolutionary steps. This evolution will 
start when a number of information-trans
fer techniques coexist and when interwork-
ing with other networks is essential. The 
various networks will then evolve through 
different phases, aiming at a final, prob
ably hypothetical phase - a fully integrat
ed network based on the asynchronous 
transfer mode (ATM), the target B-ISDN 
network. This latter network should be 
capable of carrying different types of traf

fic with different characteristics so that the 
individual requirements for each service 
and traffic type will be fulfilled. 

Basically, ATM is a packet-oriented 
switching and multiplexing technique. It is 
designed to facilitate equipment design in 
microelectronics and to take advantage of 
the improved transmission capacity and 
quality offered by fibre optics. As an infor
mation transfer mode, the principal advan
tages of ATM are its simplicity and inher
ent flexibility in providing any requested 
bandwidth. ATM traffic management 
issues have many facets and must be 
carefully considered for the stipulated 
objectives to be met. 

The ATM multiplexing scheme uses a label 
(virtual circuit identifier/virtual path identi
fier - VCI/VPI) within each cell to indicate 
with which connection the cell should be 
associated. Such a scheme may adopt any 
resource allocation policy, since resourc
es utilised during the data phase (band
width and buffers) are allocated virtually, 
unlike the synchronous transfer mode 
(STM) technique, in which a specific num
ber of positions or time slots within a frame 
directly correspond to a certain amount of 
dedicated bandwidth. The bandwidth is 
thus virtually allocated within a common 
resource, and a given level of quality of 
service (QOS) is guaranteed only in a pro
babilistic sense. In terms of a QOS level, 
the performance of the ATM network is 
specified by, for example, the cell loss 
probability, the cell transfer delay and/or 
the cell delay variation. 

Due to the virtual allocation of bandwidth, 
a network based on ATM switching and 
multiplexing will behave as if it employed 
statistical multiplexing, which means that 
if no particular measures are taken, the 
ATM cells will always meet variable delays 
and the risk of being discarded in case of 
buffer overflow. Note that this is valid for 
any type of bandwidth allocation policy, 
including allocation according to the peak 
bandwidth demand. Studies1112 show that 
a peak bandwidth allocation policy does 
not necessarily simplify the traffic control 
functions. Queuing theory is still needed to 
estimate the maximum load a single link 
could sustain, given certain QOS require
ments. 

The question of whether the savings of 
bandwidth due to the statistical gain in an 
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Box A 
In the ATM network, the preventive traffic man
agement scheme guarantees a certain QOS lev
el during the data transfer phase. This is done by 
blocking new connection requests that would 
interfere too much with the established connec
tions. To be able to fully meet this objective, the 
blocking mechanism has to be complemented 
with a flow-enforcement function, which the net
work uses to supervise the established 
connections' data flow. It is sometimes called the 
police function, the usage parameter control 
(UPC) function or network parameter control 
(NPC) function. It is needed at the interfaces 
where the ATM network is offered a data flow from 
another party, i.e. from a user or another network. 
The function is essential since it limits the charac
teristics of the connection data flow. This ensures 
that the connection is used in accordance with 
what was agreed during the connection set-up 
phase between the user of the connection and the 
network providing the connection. Other connec
tions are protected from too much interference 
caused by the supervised connection. A comple
mentary function, flow shaping'3, may be used by 
a sending party to assure that the data flow char
acteristics are in accordance with the agreed con
nection characteristics. The two functions are 
jointly called flow conditioning functions8. 

Fig. 2 
Depending on the service being considered, the 
ATM traffic management functions may be real
ised within a broadband switching system, i.e. a 
network element (NE), or within an operations 
system (OS). For on-demand switched services, 
most of the functions will reside within the NE, 
while the tasks of controlling and maintaining 
the switching resources in the case of a cross-
connect ATM service are regarded as functions 
mapped on the OS 
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ATM network are significant or not is fre
quently debated when the ATM and STM 
technologies are compared. Note, how
ever, that there are other arguments, such 
as bandwidth flexibility, that might be even 
more decisive. 

The functions that realise a certain traffic 
management scheme fall into three cate
gories of control functions, depending on 
the different time scales at which the 
events associated with the functions 
occur: 
- network planning, including functions 

performed to allocate and re-allocate 
network resources and to configure the 
networks on a long-term basis 

- call and connection control, including 
functions performed when a request for 
a connection between two or more users 
is granted or is blocked due to lack of 
available resources 

- data transfer phase, including functions 
performed to control the load in the net
work by managing the flows of ATM 
cells. 

It is generally believed that there is no sin
gle effective traffic management scheme 
for all types of service. At least two con
cepts are needed - one for services with 
and another for services without real-time 
requirements. Three service categories 
will be considered to exemplify this in the 
following discussions, Fig. 1. 

A traffic management scheme for the first 
two service categories may be based on a 
preventive concept148. Such a scheme is 
similar to the blocking mechanism in a cir
cuit-switched network, but with the addi
tional capability to handle connections of 
a more complex character. 

The main objectives of the first generations 
of ATM switches and networks are to show 
that the ATM technology is feasible and to 
provide an environment in which a better 
understanding of the ATM issues could be 
achieved in order to facilitate the develop
ment of enhanced control functionality. So 
far, cost-efficiency is of secondary interest. 
Within international standardisation bod
ies, these circumstances have been 
noticeable in terms of a primary focus on 
standard agreements supporting peak 
bandwidth allocation only within a preven
tive traffic management scheme1617, while 
alternative schemes for efficient support of 
data communication services are still 
under discussion. The development strat
egy for the Ericsson broadband products, 
e.g. the TMOS system and the ATM Pipe 
switch with its associated control and man
agement software, is influenced by this sit
uation. This article will thus concentrate on 
the type of traffic management functions 
required for the initial field trials and imple
mented in the first generations of 
Ericsson's broadband products. A com
plete and consistent framework for ATM 
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Fig. 3 
Stratification as defined by the stratified refer
ence model (SRM) and applied to a B-ISDN net
work. The SRM focuses mainly on the three low
er levels of the OSI, the main distinction being 
that the OSI physical layer is redefined as an 
infrastructure layer, now with a much "richer" 
structure such that it may include service data 
structures other than bits. The infrastructure 
itself may be defined as a new stratum, compris
ing a network layer and a link layer, and a new 
infrastructure level, making possible the princi
ple of recursion 

traffic management will in addition include 
more sophisticated functionality in order to 
provide more efficient support for different 
traffic types, such as data traffic. 

Network planning 

A fully developed target B-ISDN will be a 
very complex network with a number of 
overlaid networks, and the need for con
ceptual descriptive tools to keep the com
plexity within manageable levels is stead
ily increasing. An example of such a 
conceptual model is the stratified refer
ence model (SRM)1. It generalises the OSI 
reference model to cope with many over
laid networks. 

classes. If the number of classes becomes 
too high, prediction of the traffic volume 
offered to the individual classes will be 
uncertain. 

Service quality classes can be realised by 
resource separation and/or priorities. 

Resource separation is basically achieved 
by allocating VPC and VCC connections 
with different service requirements to dif
ferent physical links, which in the case of 
an ATM network correspond to SDH or 
SONET channels. It is also possible to 
extend the resource separation principle 
by using the virtual path concept. In this 
case, multiplexing must be performed at 
the ATMVC stratum in dedicated resourc
es to ensure the service quality for the 
VCCs within a VPC connection. The 
advantage of this is that a large number of 
logical networks can be supported. How
ever, the concept has strong implications 
for the hardware design of an ATM switch. 

Another way to introduce several service 
quality classes is through priority 
schemes. A priority scheme has an effect 
on two of the quality of service parameters: 
loss of cells and delay of cells. This is 
described in more detail in the following. 
By combining priorities and resource sep
aration, it is possible to effectively provide 
an appropriate number of service quality 
classes. 

In a B-ISDN context, the lower part is a 
transmission stratum network, for which 
SDH or SONET are the expected technol
ogies. The partitioning of the address field 
in the ATM header into a VPI and a VCI 
part makes it possible to introduce two 
ATM strata. The ATMVP stratum network 
serves as an infrastructure for a number of 
ATMVC stratum networks. Grouping many 
virtual circuit connections (VCC) into one 
single virtual path connection (VPC) sig
nificantly reduces the processing load 
related to VCC establishment. Finally, in 
the B-ISDN network, the ATMVC stratum 
network serves as an infrastructure for a 
number of application networks. 

In the B-ISDN network, higher layer ser
vices will have very different service 
requirements. The large span in service 
requirements has made it clear that - in 
order to achieve a cost-effective solution 
- the ATM network should be able to sup
port a limited number of service quality 

Considering the three service categories 
introduced above, one network planning 
approach is to employ resource separation 
and offer a virtual network for each of the 
three categories. One virtual network 
would carry CBR traffic, one VBR traffic 
with real-time requirements, and one data 
communication traffic without real-time 
requirements. Separation between CBR 
traffic and VBR traffic with real-time 
requirements is needed to have maximum 
statistical multiplexing gain for VBR traffic 
with real-time requirements. Another 
approach is to offer only two resource-sep
arated virtual networks, one for CBR and 
data communication traffic, and one for 
VBR traffic with real-time requirements. 
CBR and data traffic are differentiated by 
the use of delay priorities and loss prior
ities. The last-mentioned approach 
enables the network to allow relatively 
more data excess traffic. Furthermore, 
with only two virtual networks the problem 
of estimating the traffic volumes will be 
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somewhat less critical, making the dimen
sioning of the networks more robust. 

Network dimensioning 
When several quality of service (QOS) 
classes are offered through resource sep
aration, it becomes necessary to partition 
the network resources between these vir
tual sub-networks in such a way that the 
connection request blocking probability is 
sufficiently low, while the utilisation of the 
individual sub-networks is as high as pos
sible. Two options achieve this objective: 
accurate estimation of offered traffic, and 
a dynamic reallocation of infrastructure 
resources. 

Dimensioning of networks - circuit 
switched as well as packet switched -
based on estimation of offered traffic, is a 
well developed technical discipline. In the 
circuit-switched case, the criteria for optim
isation has been to minimise call blocking 
probabilities6, to maximise free capacity7 

or to maximise network revenue9. Very 
often a specific routing algorithm has been 
assumed. In the packet-switched case, 
minimising the average delay'0 has been 
the optimisation criteria most frequently 
used. Optimisation of network dimension
ing and of routing has often been dealt with 
separately. 

The heterogeneity of services and the 
bandwidth requirements make dimension
ing of ATM networks much more compli
cated than the dimensioning of homoge
neous circuit or packet switched networks. 
Furthermore, since ATM has similarities 
with both circuit switched and packet 
switched networks, the choice of optimisa
tion criteria is not obvious. For ATM net
works with short buffers employing a pre
ventive congestion control, the similarities 
with multi-slot circuit switched networks 
are striking, and dimensioning based on 
the ideas from this field5 is appropriate. 

Initially, the estimation of offered load may 
be imprecise and the stochastic process 
that models connection requests may be 
less predictable than today. The capabil
ity to reallocate infrastructure resources on 
a dynamic basis is therefore a stronger 
requirement for future ATM networks than 
for today's telecommunication networks. 

Network data collection 
Traffic data is collected over long periods 
of time. It is used to observe and analyse 

the trends in traffic patterns, to estimate 
the load on individual virtual networks, to 
derive routing inefficiency, etc. The traffic 
data collected may relate to the call and 
connection control time scale or to events 
that occur during the data transfer phase. 

The results obtained during the data trans
fer phase describe the actual traffic on the 
network links and in the switching nodes. 
There are two types of data measurement: 
- scheduled; made according to a sched

ule, without further interference from the 
operations system 

- special; made on request from the oper
ations system in case of unexpected traf
fic behaviour. 

The data collected at the call and connec
tion control time scale shows the charac
teristics of the traffic at a less detailed lev
el, such as request intensity, blocking 
probability, holding time, etc. In addition, 
the amount of reserved network resourc
es may be derived from these measure
ments by linking the measurements to the 
traffic descriptors for the individual con
nections. The measurements determine 
how the network resources are to be par
titioned between the individual virtual net
works. 

Call and connection control 
In the target B-ISDN, a single call may 
require a rather complex description and 
may include several connections. These 
connections are specified by widely vary
ing characterisations and may be trans
ported over different paths through the net
work. The number of users engaged in the 
call may also vary; it may be a two-party 
call or a conference call involving a large 
number of users. Examples of integrated 
call services are mixed voice and data con
nections and a flexible integration of voice 
and video connections. In order to control 
these multimedia call services, it is highly 
desirable to separate call control and con
nection control functions both in a descrip
tion and later in an implementation of the 
control entities. Examples of call and con
nection control functionalities are briefly 
discussed below. 

One type of call related functions are the 
functions associated with signalling 
between the originating and the destina
tion call control entities within the network. 
They include a decision as to whether the 
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Fig. 4 
In the case of a switched service, the user pro
vides the network with a description - at the UNI 
- of the requested ATM connection by conveying 
traffic parameter values in the signalling mes
sage. Other parameters may be negotiated on a 
subscription basis. The descriptor at this inter
face is essential, since it is the boundary 
between the two parties associated with the traf
fic contract, and since it is associated with con
formance testing and usage parameter control 

Fig. 5 
Connection admission control within a virtual 
network structured into three sequential algo
rithms. The first algorithm, which is the overall 
path search function in the network, is respon
sible for finding a succession of routes through 
the network. It is referred to as the path selection 
altorithm. The second, called the link allocation 
algorithm, should then find an appropriate link to 
carry the ATM connection between two adjacent 
nodes. The description of this algorithm is fur
ther detailed by focusing on an important sub-
function - the link admission control algorithm. 
Finally, the third algorithm should perform the 
corresponding link allocation internal to the 
switch fabric. In some cases, back-tracking 
among the algorithms is necessary to increase 
the probability of finding an acceptable path 

called subscriber(s) is (are) available to 
accept the call on the defined terms or not. 
This type of functionality is essential in the 
complex environment of B-ISDN, because 
various types of terminals with different 
capabilities will exist, and network resourc
es will be wasted if individual connections 
are established before the called subscrib
ers accept the call. This will be even more 
essential when user mobility is introduced. 
Then the functionality involved in locating 
a subscriber will be related to call control. 

Other types of call-related functions are 
associated with user-to-network signal
ling. The protocol and the procedures 
required for this type of signalling include 
information for routing the call and for 
requesting and receiving offers of network 
facilities. They also comprise functions 
that deal with charging, functions that 
request and negotiate network resources 

supporting the connections, and functions 
that specify path-integrity requirements for 
the individual connections. 

A traffic contract between the user and the 
network specifies the negotiated charac
teristics of an ATM connection at a certain 
interface, such as a UNI (user-network 
interface) or an Inter-Network NNI (net
work node interface) between two network 
operators. The contract includes the con
nection traffic descriptor and the request
ed quality of service class. The descriptor 
contains all parameters and meth
ods/algorithms needed to unambiguously 
specify an upper bound on the traffic char
acteristics of the ATM connection. This 
means that the descriptor has to include 
the negotiated traffic parameters. To be 
able to unambiguously interpret the char
acteristics of the connection, the charac
terisation method must also be known8. 
Lately, the term 'rule' or 'algorithm' has 
been used instead of characterisation 
method. 

Connection admission control 
This subsection on connection establish
ment in the ATM network is divided into 
three parts, reflecting the structuring of the 
connection admission control into three 
sequential algorithms. 

A primary issue is that the characterisation 
of the ATM traffic will show a large variety 
in terms of bandwidth requirements, arri
val processes, holding time distribution 
and quality of service requirements. This 
means that care has to be taken to find 
algorithms that are capable of providing 
acceptable blocking probabilities to all 
types of traffic. 

Path selection 
The ATM network may consist of different 
switching nodes or parts of switching 
nodes, organized into virtual networks. To 
meet the requirements of resource separ
ation, path selection within a virtual net
work is assumed to be independent of 
other virtual networks. 
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Fig. 6 
An example of an approach levelling the block
ing probabilities among different bandwidth 
demands. The resources in the trunk group are 
partitioned into dedicated resources for connec
tions demanding a larger amount of bandwidth 

The path selection function provides an 
overall path between a pair of nodes in the 
network. The path is specified in terms of 
the successive routes connecting the 
source and destination switching nodes. 
Note that the specification of the particu
lar links to be used for the ATM connec
tion, within each of the routes and in the 
switching nodes, is not provided by the 
path selection function but by the two algo
rithms 'link allocation' and 'switch internal 
path search'. 

Path selection in an ATM network resem
bles the corresponding function in a tradi
tional circuit switched network. This means 
that most of the path selection principles 
applicable to circuit switched networks, 
such as alternate routing, are applicable to 
the ATM case too. 

In the case of an ATM network, configured 
into virtual networks, path selection is 
assumed to be independent for each vir
tual network in order to meet the require
ments of resource separation. 

Traffic variations in B-ISDN are supposed 
to be less predictable than in circuit 
switched networks. Good performance in 
case of high load is therefore important, 
which may be obtained by a very limited 
number of alternative paths. In the near 
term, the rules for ordering the (small) 
sequence of alternative paths can prob
ably be based on some of the principles 
worked out for circuit switched networks: 
for example, taking the least loaded path 
as the alternative path, or assigning all 
alternative paths a probability and try one 
path by random if the direct path is blocked. 
The probabilities chosen are such that the 
expected network throughput is maxi
mised. In a longer term it is likely that new 
principles will be developed, particularly 
suited for ATM networks. 

Link allocation 
The main purpose of the algorithm link allo
cation within a route is to level - among 
the different bandwidth demands - the 
blocking probabilities at connection set-up 
and to obtain reasonable utilisation of the 
resources. However, the objective is not 
necessarily to obtain full fairness among 
different bandwidth demands, but rather to 
keep each bandwidth blocking probability 
below a specified limit and maintain as high 
utilisation as possible. One way of level
ling the blocking probabilities is that of par
titioning the route into resourced dedicat
ed to larger bandwidths, and shared 
resources that may be used by all types of 
bandwidth demands, Fig. 6. 

Since an ATM network consists of two stra
ta, the ATMVP and ATMVC strata, routes 
need to be defined for each stratum. 

- If a virtual path connection (VPC) is 
established, an appropriate link within a 
VP route should be searched for and 
allocated. 

- If a virtual channel connection (VCC) is 
established, an appropriate virtual path 
within a VC route should be searched for 
and allocated. 

When establishing a virtual channel con
nection, the virtual path connections 
allocated in the VC route are normally 
semi-permanent, i.e. the allocated band
width in the VC route will not be renego
tiated due to the establishment of a new 
VC connection. However, it should be pos
sible for (at least) the operations system to 
establish connections at several strata in 
relation to the same request. 

Rearranging (or reconfiguring) estab
lished connections will obviously increase 
the utilisation within a route. However, a 
reconfiguration function will introduce 
delays, and it will be complicated to imple
ment it in a broadband environment if cells 
belonging to a connection should always 
be in sequence. 

Link admission control 
The link admission control sub-function is 
part of the link allocation function, within a 
VP or a VC route. It determines whether a 
new connection with certain characteris
tics may be admitted on a specified link or 
not. It admits the requested connection 
only if the established connections' qual-
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BoxB 
For VBR connections with real-time requirements, 
an admission control algorithm based on the peak 
cell rate and a mean cell rate is desirable, and 
approximations are needed in order to fulfil the 
requirements for connection set-up time. In many 
cases it is possible to neglect the cell scale and 
only take the burst-scale variations into account. 
This is valid for a traffic mix with VBR traffic, which 
results in variations at the burst scale much larg
er than the variations at the cell scale. Often, it will 
also be possible to neglect buffering at the burst 
scale. If the burst duration is in the order of tens 
of ms, this approximation has proved to be accu
rate. It is also a reasonable approximation since 
the results will always overestimate the real cell 
loss ratio. 

On these assumptions, the admission control 
algorithm is based on a multi-server system with
out queue, which approximates the cell loss ratio 
of an ATM multiplexer. The model is as follows: 

Firstly, each connection is approximated by an 
on/off source. Secondly, the heterogeneous on/off 
sources are approximated by an equal number of 
homogenous on/off sources with a certain peak 
bandwidth, p, and mean bandwidth, m, by match
ing the first two moments of the arrival rate.This 
matching is expressed by the two equations 

ity of service requirements will still be met. 
The decision must be based on the char
acteristics of all established VPCs and 
VCCs on the particular link, and on the 
requested connection's characteristics. 
The characteristics are captured in the 
connection traffic descriptor. The connec
tion traffic descriptor must be interpretable 
by the user as well as by the network pro
vider. The parameters and the character
isation method used to interpret them have 
to be standardised8. 

The parameters in the traffic contract may 
be explicitly specified by signalling or impli
citly specified on a subscription basis. 
There are two requirements: they must be 
enforceable by the flow enforcement meth
od, and they must be related to an admis
sion control algorithm calculating the 
resulting network performance level if the 
requested connection is admitted (which 

where N is equal to the number of sources and 
a=m/p (i.e. the fraction of time a source is on). 

Let X denote the number of "sources" that are in 
the 'on' state at an arbitrary instant. X is then bino-
mially distributed, 

The maximum number of sources that may be in 
the 'on' state at the same time without causing 
congestion is n, which is equal to the integer part 
of Pou/p, where pM is the payload of the ATM car
rier and p is the peak bandwidth of the equivalent 
on/off sources. This means that cell losses occur 
only when the number of sources being in the 'on' 
state exceeds n. 

In traditional loss systems, the Engset formula will 
give the blocking probability. However, since this 
is an approximation of the cell loss ratio, the fol
lowing formula is used instead, 

means that the parameters must corre
spond to those of a performance analysis 
model). If the three parameters supervised 
in a flow enforcement method are used, it 
is also believed that an efficient criterion 
for admission may be derived. This criter
ion would be based on an approximative 
analytical model related to the burst time 
scale3'4. An example of this approach is 
presented below. The admission control 
algorithm is based on the first two param
eters - peak and mean bandwidth15. 

In the following, an admission control algo
rithm is suggested for each of the three 
service categories described earlier. How
ever, it should be emphasised that the sug
gestions are to be considered as exam
ples. 

CBR connections are characterised by a 
single traffic parameter, the peak cell rate. 
From a queuing behaviour viewpoint, the 
switch buffers in an ATM network carrying 
only CBR traffic may be modelled by a 
queue, with a constant service time, 
receiving cells according to a Poisson pro
cess. The results from such a queuing 
model will be the upper bounds on the real 
behaviour. Calculations show that buffers 
ranging in size from 50 to 100 cells can be 
loaded to around 85 percent without prob
lems. A new connection request can there
fore be admitted if the sum of the peak cell 
rates for this new connection and those for 
connections already established on the 
link does not exceed 0.85 times the link 
rate. 

For data communication without real time 
requirements, a new connection can be 
admitted if the sum of the sustainable cell 
rates for this new connection and those for 
connections established on the link, does 
not exceed 0.85 times the link rate. The 
amount of unused capacity can then be 
used for excess traffic. 

VBR connections with real-time require
ments demand the most complicated link 
admission control procedure. 

Switch internal path search 
The objective of the path search algorithm 
is to search for free path/link capacity 
through the switch. The specific algorithms 
depend on the internal topology of the 
switch. Today it is normally a requirement 
to make the switches strictly non-blocking. 
The major reason for this is the need to 
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The term p(i-n) is the rate at which cells are lost 
in state /. and the numerator therefore expresses 
the rate at which cells are lost. The denominator 
is the offered traffic rate. 

Finally, the requested connection will be admitted 
if the predicted cell loss rate is below the required 
QOS level. 
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Fig. 7 
Loss priorities implemented by partial buffer 
sharing, and delay priorities implemented by the 
head of the line polling algorithm 

T Threshold 

simplify the connection admission control 
process, which is already quite complex 
for ATM networks. Several switch topolo
gies are non-blocking under certain condi
tions2, but a significant increase in utilisa
tion can be achieved by employing an 
efficient path search algorithm and allow
ing a small blocking probability. This is due 
to the fact that significant expansion of the 
switch fabric and/or speed-up of the inter
nal links is required to obtain a strictly non-
blocking condition in an ATM system with 
heterogeneous traffic. 

The B-ISDN service requirements will 
make the analysis much more complex 
compared with traditional POTS. It is 
therefore important that the network and 
the switch fabrics should be designed so 
that the traffic management functionality 
could be fine-tuned when a better under
standing of the traffic behaviour is 
achieved. 

Data transfer phase 
The objective of the traffic management 
functions performed during the data trans
fer phase is primarily to control the load in 
the ATM network. The load is controlled by 
managing the flows of ATM cells over the 
ATM-based UNIs (and inter-network 
NNIs). 

Priorities and buffer management 
One way to offer several quality of service 
classes is that of assigning priorities with 
respect to loss of cells and delay of cells. 
The CLP bit in the ATM header makes two 
priorities possible for loss priorities within 
each ATM connection. Initially, it may only 
be applied to data communication and, 
possibly, two-layer video codecs using the 
CLP bit as a layer identifier. The number 
of implicit priorities, i.e. priorities between 
connections, is not limited - theoretically. 
A cost-effective way to implement loss pri
orities is through the partial buffer sharing 
mechanism, Fig. 7. 

Delay priorities are only assigned on a per-
connection basis. The head of the line pol
ling algorithm, Fig. 7, is a simple and well-
known buffer management algorithm, 
capable of implementing any number of 
delay priorities. By introducing two delay 
priorities it is possible to run CBR traffic 
and data communication traffic in the same 
virtual network and still maintain minimal 
cell-delay variation for CBR traffic. This is 

achieved by assigning high priority to CBR 
connections and low priority to data com
munication connections. 

Accurate estimation of the quality of ser
vice for the admission control is essential. 
In the case of delay priorities, this estima
tion is difficult for all priorities but the high
est one. Implementation of more than two 
delay priority levels is therefore not recom
mended. For loss priorities based on the 
partial buffer sharing mechanism, quality 
of service estimation is not really more 
complicated for the lower priorities and the 
number of priority levels is not so critical. 

Flow conditioning 
The prime objective of flow conditioning is 
to ensure that the data flow into the ATM 
network is in accordance with the charac
teristics of the individual connection. The 
flow conditioning concept8 is to some 
extent similar to the flow control concept, 
but the sending and receiving entities work 
autonomously. The flow conditioning con
cept concerns two types of functions - one 
supervising an individual connection at a 
receiving entity and another smoothing a 
data flow of a connection at the corre
sponding peer sending entity. The func
tions are called flow enforcement and flow 
shaping, respectively. 

In order to protect other connections from 
those not used in accordance with the traf
fic contracts during the connection set-up 
phase, a flow-enforcement function must 
be introduced at each location where the 
ATM protocol layer offers its service to a 
higher protocol layer, or where an ATM 
protocol entity is offered a data flow from 
a peer entity associated with another par
ty, i.e. from an end-user or from another 
network. At these locations, the flow-
enforcement function is mandatory and it 
must enforce each ATM connection in 
order to be able to identify and take action 
against the connection that is not used in 
accordance with the traffic contract. 

Accounting for quality of service require
ments, the network provider will base the 
admission control decision on the param
eters that specify the requested connec
tion and on an explicit characterisation 
method. It is therefore essential that the 
characterisation method correspond to the 
flow-enforcement method being applied to 
bound the characteristics of the data flow 
on an ATM connection8. This ensures that 
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Fig. 8 
A user or sending party has applied a flow-shap
ing function to assure that the characteristics of 
the data flow are in accordance with the traffic 
contract. The function, which is optional for the 
user, is illustrated by a queue. The flow-shaping 
function emulates the flow-enforcement method, 
which means that it reads out cells at the limit of 
the agreed characteristics as long as the queue 
is not empty. In addition to the adaptation of the 
traffic characteristics, the user may achieve bet
ter utilisation of the allocated bandwidth by 
applying a flow-shaping method. 
The flow-enforcement function is illustrated at 
the network side of the network edge. This func
tion will discard excessive cells, or possibly 
mark them as low-priority cells, by setting the 
CLP bit equal to 1. In case of congestion at a cer
tain point within the network, the low-priority 
cells are the first to be discarded. After flow 
enforcement, the characteristics of a connection 
are limited to the agreed characteristics 

the connection is used in accordance with 
what was agreed between the two parties 
during the connection set-up phase.Fig. 8 
shows the principle. 

Congestion control 
Congestion control is the principle adopt
ed by a network to protect its resources 
from too heavy load situations. In a pack
et oriented network, the objective of the 
congestion control algorithm is, tradition
ally, to protect the network buffers from 

overflowing. In ATM networks, however, 
congestion is defined as the state of a net
work element in which a predefined net
work performance and quality of service 
objective cannot be achieved. 

For CBR and VBR traffic with real-time 
requirements, congestion must be avoid
ed, since the ability to reduce the data rate 
is limited. Therefore, traffic management 
for these services is mainly of the preven
tive type, comprising connection admis
sion control and flow conditioning as 
described above. 

BoxC 
Fig. C illustrates an example of a typical flow-
enforcement function - usage parameter control 
(UPC) at the UNI and network parameter control 
(NPC) at the NNI - using two Leaky Buckets to 
enforce the peak cell rate, the sustainable cell rate 
and the burst duration. The flow-enforcement 
function has to take the cell-delay variation (CDV) 
tolerance at the network edge (UNI or Inter-Net
work NNI) into account to determine the parame
ter setting of the UPC/NPC. The CDV tolerance, 
at the network edge, is the upper bound on the 
"clumping" of consecutive cells due to variable 
cell-transfer delay. This is normally taken into 
account by increasing the threshold of each Leaky 
Bucket with the CDV tolerance. 

Fig.C 
Flow enforcement using two L . . V Buckets 

In the figure, the first Leaky Bucket checks the 
peak cell rate (PCR) of the arriving cells, which is 
the aggregated stream of high-priority and low-pri
ority cells of the ATM connection. (The high and 
low priority cell flow refers to the sub cell flows of 
an ATM connection that is associated with cells 
explicitly marked with a high or low cell loss prior
ity, i.e. the CLP bit in the ATM cell header.) The 
threshold is set according to the CDV tolerance. 
The second Leaky Bucket enforces the sustain
able cell rate (SCR) of the high priority cell flow 
only. The threshold is set to allow for the negotiat
ed burst duration and the CDV tolerance. 

For data communication services without 
real-time requirements, it is possible to 
reduce the data rate in case of congestion 
or, ideally, before congestion occurs. This 
type of traffic is intrinsically unpredictable 
and demands a more flexible congestion 
control concept, allowing more dynamic 
sharing of bandwidth. One example of 
such a concept is the congestion control 
concept used for frame relaying. A 
concept, similar to that of frame relaying, 
has lately achieved an increasing support 
in the ATM community. 

Finally, a set of reactive congestion con
trol functions are needed in case of unex
pected and severe congestion. Each net
work element will perform measurements 
to derive a measure of congestion of its 
resources. By a thresholding strategy, 
messages and alarms will be sent to the 
operations system when the congestion 
thresholds are exceeded. If congestion is 
modest, it may be significantly reduced by 
selectively discarding cells from a small set 
of connections, thus minimising the need 
for retransmission. If congestion is severe, 
the operations system will release a suffi
cient number of connections. These 
actions are introduced to protect the net
work in case of malfunction. 

Performance monitoring 
The purpose of performance monitoring is 
to evaluate network performance and the 
behaviour of the network elements (i.e. 
switching nodes). VP and VC connections 
can be monitored either on segments of 

ERICSSON REVIEW No. 4, 1994 



159 

the connection or end-to-end. This is done 
by insertion of F4 (F5) OAM cells into the 
data flow of the monitored VP (VC) con
nection. The set of user information cells 
between two adjacent OAM cells is called 
a cell block. The OAM cells enable, for 
instance, measurement of errored blocks 
and lost or misinserted user information 
cells. By introducing time stamping in the 
OAM cells, the cell transfer delay can also 
be measured. 

In addition to the performance monitoring 
procedures specified by standards, ven
dor-specific performance monitoring of, for 
instance, the switch hardware is needed. 

Conclusions 
Faced with ever-increasing competition, 
network providers must make sure that 

their investments are cost-effective. A 
thorough understanding of the ATM traffic 
management issues is therefore of vital 
importance, since the revenue of ATM, as 
a transfer mode, is a trade-off between fac
tors such as: the cost of broadband equip
ment, the utilisation of network resources 
and the quality of service provided. The 
first generations of Ericsson's broadband 
products are provided with the standar
dised ATM traffic management functions 
in order to meet requirements specified for 
initial field trials. Care has been taken to 
ensure that the products are extendable to 
include a complete and consistent frame
work for ATM traffic management as well. 
Such a framework will include more 
sophisticated functionality in order to pro
vide more efficient support for a wider 
spectrum of traffic types, such as data 
communications. 
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Re-defining Management Systems -
The TMOS Architecture Evolution 

Mikael Edholm 

Most of the world's telecommunications networks are characterised by tight coupling 
of specific services to specific network resources. Multiple-resource and service over
lays have been created over the past decades. Each overlay typically has its own 
management subsystem and the corresponding organisational structure, with its own 
set of dedicated resources. As proprietary in-house developed (legacy) systems pro
liferate, duplication of management tasks is frequently occurring. Interoperability is 
poor, due to proprietary network element and management implementations. The cur
rent telecom management environment is replete with independent, resource-con
suming partial solutions, which are often inefficient, complex and expensive in admin
istration. 
The author describes the evolution of the Ericsson Hewlett-Packard Telecommunica
tions TMOS management system into an open, distributed platform for applications 
development. As a replacement system it offers a solution to the challenges associat
ed with legacy systems. 

Traditional network management practic
es span a wide array of processes, proce
dures and tools. Most management func
tionality is predicated on a "master-slave" 
relationship between the operations 
system and the various network elements. 
This relationship contributes to operating 
inefficiency in a number of ways. Data 
sharing is awkward, since network ele
ments and management systems have 
been designed independently. Each 

equipment supplier has a unique set of 
configuration, fault and performance man
agement requirements. This means that 
traditional management systems charac
terise network elements on an individual 
basis, which drastically increases com
plexity and development time when new 
technologies or services are to be 
deployed. 

In addition, traditional network manage
ment systems are generally designed to 
optimise individual telecom operators' 
internal processes. The traditional man
agement system thus reflects a particular 
organisation's or working party's approach 
to a particular technology at a particular 
point in time. Little or no attention is paid 
to internetworking, and this inevitably 
results in frequent data duplication. Data 
synchronisation becomes a major prob
lem. Legacy system proliferation makes it 
increasingly difficult for operators to evolve 
services, technologies and management 
processes in a cost-effective and timely 
manner. 

This situation, although problematic, can 
be remedied. State-of-the-art manage
ment systems can overcome existing 

Fig.1 
Telecommunications Management and Opera
tions Support 
Ericsson Hewlett-Packard Telecommunications 
provides advanced network management solu
tions by combining telecom technologies with 
industry standards and open systems computing 
know-how 
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structural inefficiency. The Ericsson Hew
lett-Packard Telecommunications AB's 
(EHPT) Telecommunications manage
ment and operations support (TMOS) 
system architecture adheres to a philos
ophy that can aid in the necessary restruc
turing process. Drawing on the contribu
tions of its parent companies, EHPT 
provides advanced management solu
tions by combining telecom technologies 
with industry standards and open systems 
know-how. 

Two previous generations of 
TMOS 
The first architectural definition of TMOS 
was published in 1990. The purpose was 
to give a common view of how a family of 
applications could be developed to cover 
the many aspects of pre-TMN telecommu
nications network management. On the 
basis of experience gained from previous
ly developed network management prod
ucts at Ericsson, the original TMOS archi
tecture consisted of three parts: 
- applications and user interfaces 
- models of network resources 
- external access to the network. 

These parts soon became known as the 
XMAS applications, the telecommunica
tions applications platform (TAP) and the 
common applications platform (CAP), 
respectively. Four key products based on 
this architecture were launched in 1990: 
the Ericsson network management 
system (NMAS) for the switched network, 
the cellular management system (CMAS) 
for mobile telephony, the facility manage
ment system (FMAS) for transport 
systems, and the service management 
system (SMAS) for intelligent networks. 
Due to the lack of management standar
disation at the international organisation 

level, this original TMOS architecture 
included few standardised components. 

Through extensive involvement in interna
tional standardisation efforts, Ericsson 
monitored and contributed to several sig
nificant developments during the first 
years of this decade. As standards 
reached maturity, they were gradually 
incorporated into the TMOS architecture. 

In 1992, the second generation of the 
TMOS architecture was introduced. This 
revised architecture, which incorporated 
several mature as well as emerging stan
dards, provided the first clear migration 
path from the pre-TMN era into the com
ing age of TMN-conformant telecommuni
cations networks. 

The 1992 TMOS concept marked the first 
steps towards an open and modular archi
tecture, enabling scalability. The TMOS 
platform integrated the CAP and TAP com
ponents and added several improvements 
for application developers: 

- an external access handler framework to 
support connection of legacy systems 
from multiple vendors, as well as from 
TMN system vendors, who use standar
dised open management interfaces 

- an information model handlerframework 
enabing the use of object-oriented appli
cations that monitor and control network 
resources through managed objects 

- an enhanced user interface and 
applications framework to support 
graphical workstations as well as tradi
tional character-oriented terminals. 

This stage-two architecture provided a 
stable development environment for appli
cation developers around the world, which 
led to a rapidly expanded TMOS applica-

Rg.2 
TMOS 1988-1991 
The first architectural definition of TMOS was 
published in 1990. It consisted of a common 
applications platform (CAP), a telecommunica
tions application platform (TAP) and four major 
applications 
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Fig. 3 
TMOS 1991 -1994 
The second generation of TMOS provided a clear 
migration path from the pre-TMN era into the 
coming age of TMN-conformant telecommunica
tions networks 

tion product family. By early 1994, more 
than one hundred TMOS applications had 
been deployed in over 30 countries around 
the world. 

A new philosophy for telecom 
management systems 
The currently evolving needs of telecom
munications network operators require fur
ther integration of open systems technol
ogies into the existing network 
management systems. The integration of 
distributed access - not only centralised 
operations support - has become increas
ingly important. These needs and other 
developments have led to the third gener
ation of the TMOS architecture, which fur
ther enhances the TMOS concept. Key 
guiding principles for this new architectu
ral approach are openness, modularity 
and scalability. 

Openness 
The TMOS system remains open, in the 
sense that it uses and provides stable 
interfaces at multiple levels. The interfac
es chosen conform to international or 
industry standards, when such standards 
are available, and incorporate additional 
enhancements if standards are lagging. 
The standards approach enables TMOS 
applications to be executed on multiple 
hardware platforms, using various operat
ing systems. Underlying general-purpose 
services also include database-manage
ment software and communications facil
ities. This openness allows TMOS custom
isation at multiple levels, from system 
application programming interfaces (APIs) 
and protocols to individual control param
eter settings at the application program 
level. 

Object-oriented technology is used for 
specification, design and implementation. 
The TMOS development environment 

supports definitions of "managed objects" 
representing telecommunication resourc
es. Object-oriented languages are also 
used in the design and implementation 
phases. This facilitates definition of reus
able components, or building blocks, in the 
design of new TMOS applications. 

Modularity 
The new TMOS architecture has been 
designed in a highly modular way to pro
vide a wide variety of applications, serving 
a broad range of end-user needs. Applica
tion modules can be freely mixed and 
matched, since stable interfaces allow dif
ferent versions of applications to cooper
ate, irrespective of the basic platform ver
sion. 

Scalability 
The TMOS software has been designed to 
allow for great flexibility as regards avail
ability and in the number of users, applica
tions and network nodes. End users may 
start with a suitable entry level configura
tion and successively grow into full-scale 
deployment of the TMOS concept. 

The key guiding principles for the TMOS 
architecture are complemented by two 
additional essentials: distribution and inte
gration. 

A telecommunications management net
work may logically be viewed as a single 
management system. However, it is desir
able to realise the management function
ality in combinations of multiple manage
ment nodes to reduce system vulnerability. 
The TMOS system architecture thus pro
vides a fully distributed system, in terms of 
functionality as well as in geographical 
terms. Distribution mechanisms enable 
TMOS nodes to be dedicated for a set of 
specific operational tasks, allowing man
agement applications to be spread across 
multiple physical locations. Common 
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Fig. 4 
TMOS functional view 
The TMOS functional architecture accommo
dates TMN functional blocks and protocol stacks 

examples of distributed management 
system locations include regional opera
tions and maintenance centres (OMCs) 
and national network management cen
tres (NMCs). 

An open, distributed 
architecture 
The third generation TMOS architecture 
can be characterised by four main aspects: 
the functional view, the implementation 
view, the physical view and the information 
view. 

The guiding principles described 
previously are essential parts of each of 
these aspects. Necessary enhancements 
include improved facilities for integrated 
management, as well as new support for 
distribution of management functions. 

Frameworks and tools for development of 
TMOS applications acting as TMN 
managers and agents are introduced. 
Enhanced tools and components for 

efficient development of user interface 
parts are also included. 

These features extend the capabilities of 
a TMOS system to manage TMN-
conformant network elements, and 
provide standardised Q3 interfaces 
between functional modules. Since TMN-
conformant network elements will remain 
in the minority in the immediate future, the 
architecture also includes a number of new 
functions for management of legacy 
systems and provides a smooth migration 
path to the coming TMN environment. 

Functional view 
The TMOS functional view is fully consis
tent with the 1992 TMN specification. It 
supports a layered operations system 
(OS) structure, as described in TMN, and 
comprises a set of functional blocks and 
reference points. The functional blocks 
included are: 
- operations systems function (OSF) 
- mediation functions (MF) 
- Q-adapter functions (QAF) 
- workstation function (WSF). 
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Fig. 5 
TMOS physical view 
The physical configuration of a TMOS system 
can vary substantially since the system is 
designed to be fully scalable. The picture shows 
a typical entry-level configuration 

Physical view 
The TMOS system can be configured in 
many different ways depending on usage. 
In one dimension, systems can be scaled 
from very small computers up to large clus
ters of servers and workstations. In 
another dimension it is possible to select 
functions to compose optimised solutions 
for end users. As described above, the key 
functional blocks are called Q-adapters, 
mediation devices and operations 
systems depending on the functional com
position. The physical configuration can 
thus be varied substantially, reflecting indi
vidual user needs. 

Information view 
A typical telecom network is composed of 
numerous network elements (NEs) of dif
ferent types, and a vast amount of man
agement information is therefore needed 
to monitor and control this network. A very 
important aspect of the TMOS architecture 
is the structuring of management informa
tion into independent subsets. These sub
sets enable distributed development and 
maintenance of a modular management 
system. 

TMOS makes extensive use of information 
models defined in terms of managed 
objects. Different models, as specified by 
ITU-T, are used at different layers, and 

conversion functions are implemented to 
provide mapping between these layers. 
The objects represent conceptual views of 
the resources to be managed. A manage
ment information base (MIB) is the con
ceptual repository of management infor
mation. In a distributed system, multiple 
MIBs are implemented - each controlled 
by a management agent. The manage
ment agents conform to ITU-T's common 
management information system's (CMIS) 
protocol specification. 

Implementation view 
The'cbnnections between the functional 
building blocks of the TMOS system are 
implemented through different communi
cation mechanisms that allow indepen
dence of location. A directory service is 
available within the communication servic
es, which are used by software managers 
and agents alike. 

The TMN reference points in the architec
ture are supported to APIs that can be used 
by an application development engineer. 
The Q3 implementation is based on an API 
standardised by X/Open, designated the 
X/Open management protocol, or XMP. 

The TMOS object broker (TOB) that imple
ments Q3 is based on the Hewlett-Pack
ard OpenView Distributed Management 

Fig. 6 
TMOS information view 
The management information base (MIB) is the 
key component of the TMOS information archi
tecture. The MIB is the conceptual repository of 
management information. It represents the set of 
managed objects within a managed system. Due 
to implementation constraints, it may be neces
sary to split a large MIB into more than one com
puter node. Conceptually, there is still only one 
agent that handles the MIB, and the managers 
need not be aware of the split 
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Platform. The inclusion of the object bro
ker allows TMOS to split large MIBs into 
multiple computer nodes, while maintain
ing a consistent management view. 

The TMOS application 
structure simplifies integration 
TMOS application structure 
The TMOS application structure consists 
of a development environment, applica
tions units and application systems. 
Adherence to the carefully defined roles 
described here assures simplification of 
integration, which is essential for systems 
developed over time. 

TMOS development environment 
The development environment defines the 
infrastructure for applications. It encom
passes the basic architecture described 
previously, as well as hardware and basic 
software. In addition, the environment pro
vides design rules, guidelines and meth
ods, certain basic applications and devel
oper support in the form of multiple 
templates and application examples. 
There is also a development platform and 
a run-time platform. 

TMOS application units 
A TMOS application unit is an executable 
program. Application units are separately 
developed and maintained and are not 
inherently dependent on each other. 

Application units fall into three categories: 
- A common application unit is a complete 

package of a number of general-purpose 

functions. It is typically defined in a top-
down manner starting from common 
management tasks to be performed in 
an operations environment. Thus, com
mon application units are normally task-
dependent, but independent of network 
or network element 

- A specific application unit is a complete 
package of a number of functions dedi
cated to a specific network or network 
element. 

In addition, there are sourced application 
units - referenced third-party software -
that can be integrated and used within the 
context of a TMOS application system. 
Sourced application units can be either 
common or specific. 

TMOS application system 
A TMOS application system is a complet-
ly integrated, tested and deliverable 
solution to a telecom operator's or service 
provider's specific need. It is composed of 
a set of modular TMOS application units -
components from the TMOS development 
and run-time environments - and custo-
misable data as applicable. 

TMOS application systems are created by 
the integration and customisation of a 
development environment and combined 
common, specific and sourced application 
units. 

Integration 
Current TMOS application systems deliv
er cooperating and uniform functions, 
based on the revised TMOS architecture 
and application structure. 

Several aspects of the system contribute 
to this capability: 
- TMOS provides a uniform user interface 

and user documentation set. A consis
tent look-and-feel is maintained through
out the system, providing the means of 
realising a uniform organisation of the 
management-process work flow. A 
state-of-the-art user interface provides 
easy on-line help, access control and 
manually-assisted data exchange 
between applications 

- Another aspect of integration is directed 
towards the network resources. TMOS 
provides simultaneous use of the same 
physical connections and logical proto
cols by multiple application units, allow
ing shared access to network elements. 
This functionality is realised through sev-
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eral services, notably the uniform exter
nal access handler and the TMOS object 
broker 

• A third aspect of integration relates to 
common data. The TMOS application 
systems avoid multiple copies of data 
and unwanted simultaneous updates of 
information. The object broker, a coordi
nated managed-object component and 
an MIB handler, combines functional
ities that allow shared access to data in 
managed objects, logical network 
resources and internal data alike 

• In addition, TMOS provides extensive 
integration of computing services, such 
as processing power, operating system, 
local area networks and databases. Uni
form system administration, in terms of 
security administration, error handling, 
parameter handling and process super
vision, is provided by the extensive plat
form services available through consis
tent APIs, guidelines and design rules. 

Conclusions 

The evolving TMOS concept has now 
reached a stage of maturity at which appli
cations development support has become 
significantly enhanced. The recent func
tionality growth, in combination with the 
increased use of industry and internation
al standards, allows application develop
ers to create modular and scalable appli
cations that can be integrated into 
complete telecommunications manage
ment solutions. Distributed development 
in a highly structured environment will yield 
major productivity improvements to exist
ing as well as future users. Object orienta
tion and software re-use will dramatically 
reduce application development cycle 
time. With a wide and rapidly expanding 
customer base around the world, TMOS is 
a strong candidate to becoming the tele
communications management system of 
choice. 

TMOS is a trademark of Telefonaktiebolaget 
L M Ericsson. 
HP Open View is a trademark of Hewlett-Packard. 
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Trends in Wide Area Paging 

Lars Gandils 

LARS GANDILS 
Ericsson Radio Messaging AB 

Fig. 1 
WAP market development 1990 to 2000 

For a couple of decades, Wide Area Paging by radio has been used to inform persons 
that their services are requested in some way or other. Now, however, new technolo
gy is transforming wide area paging into a service for providing comprehensive mes
sages via message centres. Radio frequencies are a scarce resource, and expansion 
of the service will require more efficient utilisation of available channels, using the 
ERMES standard specified by ETSI for high-capacity wide area paging or the APOC 
code for enhancement of POCSAC networks. Soon, two-way paging - which uses a 
return channel for acknowledgement - will be a reality. 
The author describes the expected rate of penetration in different parts of the world 
and how the increased demand for capacity is met. 

Wide Area Paging, WAP, is a communica
tion service that has developed quite dif
ferently in different parts of the world. The 
first real boom started some 10-15 years 
ago in the UK and USA. 

In the UK, fiercely competing operators 
succeeded in saturating the market quite 
rapidly by offering conditions that resulted 
in a number of near-bankruptcies and 
take-overs. Today, a small growth in the 
market indicates gradual recovery. 

The development in the USA has been 
similar but less extreme. The market 
seems to have recovered faster than in the 
UK and the growth rate during the last 

3-4 years has exceeded the forecast of 
16 percent annually. On average, the 
growth rate has been 22 percent. 

In Asia - and particularly in the Far East -
subscribers' interest in WAP is booming. 
Places like Hong Kong and Singapore 
show a penetration 2-3 times higher than 
in the USA. The greatest growth rate is 
found in China, exceeding 100 percent 
annually in certain areas. 

Except for the UK, Europe has shown a 
rather weak interest in WAP. A possible 
explanation might be the national monop
olies, and the rigid regulations that are 
imposed on telecom services in most 
European countries. Another explanation 
might be the simultaneous introduction of 
cellular telephony. 

However, the situation in Europe seems to 
be changing as customers become aware 
of the low cost and special benefits of the 
WAP service compared with other means 
of mobile communication. Recently, the 
European public paging association, 
EPPA, was founded with the principle aim 
of promoting the paging service. 

The expected increase of the number of 
paging subscribers in different parts of the 
world is shown in Fig. 1. 

User categories 
In general, there are three different groups 
of users of the WAP service: 

1 Professionals like physicians, plumbers, 
etc, with a rate of penetration seldom 
exceeding a few tenths of one percent 

2 Business executives on the move. 
(Groups 1 and 2 together show a pene
tration rate of about one percent) 
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3 Consumers who occasionally need to be 
available for messages: a mother pag
ing her children, a baby sitter calling the 
child's parents, students who use their 
pagers as a substitute for a telephone 
subscription, etc. This group, which is or 
will be the largest, is very likely to raise 
the total penetration rate to 4-5 percent 
or more. 

Greater capacity 
In the beginning, WAP transmitted only an 
alert signal to the effect that a message for 
the recipient was available for pick-up by 
calling a person or service centre. Later, 

numeric information providing the number 
to call back was added. Today, alphanu
meric messages can be transferred and 
presented to the user in the alphabet cho
sen for a specific network, including Chi
nese characters, for example. 

As the service expands, the user's readi
ness to accept limitations in the service will 
decrease, which means that operators 
must be prepared to handle more frequent 
and longer messages. 

To achieve this, the radio data channels 
will have to support higher data rates and 

Box A 

Wide Area Paging 
Wide Area Paging, WAP, is an efficient way of 
communicating information to people with a min
imum of interference in their ongoing activities. 
The recipient will receive an alert signal in the form 
of a beep-tone, a number string or an alphanu
meric message to which he or she can respond 
whenever convenient. 

As a rule, a WAP network covers a large area, and 
the paging messages are broadcast simultane
ously throughout this area by a number of trans
mitters. Some networks also allow for roaming, 
which means that a subscriber can move in and 

Fig. A 
A WAP network contains a paging control termi
nal, PCT, to which all calls for paging in the 
access network are routed. The paging sequenc
es to be transmitted are generated by the PCT 
and sent via a distributing network, DN, to the 
base stations in the paging network 

out of a network (which may be in another coun
try) and still receive information addressed to him 
or her. 

In principle, a WAP network is structured in three 
parts, Fig. A. 

The paging control terminal, PCT, which is the 
heart of the system, handles paging requests and 
the subscriber database. It also includes inter
faces with external networks. 

The distribution network, DN, carries the informa
tion to be transmitted from the PCT to each base 
station in the WAP network. 

The base station, BS, consists of a control unit, 
which formats the message to be broadcast, and 
a transmitter. 

The paging receiver is programmed to respond 
only to certain identity codes. The same signal 
may be received from different BSs. If these sig
nals are out of phase, the combined signal may 
not be detectable. The transmission from the BSs 
must therefore be performed in a simulcast mode 
with high accuracy. 

Different protocols are used for transmission. The 
most common is POCSAG (Post office code stan
dardisation advisory group) which is also speci
fied by CCIR in Recommendation No. 1 for WAP. 

A new standard, ERMES (European radio mes
sage system), was defined by ETSI in 1992. The 
first systems based on ERMES are put into oper
ation during 1994. 

At an average call rate of 0.2 during busy hours, 
a 1,200 bit/s POCSAG channel will carry traffic for 
180,000 subscribers if all messages are numeric 
with maximum 10 digits, or, for 36,000 subscrib
ers, if all messages are alphanumeric with 40 char
acters. 

Each ERMES 6,250 bit/s channel can handle a 
larger number of subscribers: 500,000 in the case 
of numeric 10-digit messages, and 160,000 in the 
case of alphanumeric 40-character messages. 
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Fig. 2 
System information header. 
Paging data is sent in the form of cycles and 
subsequences. Each subsequence includes 16 
consecutively transmitted batches. Each batch 
starts with synchronisation and system informa
tion, followed by addresses and messages. All 
the batches contain 154 code words except for 
the last one, which carries 190 code words. A 
code word consists of 30 bits. The figures speci
fy the number of bits for each field 

CC Country code of the transmitting network 
OC Code for the network operator 
PA Paging area code 
CN Cycle number 
SSN Subsequence number 
BN Batch number 
ETI External traffic indicator 
BAI Border area indicator 
FSI Frequency subset indicator 

CC OC PA ETI BAI FSI CN SSN BN 

it will also become necessary to use more 
than one radio channel. The protocols 
used for the transfer of paging information 
must be capable of handling several par
allel channels. 

ERMES 
One example is the ERMES standard, 
which provides for 16 parallel channels. 
Since an operator is allotted one or more 
of these channels, the paging receiver 
must have a mechanism that automatical
ly identifies the channel on which dedicat
ed paging calls are transmitted. 

To do this, the receiver scans - channel 
by channel - and checks the frequency 
subset indicator, FSI, contained in the 
system information header (Fig. 2.) in each 
batch of paging messages, until itfinds cor
respondence with the frequency subset 
number, FSN, permanently stored in the 
pager. Since there is a fixed relationship 
between the FSI and the FSN, the relation
ship between the pager and the channels 
is flexible, allowing a channel to be added 
during busy hours or a channel to be idled 
without affecting the service. 

Each ERMES channel offers approximate
ly five times larger data volume than an 

Fig. 3 
With WAP you are always in touch but never 
disturbed. Paging makes it possible to reach 
people anywhere; in the city, at a meeting, 
mountain climbing, etc. Subtle and discreet 

average channel used today. The system 
information and the way the transmitting 
sequence is organised will save energy 
and thereby increase battery life time. The 
expected saving ratio is around 200 to 1 
for an average subscriber within the home 
network. 

The addressing capabilities of ERMES 
make it possible for one subscriber to 
receive broadcast information from differ
ent information networks, e.g. special 
news, traffic information, weather fore
casts, stock market reports and sports 
results. 

Other high-speed WAP codes 
Similar capacity is offered by other high
speed WAP protocols, e.g. APOC and 
FLEX (Motorola). However, the ability to 
build large networks is limited, as is the 
possibility of roaming from one network to 
another in a multi-operator network. 

The APOC code (advanced paging oper
ators code), developed by Philips and sup
ported by Ericsson, is primarily designed 
to expand and enhance existing POCSAG 
networks by gradual migration towards 
APOC. 

Technology 
Data processing is becoming increasingly 
cost-efficient, thanks to reduced size of 
equipment and lower power consumption. 
The processing capacity of the WAP 
receivers will increase, providing for com
plex analyses of received information in 
combination with library functions to 
reduce the volume of data transmitted over 
radio. A phrase or even a combination of 
characters might be replaced by a code, 
which - aided by a code library in the 
receiver - will be transformed into the 
intended message text. 

Today, a numeric code can be used to acti
vate a stored message so that it will be pre
sented to the user in alphanumeric form. 
Numeric data can also be transmitted 
along with the code. For example, 
"*111 *1500" could be displayed at the ter
minal as a clear-text message: "Meeting 
postponed till 15:00". 
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Fig. 4 
COMPACT 9000 is a state-of-the-art paging base 
station made for today's new generation of high
speed paging services. It has the unique 
distinction of being the smallest base station on 
the market today. 
Dimensions: height, 134 mm; width, 483 mm; 
depth, 300 mm. Weight: 13 kilos 

The increased capacity of the radio chan
nel places more stringent requirements on 
the radio transmitters. To meet these 
requirements, the new generation of 
Ericsson's paging transmitters, COM
PACT 9000, Fig 4, uses digital modulation 
based on direct digital synthesis, DDS, to 
achieve precise modulation transition 
shaping and frequency deviation. This also 
makes the transmitter suitable for opera
tion in simulcast networks. State-of-the-art 
technology provides for a compact and 
efficient design which can be adapted to 
all known high-speed wide area paging 
standards: POCSAG, ERMES, APOC, 
etc. 

Satellite distribution 
Paging data is usually transferred from the 
paging centre to the different base stations 
via leased lines in the public network or via 
dedicated radio links. 

As the size of the network increases, the 
supervision and fault recovery of the cir
cuits in the distribution network often 
cause problems. In many cases, the avail

ability of the total network falls short of 
expectations. Disturbances caused by 
faults or maintenance activities may be fre
quent and the restoration time unaccept
able. An investigation in Germany shows 
that, on an average, each leased line is out 
of service several hours per year. 

High availability is provided by the meth
od of broadcasting paging messages from 
a satellite to receivers at each base sta
tion. In another investigation, the same 
German technicians found that the time 
the satellite connection will be out of ser
vice can be calculated in minutes per year. 
The major cause of disturbances is "sun 
outages", which occur twice per year when 
the sun is directly behind the satellite. The 
effect can be minimised by using data 
interleaving and error correction codes. 
Satellite distribution is therefore consid
ered a superior medium for distribution of 
data to the different base stations. 

An inherent characteristic of satellite dis
tribution is that the signals are available 
everywhere in the network area. Operation 

Fig. 5 
When satellite distribution is used, the message 
sequences generated by the PCT are passed on 
to a paging modulator in the uplink station via a 
64 kbit/s link. The output from the paging mod
ulator is fed to the regular uplink converter. On 
the receiving side, the paging signal is extracted 
and demultiplexed before being transmitted to 
theBS 

M Modulator 
UC Uplink converter 
HPA High power amplifier 
RX Receiver 
DMUX Paging demultiplexer 
PCT Paging control terminal 
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can start as soon as the base station is 
installed. No circuits need be built, con
nected or tested, which means swift 
system roll-out. 

Multiplex equipment, Fig. 5, to be used in 
connection with a satellite (VSAT) trans
mission system has been developed by 
Ericsson. 

This system can carry up to 24 separate 
paging channels over a single 64 kbit/s sat
ellite link. Each channel is flexible in terms 
of format and speed and can be used in 
connection with all paging formats. Using 
a single satellite channel for an entire 
national network comprising multiple 
zones, channels and formats will create 
possibilities for significant reductions in 
operating costs and improvements in per
formance and availability, compared with 
a conventional distribution system. 

The Ericsson system is compatible with a 
number of satellite data systems, includ
ing Ku band SCPC, FM square and FM 
cubic, which means that it is not restricted 
to any particular satellite. The choice of 
satellite can be based on local availability. 

The satellite uplink can be either a teleport 
facility or a dedicated complete uplink facil
ity installed at the customers premises, if 
this is permitted by local regulations. The 
uplink dish size can be as small as 2.4 m 
requiring only minor site preparations. 

The paging base stations are equipped 
with a satellite receiver and a demultiplex
er unit which is fed from a dish antenna 
that can be as small as 60 cm. The receiv
er/demultiplexer unit has 2 to 24 output 
channels for paging data. Each of the 

channels can be configured to a specific 
paging format. 

Accurate synchronisation, and simulcast, 
is achieved by using the satellite data link 
itself as a time reference, avoiding the 
need for any other local timing reference 
such as a GPS receiver. 

Two-way paging 
WAP is traditionally a one-way broadcast 
service which provides no verification that 
a message has been received by the 
addressee. The WAP system could con
firm that a message has been transmitted, 
but the only way of verifying the proper 
reception of the message is a call back 
from the recipient. 

"Two-way" paging - a service in which the 
pager automatically acknowledges a pag
ing call through a confirmation message -
will require a transmitting function in the 
pager. The output power of the pager 
transmitter must be low to save battery 
power, and the antenna position will be 
unsuitable in many cases. However, the 
data volume and thereby the requirement 
for bandwidth in the return channel is 
small, which might in part compensate for 
the low emission power. Five to ten receiv
er sites per transmitter site are neverthe
less likely to be required in a two-way WAP 
network. 

An example of two-way paging is a new 
service in connection with Narrowband 
PCS. This service will offer a forward chan
nel capacity of 24 kbit/s and a return chan
nel capacity of 9.6 kbit/s. A possible appli
cation of two-way paging is wireless E-mail 
and Fax messaging with messages in the 
range from one to several pages of text. 

Fig. 6 
in Taiwan Ericsson has installed one of the 
world's largest WAP systems, today catering for 
1,2 million subscribers 



Network Traffic Management (NTM) 
Using AXE and TMOS Systems 

Henry Tarle 

HENRY TARLE 
Ericsson Telecom AB 

The expanding role of network traffic management increases demands on supporting 
functions in exchanges and operations systems. Ericsson has extended the Network 
Traffic Management functions in their AXE exchanges. A matching centralised opera
tion support system has been developed by Ericsson Hewlett-Packard Telecommuni
cations and Telia, formerly Swedish Telecom. The support system, TMOS NTM, is 
now in operation in Telia's network. TMOS NTM is an application in the TMOS family 
of systems for telecommunications management and operations support of multi-ven
dor networks and services. 

The author describes the new challenges to the NTM function and the advantages of 
Ericsson's solution, focusing on the Ericsson NTM concept, AXE NTM functions, 
TMOS NTM applications and the TMOS Network management concept. Benefits 
include rising revenues thanks to more efficient utilisation of network and personnel 
resources, new business opportunities and increased customer satisfaction. 

Fig. 1 
Mass callings and/or major network failures are 
major causes to network overload and conges
tion. Manual controls are activated/released on 
operator command after analysis of network per
formance information. Automatic controls are 
dynamically and autonomously activated/-
released by the exchanges 

Networks engineered to handle normal 
traffic loads can quickly become overload
ed and congested. The cause of conges
tion may be an unusual increase in cus
tomer calling or a major network failure. 
These conditions can obstruct new calls 
from being set up and severely reduce the 
network's call-carrying capacity. Several 
incidents have shown that local overload 
or congestion can rapidly spread and 
impact traffic throughput in other parts of 
a national or international network, Fig. 1, 
Fig. 2 and Fig. 4. 

The traditional role of NTM 
The Network Traffic Management (NTM) 
function protects a network from tempo-

rary overload or congestion and keeps traf
fic throughput high. This is achieved by 
monitoring network status and perfor
mance in real time, and by taking prompt 
action when needed to control the flow of 
traffic, Fig. 1 and Fig. 3. 

The control actions will 
- increase traffic revenue 
- secure access to emergency services 
- improve public relations 
- make network and personnel resources 

more efficient. 

The new competitive role of NTM 
It is of vital importance for operators to 
have an up-to-date view of the perfor
mance of the service they provide - ideal
ly a better view than their competitors. By 
employing modern NTM facilities, large 
business companies and rival service pro
viders may have a better insight into over
loads and call completion figures than the 
operators running the network. 

Better use of network resources 
Automatically activated, dynamic NTM 
controls, providing fast and preference-
selective response actions - especially 
during busy hours and in mass calling sit
uations - can 
- keep the network running at near-peak 

capacity, Fig. 5 
- improve service accessibility for busi

ness customers 
- protect credibility and market shares. 

New business opportunities 
The NTM function increases competitive 
ability by giving higher availability to ser-
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Fig. 2 
A network overload state can accelerate into a 
congestion state. This process is illustrated in 
the form of a "vicious" circle. 
When a network is exposed to a major failure 
and/or to excessive calling, queues can build up 
in the call set up processes. A network overload 
condition can rapidly turn into congestion - if 
appropriate NTM controls/actions are not taken 

Fig. 3 
Operation processes of the NTM function are 
illustrated. 
These processes can to a large extent be sup
ported and speeded up by an NTM operations 
system 

Fig. 4 
When offered load substantially exceeds the 
engineered load level, networks can be forced 
into a congested, inefficient state with serious 
delays in servicing incoming calls. This will 
result in a significant decline in the carried load -
the number of calls being set up and in progress. 
Congestion can be prevented or relieved through 
effective NTM controls 

vices offered to priority business custom
ers. Users that are usually far more sensi
tive to quality than to price. 

In case of a network failure/congestion 
incident, an operator can quickly inform 
important customers about what has hap
pened and how the problem was success
fully overcome. In this way it will be pos
sible to turn a failure into a sales 
opportunity, ratherthan waiting forthe cus
tomers to complain. 

NTM also provides the means to discover 
when there is idle network capacity, per
mitting circuits to be offered for a specified 
period, for example to carry other 
operators' transiting traffic. 

Maximum call completion at foreseen 
events 
Foreseen events involving traffic peaks 
can be planned for taking advantage of 
NTM temporary alternative routings to 
increase call completion instead of expos-

ing the network to overloads. Typical 
events are holidays generating interna
tional calls between members of the same 
ethnic groups, Mother's Day, sports 
events, etc. Examples show that an 
increased rate of successful calls at Christ
mas may alone pay the annual costs for 
the NTM investment. 

Identification of network failures and 
errors 
Increased network visibility through NTM 
performance parameters can add sub
stantial value to the NTM function. Killer 
trunks, open circuits, looped transmission 
systems and errors in customer adminis
tration data may quickly be detected and 
identified. 

Protection from unpredictable call 
interests 
Many public networks are exposed to 
unpredictable call interests. New services 
may be rapidly introduced with uncertain 
forecasts of penetration, frequency of use 
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Fig. 5 
The effectiveness of automatically versus manu
ally activated NTM controls is roughly outlined in 
this fictitious example. The possible rapid onset 
from an overload to a congestion state of mod
ern networks (employing digital exchanges and 
CCS7 signalling) makes the need for quickly 
responding automatic controls apparent 

Box A 

Typical benefits of AXE NTM and 
TMOS NTM 
Greater awareness of overall total network status 
and performance, resulting in 
- safer and faster network diagnosis - before cus

tomers complain 
- new business opportunities through detection 

of temporary idle capacity 
- improved planning through detection of network 

bottlenecks 

More efficient use of traffic controls, implying 
- improved ratio of effective/ineffective call 

attempts 
- improved usage of idle network capacity 

TMOS integration of NM-level support of switched 
and transport networks, providing 
- alarm-root indication through correlation of total 

network alarms 
- coordination possibilities of control actions 

involving both types of networks 
- wider and more efficient use of staff 

Fig. 6 
The TMOS NTM system/application supports 
NTM of switched networks at the network 
management level of operations, typically at an 
NMC. 
TMOS NTM can be supplemented with other 
TMOS systems/applications supporting 
switched, signalling and transport networks at 
the network management level. Refer to the 
Ericsson network management concept 

BMC/SMC Business/service management centre 
NMC Network management centre 
OMC Operation and maintenance centre 
NE Network element 

Time 

and customer behaviour, but requiring 
high service accessibility. 

Call-ins in response to radio/television 
news, popular contests, tele-voting, and 
commercials (rock-concert ticket 
announcements, new post-order cata
logues, etc) using premium rate services 
are other potential everyday causes of 
focused network congestion. Experience 
indicates that over a million calls can be 
generated in a five-minute period in excess 
of the normal load of about 25,000. Sud
den natural disasters, political crises, sab
otage explosions, etc, may be rare but can 
generate large-scale network conges
tion/outages over national borders. The 
NTM function is an invaluable tool for net
work operators' to secure and maintain 
optimum service availability in this kind of 
situations. 

Protection from CCS7 load impact 
The commonly introduced CCS7 signal
ling system has the potential to increase 
the rate of effective - and ineffective - call 
attempts to a certain destination in the 
order of 200 times. The impact of a sud
den abnormal traffic interest may cause 
processor congestion - within minutes - in 
an exposed exchange, unless no suitable 
call limiting NTM controls are activated, 
preferably by quick automatic activation. 

Protection of all switching levels 
The NTM function, which traditionally is 
used to protect expensive long-distance 
traffic in transit networks, is increasingly 
valuable in local networks too. 

The impact of popular local mass-media 
programmes, combined with the 
increased use of CCS7 signalling in local 
networks, poses a potential risk of mass 
callings causing focused local overloads in 
these networks. Local exchanges with 
automatic NTM controls can quickly detect 
and prevent the build-up of an overload, 
and thus inhibit its further spread into the 
transit network. 

Network congestion incidents 
An increasing number of reports on net
work congestion incidents have proven the 
strategic and economical importance of an 
efficient NTM function.67'8 Experience 
shows that congestion in one network/ser
vice can rapidly develop and spread to 
other networks/services - national and 
international. 

The Ericsson NTM Concept 
General benefits 
The Ericsson NTM concept offers opera
tors a total view and expert-analysis sup
port of network status and performance. 
The concept also facilitates the activation 
of traffic control actions and continuous 
evaluation of their impact on call comple
tion. 
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Fig. 7 
Network protection/restoration actions are indi
cated versus their normal response times; from 
the time an abnormal status occurs to detection, 
diagnosis and time to control activation. 
Response times are typically shorter in the phys
ical transmission domain than in the logical 
switching domain 

Fig. 8 
Control actions protecting and restoring a 
network's traffic-bearing capability can be con
sidered at three levels: switching, transport and 
transmission. 
Rapid fault-root detection, and coordination of 
restoration actions between the levels, will 
increase network service availability. These pro
cesses can be supported by TMOS applications, 
e.g. INS for integrated alarm surveillance 

Type of protection 

Protects the switched network 
from overload/congestion. Per
formed by exchanges with NTM 
controls that impact traffic on a 
per call-attempt basis 

Restores logical circuits (protec
tion routing). Performed by digi
tal cross-connect systems 

Transmission (physical) Restores links by automatic link 
switch-over from failed to stand
by link (protection switching) 

Level 

Switching (logical) 

Transport (logical) 

The NTM concept includes AXE NTM 
functions and the TMOS system/applica
tion for NTM - TMOS NTM - which is part 
of the TMOS network management con
cept for managing switching, cellular, 
CCS7 signalling and transmission/trans
port networks in a uniform and integrated 
way from network management centres, 
Fig. 6, Fig. 8 and Fig. 7. 

AXE NTM functions and TMOS NTM appli
cations can be used independently. AXE 
NTM can work with or without the support 
of an operations system, and TMOS NTM 
is designed to support exchanges in a 
multi-vendor network environment. When 
AXE NTM is combined with TMOS NTM, 

the level of NTM efficiency is substantial
ly enhanced, Fig. 9. 

Benefits to network operators and 
customers 
The Ericsson NTM concept provides net
work managers with a view of overall net
work status and performance. A basis for 
more reliable and faster diagnostic deci
sions and shorter time to traffic control 
action is thus obtained. The result is a larg
er amount of successful calls and 
improved utilisation of network and per
sonnel resources, while the cost of opera
tion is reduced. Enhanced service access
ibility for priority customers also 
contributes to new business opportunities 
and increased customer satisfaction, 
Box A. 

Components 
AXE NTM functions 
To meet the above-mentioned demands 
on the NTM function, Ericsson has extend
ed the AXE NTM functions to fulfil the cur
rent ITU-T Recommendations E.410-415 
on NTM. For example, automatic NTM 
controls (Automatic congestion control 
and Circuit reservation control) have been 
provided with operator-tailored response 
programs and a new averaging call-rate 
control method (leaky bucket). Applicable 
routing controls/functions defined in the 
current E.170 Recommendation further 
enhance the AXE NTM function. 

Fig. 9 
The figure illustrates how the expected efficiency 
of the NTM function can escalate with the addi
tion of NTM functions/applications in exchanges 
and in the operations system. The efficiency of 
the operations system increases with the num
ber of supported exchanges. (Fictitious example) 

TMOS for total NM support 
The objective of the NM level of operations, 
typically performed from an NMC, is effec
tive management of overall network per
formance. The rapid introduction of new 
services and technologies makes NMC 
supporting systems necessary, to inte
grate information from a multitude of inter
related network elements and operations 
systems of different types and from differ
ent vendors. These systems enable oper
ators to obtain the best possible network 
view and basis for traffic control actions. 

The TMOS network management concept 
meets the mentioned needs and includes 
a number of TMOS applications at the NM 
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Ericsson's operations systems 
supporting network management 
(NM) and element management 
(EM) of public switched networks 

TMOS 
Telecommunications management and opera
tions support, an open system/platform with appli
cations supporting small-scale up to large-scale 
telecommunications networks and services in 
TMN multi-vendor environment. Employs state-
of-the-art technology. TMOS is developed by 
Ericsson and Ericsson Hewlett-Packard Telecom
munications. First system in service in 1990. 
NMAS 

Set of TMOS applications for NM/EM-level sup
port of AXE and multi-vendor switched and sig

nalling networks, including: 
TMOS NTM NM support of NTM 
TMOS XM EM support of exchanges 
TMOS CCS7 NM and EM support of CCS7 net

works 
TMOS INS NM-level expert alarm system. 
CMAS 
Set of TMOS applications for EM support of AXE 
and multi-vendor cellular networks. 
FMAS 
Set of TMOS applications for NM/EM support of 
transmission/transport networks. 
XMATE 
An open system/platform with applications dedi
cated to small-scale up to large-scale support of 
AXE exchanges. Employs state-of-the-art tech
nology. Developed by Ericsson Australia. First 
system in service in 1992. 
AOM 101 
A system/platform with applications for support of 
AXE exchanges. Developed by Ericsson. First 
system generation in service in 1979. 

Fig. 10 
AXE exchanges are designed for connection to a 
centralised operations system supporting a net
work management centre, and/or to directly con
nected terminals, e.g. to operators at local back
up positions 

(X) AXE exchange 
NMC Network management centre 
OS Operations system, e.g. TMOS NTM 

level: NTM for telephone networks, TMOS 
CCS7 for signalling networks, FMAS for 
transport networks, and INS for integrated 
alarm analysis of all networks. At the ele
ment management level, XM for telephone 
and CMAS for cellular networks add to the 
total NTM operations' efficiency, Box B. 
Using state-of-the-art platform technology, 
TMOS applications can be distributed in a 
network in a tailored configuration. This 
allows operators to stepwise match esca
lating needs for support as operations 
expand. 

TMOS systems/applications, which are 
currently being designed to connect and 
support other vendors' network elements 
and systems as well, represent Ericsson's 
commitment and competitive edge in the 
development and practical implementa
tion of ITU-T TMN standards and princi
ples. 

Eripax data communications network 
Ericsson's data network system Eripax5 

can be used to increase communication 
availability and capacity between network 
elements and operations support systems 
in a TMN. Eripax supports all wide-area 
data communication requirements with a 

single, cost-effective and OS-supported 
network of packet and frame switches and 
access units. 

The components of Ericsson's NTM con
cept are further described below. 

AXE NTM functions 
NTM functions have since long been a pri
ority in AXE development. These functions 
are applicable in AXE local, transit, and 
international exchanges supporting vari
ous types of telephony networks, Box D. 

The AXE NTM information and traffic-flow 
control functions provide the following fea
tures: 

AXE NTM information functions 
AXE NTM provides real-time information 
(in accordance with ITU-T Rec E.411) on 
where and why traffic difficulties occur or 
are likely to occur in the network. This infor
mation is essential for operators to identi
fy the source and effect of each difficulty, 
and to follow up the impact of applied traf
fic controls. 

Fig. 11 
AXE NTM functions process data in real-time in a 
number of steps before the data/information is 
output to an operations system (OS), and/or to 
directly connected terminals for operators to 
read as measurement and reading data summar
ies, and event data and alarms. 

Examples of AXE NTM parameters 

ABR Answer/Bid ratio 
ASR Answer/Seizure ratio on circuit 

groups and destinations 
%OFL Percentage overflow on circuit 

groups and destinations 
BCH Bids per circuit per hour 
SCH Seizures per circuit per hour 
Route load Percentage of blocked and occu

pied circuits In circuit groups 
ACB All circuits busy on circuit groups 
Exchange input load Input call rate 
Processor load Percentage 
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B o x C 

Summary of AXE NTM controls 
and support features 

AXE traffic volume and routing controls (ITU-T 
Rec. E.412) 
Manually activated volume controls: 
- Destination blocking (ITU-T: code blocking, 

call-gapping, leaky bucket). 
- Restriction on direct and alternative routing 

(ITU-T: Cancellation of direct routing, circuit 
directionalisation). 

- Restriction of accessible outgoing circuits 
(ITU-T: Circuit directionalisation, circuit turn
down/busying/blocking). 

Manually activated routing and volume controls: 
-Restriction on direct and alternative Routing 

(ITU-T: Cancellation of alternative routing; 
from/to. skip). 

- Temporary alternative routing. 
- Special recorded announcements. 

AXE special traffic routing controls (ITU-T Rec. 
E.170) 
- Time-dependent routing control (time-sched

uled routing changes). 
- Alarm-state routing control (combines routing 

changes and call priority). 
- Load-sharing routing control (distribution (%) of 

calls among circuit groups). 
AXEautomatictrafficvolumecontrols(ITU-TRec. 
E.412) 
Controls 
- Automatic congestion control (ACC). 
- Circuit reservation control (CRC). 
- Processor load control (controls the input load 

level of call attempts to AXE). 
Control support 
- Automatic hard-to-reach destination list (AHTR) 

(automatic/manual detection and assignment of 
HTR destinations). 

- Predefined response programs 
AXE automatic state-dependent routing (ITU-T 
Rec. E.412 and E.170) 
- Distributed adaptive dynamic routing. 

B o x D 

Networks applicable to AXE NTM 

AXE NTM functions are applicable in local, tran
sit, and international exchanges, supporting 
- Public switched telephone networks (PSTN) 
- ISDN networks 
- Intelligent networks (IN) 
- CCS7 signalling networks 
- Mobile networks 

Support of centralised NTM 
AXE can output raw NTM data in file for
mat suitable for centralised processing by 
an operations system, e.g. every five min
utes. This system may present integrated 
network status and performance informa
tion, etc, from a number of exchanges, 
Fig. 10. 

NTM information to AXE terminals 
AXE can output NTM status and perfor
mance information in alphanumeric format 
to connected operator terminals, e.g. PCs 
and printers. Operators can request and, 
regularily or ad hoc, receive the informa
tion from the extensive AXE processing 
and reporting capability, Fig. 11. This infor
mation capability might be employed at 
backup terminal positions, thus reducing 
the effect of a lost connection to or an out
age of a centralised NTM support system, 
Fig. 10. 

NTM traffic alarms are statistically secured 
by AXE before operators are alerted (in 
real-time) to abnormal traffic conditions. 
The development of a detected situation 
can be studied from immediate output of 
reading data, and from diagnostic meas
urements that give current information on 
network performance, e.g. as summaries 
with a five-minute refresh rate. 

The alarms can be output to NTM-dedicat-
ed printers, PCs and AXE wall panels, 
clearly separated from other types of 
alarm. 

AXE NTM controls 
Ordinary traffic routing normally follows a 
predefined alternative-routing program 
with fixed sequences of overflow choices. 
This routing is dimensioned to cope with 
ordinary traffic load fluctuations. NTM con
trols are normally used to temporarily set 

B o x E 

Main NTM rules 

The prime NTM objective - to enable as many 
calls as possible to be successfully completed -
can be realised through the use of the AXE NTM 
controls to comply with the following main NTM 
rules: 

Utilise all circuits that are idle due to 
- international time-zone differences 

- daily/weekly shifts in business/residential traf
fic 

- seasonal shifts in traffic patterns 

Restrict traffic with poor chance of completing, i.e. 
- traffic to major failure/overload areas 
- traffic ascending in the network hierarchy 

Give priority to direct routing, i.e. 
- prevent excessive alternative routing 

Inhibit switching congestion, i.e. 
- restrict calls to an overloaded exchange 
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Fig. 12 
NTM control actions can be divided into protec
tive and expansive. Protective controls (e.g. Cir
cuit reservation control) restrict traffic f rom 
accessing an overloaded route, exchange or des
tination. Expansive controls (e.g. Temporary 
alternative routing) reroute traffic to parts of a 
network that temporarily have idle capacity 

Ordinary route 
Temporary route 

aside the ordinary routing and regulate 
abnormal traffic flows. 

AXE offers a complete range of manually 
and automatically activated NTM controls 
fulfilling ITU-T Rec. E.412 and E.170, 
Box C. The controls can be applied to con
trol traffic volume and/or the routing of traf
fic, Box E. The resulting effect is protec
tive and/or expansive, depending on how 
the controls are used, Fig. 12. 

Consideration has been taken to guaran
tee safe temporary changes of traffic flows. 
The AXE NTM controls are uniform in 
appearance to the operators. Authority of 
control commands is checked for security. 
Test traffic can optionally be applied to 
check critical or complicated new alterna
tive routing patterns in advance. When the 
network returns to normal traffic load con
ditions, the ordinary routing program is 
reactivated by operator command. 

Traffic to be controlled - fine-tuning capa
bilities 
For increased flexibility and precision, the 
impact of AXE NTM traffic controls can -
depending on application - be fine-tuned 
by the operators' defining applicable con
trol parameters: objects, traffic attributes, 
and operating parameters. These allow 
operators to selectively improve service 
accessibility for certain traffic types, traffic 
sources and traffic destinations etc. Box F. 

To speed up the control-definition process, 
operators can predefine response pro

grams, comprising sets of traffic attributes 
and operating parameters, which can be 
included in the control commands. 

The hard-to-reach (HTR) process sup
ports the AXE NTM controls to make more 
efficient use of network resources during 
periods of network stress. The process 
automatically (with manual override pos
sibility) detects and stores information on 
destinations which have a low answering 
ratio. Applicable AXE NTM controls auto
matically use the HTR information when 
selectively restricting traffic directed to 
HTR destinations or through HTR areas. 

The volume of traffic to be output from an 
AXE can be specified, employing different 
traffic control methods that match the type 
of control situation: call percentage, 
impacting call attempts in steps of 10%, or 
call rate, defining a minimum time (call 
gap) between transmitted call attempts, 
e.g. one call every five seconds, or accord
ing to the new leaky bucket method. The 
latter produces a smooth output for all 
incoming traffic patterns, permitting bursts 
of call attempts to be output as long as the 
average number of calls is within accept
able limits. This allows e.g. the Destination 
blocking control to be continuously activat
ed, limiting the maximum number of call 
attempts to a level which can be handled 
by a business customer's PABX and its 
attendants. With this method, unneces
sary blocking at loads below the desired 
throughput is avoided, Fig. 13. 

AXE traffic volume and routing controls 
(ITU-T Rec. E.412) 
Some of the operator-activated traffic vol
ume and routing controls are exemplified 
below: 

Fig. 13 
AXE NTM traffic-volume controls can be speci
fied with different methods that restrict the 
amount of outgoing call attempts: call percent
age, call gap and leaky bucket. Typical character
istics of the methods are indicated. 
The leaky bucket method performs near the theo
retical optimum, and does not reject calls as long 
as the offered traffic is lower than the throughput 
limit value. The percentage method has no upper 
limit. The percentage and call gap methods 
unnecessarily block call attempts at call rates 
below the limit value 

The volume controls control the amount of 
traffic offered to an exchange, circuit group 
or a destination. The destination blocking 
control can restrict call attempts to focused 
overload areas and/or points, identified by 
country code, area code, etc, and by a spe
cific called party's directory number. 

The routing controls control the routing of 
traffic to or from a circuit group. Routing 
controls can be used to restrict excessive 
alternative routing, i.e. limit the number of 
routes occupied by each call, and thus pre
vent a general overload situation from 
worsening. Temporary alternative routing 
control (TAR) opens new routing alterna-
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Traffic to be controlled -
AXE NTM fine-tuning capabilities 

The impact of NTM controls can be controlled 
through a number of options: 

Objects to control traffic to 
- Exchanges 
- Circuit groups 
- Destinations (defined by up to 15 digits). 

Traffic attributes 
- Traffic type, e.g. direct-routed/alternate-routed, 

hard-to-reach/easy-to-reach, originating/tran
siting, priority/non-priority customer. 

- Traffic source/class (TCL), e.g. incoming route, 
operator/normal, subscriber/coinbox, etc. 

- Calling party's priority category (PRI). 

Operating parameters 
- Methods of specifying the amount of traffic to 

be controlled/output: 
"Call-percentage control, e.g. 10% of the call 
attempts are affected. 
*Call-rate control with asynchronous timer: A 
minimum time (call gap) is defined between 
consecutive call attempts, e.g. one call per 
five seconds. 
"Call rate control using the leaky bucket meth
od, which averages the number of affected 
calls. 

- Threshold levels for automatic triggering of con
trol activation. 

- Disposition of controlled call attempts, e.g. 
skip/cancel. 

- Handling of blocked calls, e.g. routing to spe
cial recorded announcements advising custom
ers to take appropriate actions. 

Fig. 14 
AXE automatic congestion control (ACC) can 
dynamically protect AXE - and other exchanges 
employing ACC - from running into an overload 
or congestion state. 
ACC in exchange B senses overload and reports 
this to directly connected exchanges (A, C and 
D) via CCS7 signalling. ACC in these exchanges 
automatically triggers traffic volume controls to 
prevent B from running into congestion 
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tives that allow traffic to by-pass an over
loaded part of a network, Fig. 12. 

The AXE traffic volume and routing con
trols benefit from the fine-tuning capabil
ities described in Box F. 

AXE special routing controls (ITU-T E. 170) 
The Time-dependent routing control 
switches on schedule between predefined 
routing programmes. It is used to route 
calls via network parts that regularly 
(daily/weekly) have idle capacity during 
non-busy hours; in urban networks by tak
ing advantage of shifts in traffic load in 
office versus residential areas; in long-dis
tance networks by routing traffic via other 
time-zone areas. 

The Alarm-state routing control changes -
on operator command - the complete rout
ing of an exchange and gives network-
access preference for priority users. This 
control is useful when the state of alert con
dition is rapidly changed in an area or in a 
country, e.g. due to war, warlike situations 
and social unrest, and access to the net
work and its routing functions needs to be 
regulated. This control was successfully 
employed in the Saudi Arabia network dur
ing the Gulf crisis in 1991.6 

The Load-sharing routing control distrib
utes calls among outgoing routes accord
ing to predefined ratios (in steps of one per
cent) and - when combined with the 
Time-dependent routing control - accord
ing to time of day/week. The load-sharing 
control allows a network operator to con
trol the distribution of outgoing traffic, e.g. 
to different carriers. 

Automatic traffic volume controls (ITU-T 
Rec. E.412) 
Automatic dynamic NTM controls repre
sent a significant improvement in relation 
to manually activated controls. Automatic 
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controls are necessary for efficient protec
tion of networks from the impact of the rap
id onset of unpredicted focused mass call
ings made possible by CCS7 signalling. 

The automatic AXE NTM controls respond 
instantly to excessive load conditions on 
exchange processor and on outgoing 
routes, and keep the network running at 
near-peak load during busy hours. Multi-
threshold control triggering allows for grad
ual increase/removal of the control actions 
with shifts in load conditions. The controls 
benefit from the fine-tuning capabilities 
described in Box F. Benefits are increased 
revenues and goodwill, since priority busi
ness calls can be let through and calls to 
busy destinations can be blocked. 

The Automatic congestion control (ACC) 
enables a nearly overloaded exchange to 
dynamically request (via ordinary CCS7 
signalling) other exchanges equipped with 
ACC to activate traffic limiting actions; for 
example, by restricting their output to pref
erence traffic only, allowing the overload
ed exchange to recover, Fig. 14. 

Circuit reservation control automatically 
reserves, in an almost congested outgo
ing route, the last few idle circuits for pre
defined preference traffic: emergency 
calls, priority customers, direct routed traf
fic, etc. The control responds immediately 
when there is a change in the number of 
idle circuits. 

Automatic state-dependent routing (ITU-T 
Rec. E.412 and E.170) 
Two AXE automatic alternative-routing 
controls, Automatic rerouting control 
(ARRC) and Event-dependent routing 
control (EDRC), can be combined with the 
NTM controls (and fine-tuning capabilities) 
described above to perform distributed 
adaptive dynamic routing. This dynamic 
routing efficiently traces and uses idle net
work capacity whenever available. 
Exchange processor load - and the risk of 
network overload - is reduced. Priority traf
fic using direct routes is not affected, 
whereas excessive use of alternative rout
ing is minimised during network overload. 
Circular rerouting is prevented. Benefits -
besides high efficiency - are technical sim
plicity and low operating cost compared 
with other dynamic routing methods. 

ARRC automatically selects alternative 
route choices in a predefined sequential 



BoxG 
An example of possible capacity and configura
tion of TMOS NTM systems/applications is illus
trated by the Swedish network operator Telia's 
NTM operations planned for 1995. 

- Network elements (exchanges) 200 
- Circuit groups 5,000 
- Destinations 100,000 
- Operators with workstations/X-terminals 30 
- Data collection interval, minutes 5 
- TMOS NTM nodes (1 INOC, 2 NMCs) 3 
- TMOS NTM History Data nodes 1 
- TIS *) nodes (8 RNOCs) 8 

*) Telia uses TIS, a feature similar to the TMOS 
TOB application, for their distribution of and glo
bal access to NTM data over a network of TMOS 
NTM systems/applications. 

INOC International network operations centre 
NMC Network management centre 
RNOC Regional network operations centre 

order. EDRC is self-learning and automat
ically updates its routing behaviour by 
experience. ARRC is preferably used in 
local networks, while EDRC is recom
mended in non-hierarchical transit net
works. Both controls are based on real
time observations of downstream traffic 
performance, which is reported between 
involved exchanges using ordinary CCS7 
call set-up messages. 

AXE interfaces 
AXE user interface for directly connected 
terminals 
AXE basically provides a character-based 
user interface complying with a subset of 
ITU-T Series Z.300 Recommendations. 

The AXEUSE PC-software application 
provides an operator with a graphics user 
interface, including support for fault man
agement, command handling and file man
agement. Alarms are presented together 
with a reference to the context-linked fault 
documentation. Documentation on the rel
evant operation and maintenance step by 
step work flows is electronically stored on 
compact disk and can rapidly be accessed 
by the operator. Other tools, such as tech

nology-based training, can also be 
retrieved. The AXEUSE user environment 
can be run on an industry standard PC con
nected to AXE. 

AXE interfacing operations systems 
AXE NTM communicates with the TMOS 
NTM system via an X.25 protocol and an 
Ericsson proprietary protocol (MTP). If 
AXE exchanges are to be supported by 
another vendor's operations system, 
TMOS applications may be used for adap
tation and/or mediation offering an AXE 
TMN/Q3 (subset) interface. 

TMOS NTM applications 
The TMOS NTM system/application sup
ports NTM of switched networks at the net
work management level, typically from 
NMCs. 

The TMOS NTM system/application is 
implemented through a joint development 
effort, benefiting from the experience of 
NTM operations performed by Telia (for
merly Swedish Telecom), from technology 
of the data industry through Hewlett-Pack-

Fig. 15 
TMOS NTM applications are categorised in man
agement areas according to TMN principles: 
fault, performance, configuration and security 
management 
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TMOS NTM 
Exchanges 
- Processor load (%) * 
- Number of bids/sec * 

Circuit groups 
- Traffic (Erlang) 
- Number of bids 
- Overflow (%) * 
-ABR 
- ASR 
- Mean holding time 
- Number of devices 
- Number of blocked devices * 

Destinations 
-ABR 
-ASR 
- Overflow 
- Number of bids 

*) Parameters defined for alarm supervision 

ard, and from Ericsson's knowledge as a 
telecommunications equipment supplier. 

By the end of 1994, Swedish Telia oper
ates two NMCs and four international and 
regional network operations centres, using 
TMOS NTM systems/applications to sup
port their NTM operations of about 100 
exchanges, Fig. 17. An example of Telia's 
planned TMOS NTM installation capacity 
is given in Box G. 

Applications 
The TMOS NTM applications are categor
ised according to TMN principles in a num
ber of functional areas, which map the 
major NTM processes: supervision, status 
and performance analysis, and traffic con
trol activation, Fig. 15: 

Fault management - supports the alarm 
supervision process 
TMOS NTM supervises the traffic status 
and performance of exchanges, circuit 
groups, and destinations. 

Data from connected exchanges are col
lected, e.g. every five minutes, and pro
cessed by TMOS NTM. Parameter values 
are calculated and compared with prede
fined alarm thresholds, Box H. 

Three classes of alarms, shown in differ
ent colours, can be defined. Alarms are 
presented to operators in graphic or alpha
numeric form. The graphic presentation is 
displayed on maps, where all objects are 
placed according to their geographical 
coordinates. Semi-graphic presentation is 
also possible. Presentation can be made 
on workstations, X-terminals and on video 
wall screens, Fig. 16. 

A global alarm list, comprising all super
vised objects, as well as alarm lists for indi
vidual exchanges are provided. 

Performance management - supports the 
analysis process 
The traffic performance of exchanges, 
routes and destinations is automatically 

Fig. 16 
An example of TMOS NTM semigraphic 
presentation of a region in the Swedish Telia's 
network. 
Alarm status is indicated with red/yellow/blue in 
the symbols for switching nodes (ellipses), 
traffic destinations (arrows), and for last choice 
routes. The system provides "zoom-in" 
capabilities to suitable detail with mouse control; 
the status of the individual exchanges (triangles) 
of one of the switching nodes is expanded in the 
window at bottom right 
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Fig. 17 
Trie Swedish operator Telia's Regional Network 
Operations and Control Centre - Region Stock
holm - supervises the telecom network in 
Stockholm. The centre is at work around the 
clock to detect and localise any traffic distur
bance or disruption, and restores performance 
as soon as possible. The centre informs all par
ties concerned about the current situation to 
ensure efficient action on all hands. In their 
work, operators rely on advanced support 
systems, for example Ericsson's TMOS NTM 

calculated, using data collected from the 
exchanges and refreshed at intervals of, 
typically, five minutes. 

Performance is displayed to operators by 
a set of analysis windows. The operator 
can easily proceed from one window to 
another, or have a number of them open 
simultaneously to be better able to survey 
the traffic situation. 

The Performance analysis function con
sists of graphic windows, showing the 
actual NTM parameter values (Erlang, 
destination ASR, etc) of the supervised 
objects. It also includes a historical func
tion, presenting earlier parameter values 
in diagrams, line charts or bar charts, for 
a period of up to eight days. 

The historical function makes it easy for 
the operator to retrieve data to be used as 

reference for comparison with current val
ues. This function also provides a basis for 
control actions: it facilitates the analysis of 
a developing overload situation and the 
study of the effect of a control action. 

Configuration management-supports the 
control-action process 
Configuration functions support the oper
ator in the management of traffic routing 
data and NTM traffic controls in the 
exchanges. Network configuration data 
(exchange routing data) is automatically 
(on schedule) read and collected from the 
exchanges. 

Dialogue windows facilitate the specifica
tion and activation/deactivation of the con
trols. The windows comprise menus and 
forms that are uniform and independent of 
the command format provided by the indi
vidual exchange to be controlled. This 
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Fig. 18 
An example of TMOS NTM traffic-control window, 
supporting the creation of temporary alternative 
routing. 
Menus are provided for defining routing cases 
(RC), temporary routing tables (TRT) and traffic 
volume to be controlled. Traffic controls are 
prepared in this and similar windows. When a 
control is prepared it appears as an entry in a list 
of available controls, for activation immediately 
or later 

allows the operator to concentrate on what 
actions to implement, Fig. 18. 

To support operators in the analysis of inci
dents and actions, TMOS NTM contains -
in addition to the historical function - a log 
function that logs all important events 
regarding alarms and control activation. 

Security management - supports the 
access process 
The individual operator's activities are con
trolled by user identity. Each operator has 
his/her own authority profile and can only 
use certain commands and/or command 
files towards certain objects at a given time 
and, if required, from a specified terminal. 
Operator authority is set by the system 
administrator. The administrator can also 
define command files for special routing-
configuration changes that can only be 
executed with certain entry parameters to 
avoid operator mistakes. 

The system makes it possible to define 
responsibility areas, each of which covers 
a defined number of exchanges. Presen
tation of alarms, etc, is linked to the area. 
The individual operator can retrieve global 
information but may only act on his/her 
"own" objects. 

Communication sessions -
command/file handling 
Data collection and generation of graphic 
and textual reports and alarms are auto
mated. The system can collect data and 
distribute it to other systems automatically. 

The graphics-based command handling is 
menu-driven, allowing the operatorto send 
line-oriented commands from a worksta
tion window. Commands and command 
files can be executed immediately or acti
vated at a later time. Responses can be 
presented immediately or later, and can be 
routed to a window, a file, a printer, or to 
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Servers 

electronic mailboxes. Several command-
session windows can be started and run 
simultaneously towards one or several 
exchanges. 

Graphics user interface 
The graphics user interface provides: 
- Maps 
- Task-oriented menus and forms 
- Multi-access to windows and communi

cation sessions 
- Graphics presentations 
- On-line help 

The user interface supports colour graph
ics workstations with multiple-active win
dows, which permit the operator to view 
several different activities simultaneously 
on the same screen. 

Besides the graphics-based interface, a 
character-based interface can be used as 
an alternative. 

System configuration 
The TMOS NTM applications, which are 
based on the TMOS platform, can support 

a number of workstations in distributed 
configurations in local area and wide area 
networks, Fig. 19. 

The flexibility of TMOS configurations sup
porting NTM is further described below. 

The TMOS Network 
Management Concept 
TMOS provides a complete offering of 
systems/applications for operations sup
port of telecommunications networks at 
the network management level, typically 
from a network management centre, NMC. 
The offering is defined as the TMOS net
work management concept. The objective 
is to offer network operators a strategic 
overview for control decisions on the total 
integrated traffic-bearing capability of the 
various inter-dependent networks: switch
ing, signalling and transport, Fig. 20. 

The applications of the concept support 
integrated management of multi-vendor 
networks according to evolving TMN prin-
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Fig. 19 
Typical structure of a TMOS NTM hardware con
figuration for the support of a network manage
ment centre 
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ciples and standards. Monitoring, analysis 
and control of the different network 
resources and their impact on traffic 
throughput can be performed in a uniform 
way. Interworking with an existing infra
structure of operations and administrative 
systems is also considered. 

TMOS integrated network 
management 
The concept is provided through a number 
of TMOS systems/applications supporting 
the network management (NM), and ele
ment management (EM) levels of opera
tion, Fig. 6. 

The NM level (NMC) is normally in charge 
of overall network performance (traffic effi
ciency), while the EM level (OMC) is 
responsible for keeping the network ele
ments running through restoration of failed 
network resources. An NMC may advise 

the OMCs on the most effective order of 
priority for fixing major failures to maximise 
total traffic efficiency in the network. 

For integrated network management 
between TMOS systems (sites) and other 
vendors' systems, the following TMOS 
applications/features are provided: 

TMOS INS; for NM support 
Increased network complexity and depen
dency between networks, i.e. switching, 
signalling, and transmission/transport, 
require a total networks overview of the 
current network alarm status. INS (inte
grated network surveillance) is a TMOS 
application for automatic and intelligent 
alarm analysis. Operators are supported 
to quickly find the root of complicated fail
ures for faster restoration of failed network 
parts, letting through larger volumes of 
successful traffic. 

Fig. 20 
Example of the TMOS Network Management Con
cept supporting integrated NTM. 
Networking between TMOS applications/systems 
and sites can be used to support NTM a t the NM 
level (NMC) of operations. TMOS networking 
offers a total overview for operators to make 
control decisions on the traffic-bearing capability 
comprising various inter-dependent networks: 
switching, signalling and transport 

NMC 
OMC 

03, Qx 
M 
TMOS 
NTM 
CCS7 
INS 
FMAS 
XM 

Network management centre 
Operation and maintenance centre 
Element management, typically from OMC 
Network management, typically from NMC 
Standard TMN interfaces 
Proprietary Interface 

applications 
NTM for switched networks 
NM/EM for CCS7 signalling networks 
Integrated Network Surveillance of alarms 
NM/EM for transport networks 
EM (exchange Management) for switched 
networks 
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Fig. 21 a ,b 
TMOS systems/applications, supporting NM and 
EM levels of operations, can be distributed into 
vertical (hierarchical) and horizontal (flat) config
urations, ref. Figs, a (right) and b (below) respec
tively. This facilitates the distribution and switch
ing of operator responsibility, e.g. between 
national and regional TMOS systems/sites with 
the change in office/non-office hours 

NM Network management 
EM Element management 

TMOS networking between systems; for 

NM and EM support 

TMOS applications for the NM and EM 

support levels can be distributed and locat

ed freely between TMOS sites, which can 

be interconnected in vertical (hierarchical) 

and horizontal configurations, Figs. 21a 

and 21b. Operations can be supported by 

applications distributed or shared between 

the NM and EM locations according to the 

needs of the operators. The networking 

also enables an operator to access a spe

cific exchange from a higher-level TMOS 

site via a lower-level site. 

TMOS TOB; for global distribution of NTM 

data between TMOS nodes 

The TMOS object broker, TOB, permits 

local and wide-area distribution of global

ly accessable NTM data over a network of 

sites and databases. The distribution of 

NTM data means that operators and 

TMOS NTM applications can access stra

tegic information via a data communica

tions network, without knowing to which 

TMOS NM or EM site or database the infor

mation is allocated. The benefits also allow 

for a practically unlimited growth of TMOS 

systems while maintaining system avail

ability and security. 

TMOS applications for NM and EM 

TMOS NTM for NM support of switched 

telephony networks is previously de

scribed. 

Box I 

Data summary of TMOS plat

form/applications 

TMOS (telecommunications management and 
operations support) is a system/platform with 
applications supporting operation of telecommu
nications networks and services. 
Developed by Ericsson and Ericsson Hewlett-
Packard Telecommunications. 
First application in service in 1990. 
Current users (in 1994) are operators in about 30 
countries. 

can be smoothly expanded to match increasing 
support capacity demands. TMOS can be con
nected in vertical (hierarchical) and horizontal net
work support configurations. 

TMOS provides both run-time and applicatio 
development platforms. 

Software approach 
Object-oriented application software. 

Operating system 
UNIX of HP or Sun. 

Applications 
Small-scale to large-scale support capability. 
TMOS applications are available for total manage
ment and administration of networks and servic
es in a multi-vendor environment, comprising: 
switching, cellular, intelligent, CCS7 signalling 
and transport networks, etc. TMOS is currently 
being enhanced with new applications/features. 

Expert application 
TMOS INS for total network integrated alarm sur
veillance. 

Platform support 
Service support, training, etc, by Ericsson Hew
lett-Packard Telecommunications. 

Platform architecture 
TMOS provides a state-of-the-art, distributed 
open architecture, using servers and workstations 
in a client-server configuration over LAN/WAN 
networks (Ethernet/X.25). This architecture offers 
a cost-effective and modular configuration which 
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Database 
Relational (Sybase). 

User interlace 
X Window System for graphics terminals with 
Open Look and OSF/Motif. 

API 
Programming interfaces are open to third parties 
to build applications. Development platform avail
able. 

Hardware 
HP or Sun architecture with UNIX portability. 

Internationa/ standards 
OSI Management. 

TMN protocols 
TMN/Q3 communication protocols (layers 1-7). 

TMN tunctions 
Fault Management Q.821 (subset), etc. 
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TMOS CCS7; for NM and EM support of 
CCS7 networks and network elements 
provides: 

- fault management, including graphics, 
alarm log, alarm filtering, analyses, cor
relation, etc. 

- performance management, with data 
collection and analyses 

- configuration management, which 
secures the correct changing of CCS7 
routing data 

- command and file management, with 
command log, etc. 

TMOS FMAS (Facility management 
system)'; for NM and EM support of trans
port networks and network elements pro
vides: 

- fault management and performance 
management of transport networks, 
including graphics, alarm log, etc. 

- configuration management, including 
manual/automatic activation of network 
restoration controls, maintaining service 
availability. 

- command and file management with 
command log, etc. 

TMOS XM (exchange Manager)2; for EM 
support of exchanges provides: 
- fault management, including graphics, 

alarm log, etc. 
- performance management, comprising 

collection, processing and presentation 
of performance data 

- configuration management of exchange 
data 

- command and file management with 
command log, etc. 

TMOS CMAS (Cellular management 
system); for EM support of cellular net
works.3 

TMOS platform benefits for NTM 
Besides the specific advantages present
ed above, TMOS NTM benefits from the 
general features of the TMOS concept as 
described below, Box J. 

Abbreviations and definitions 
AXE 
Ericsson's exchange system AXE 10. 
DXC 
Cross-connect system, e.g. Ericsson AXD 4/1. 
CCS7 
Common channel signalling system No 7. 
EM 
Element management (of NE(s)). 
ISDN 
Integrated services digital network. 
ITU-T 
International Telecommunication Union - Tele
communication Standardisation Sector (formerly 
CCITT). 
LAN 
Local area network. 
NE 
Network element; an exchange or a transmission 
product. 
NM 
Network management, includes the NTM func
tion. 
NMC 
Network management centre; typically, operates 
the network and controls traffic at a national or 
international NM level. "Optimises network usage 
and performance in real time*. 

NTM 
Network traffic management. Refer to NM. 
OMC 
Operation and maintenance centre; typically, 
manages NEs at a regional EM level. "Keeps the 
network elements running". 
OS 
Operations system; an Ericsson TMOS system, 
for example. 
PDH 
Plesiochronous digital hierarchy. 
SDH 
Synchronous digital hierarchy. 
TMN 
Telecommunications management network. ITU-
T Recommendations on TMN (M.3000 Series) 
define principles for managing telecommunica
tions networks with operations systems and net
work elements, cooperating with essentially full 
connectivity over a (management) data network. 
TMN/Q3 
Interface -defines the communication between a 
network element and an operations system, and 
between operations systems. 
TMOS 
Telecommunications management and opera
tions support, an Ericsson family of systems. 
WAN 
Wide area network. 
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Box J 
Technical advantages of TMOS 
platform/applications 
- Reliable -high reliability, availability and access 

security 
- Open - facilitates incorporation of the latest 

state-of-the-art software and hardware technol
ogies 

- Scalable - matches network and service growth 
- Adaptable - is relatively easy to adapt to exist

ing and future network elements, support 
systems and operator organisations 

- Development platform for future applications 
- Powerful user interface 
- On-line help 



BoxL 
ITU-T Recommendations and 
references on NTM and related 
areas 
E.170 
E.410 

E.411 

E.412 

E.413 

E.414 

E.415 

E.800 
M.1510 

M.3010 

Q.542 

Q.823 

Traffic routing 
International Network Management -
General information 
International Network Management -
Operational guidance 
International Network Management -
Network controls 
International Network Management -
Planning 
International Network Management -
Organisation 
International Network Management -
Signalling System No. 7 
Quality of Service - QoS vocabulary 
Network Traffic Management contact 
points - QoS observations 
Principles for a Telecommunications 
Management Network 
Operations and Maintenance, section 
5: NM Design Objectives 
TMN Management Service - Traffic 
Management 

Handbook Quality of service, network manage-
ment and maintenance, (CCITT Man
ual, ITU. Geneva, 1984) 

Platform based on open standards 
In the design of the TMOS platform9, Erics
son Hewlett-Packard Telecommunica
tions has combined the state-of-the-art of 
telecom and computer industry technolo
gy, Box I. 

The platform, which is common to all 
TMOS applications, is based on Open 
Systems computer standards; X/Open, 
POSIX (UNIX), OSI, C++, etc. This open
ness is a guarantee against obsolescence 
of both computer hardware and software 
in times of rapid technological progress. 
Currently, Hewlett-Packard and Sun 
systems are supported. The TMOS plat
form provides stable interfaces to future 
applications to be added and integrated in 
a structured way. 

TMOS applications run on graphics work
stations and servers, operating in 
client/server mode, and communicate 
over LAN (Ethernet) and WAN (X.25) net
works. 

by adding mirrored disks, or spare servers 
with mirrored disks, or by introducing a 
cold-standby system of servers and disks. 

Users' own programming capabilities -
from customisation to programming 
Existing TMOS applications can be cus
tomised on-line. Menus, forms and graph
ic displays can be tailored by the individu
al operator using the built-in market tools 
(4GL, SQL, etc). 

Design and addition of new or extended 
applications, such as interface adapta
tions, can be made off-line, for example by 
network operators or software houses. 
The TMOS development platform offers a 
suitable design environment for this pur
pose. New applications can be connected 
to the well-defined application program
ming interfaces (API) of the TMOS soft
ware. These APIs will remain in updated 
TMOS software versions too, allowing for 
continuative use of added vendor-specific 
applications. 

Availability according to application needs 
The availability of a TMOS NTM system 
running on a standard TMOS configuration 
can be increased stepwise; for example, 

BoxM 
International standardisation 
activities on NTM 
ITU-T 
International Telecommunication Union - Tele
communication Standardisation Sector. 
SG2 
ITU-T Study Group 2, formerly CCITT SG II, is 
responsible for questions related to telephone net
work and ISDN; network operation, including rout
ing, numbering, NM (NTM) and quality of service 
Question 9/2 (of SG 2) is divided into: NM needs 
for consolidated services, NM needs for new ser
vices, and NM in the TMN environment. 
NMDG 
Network Management Development Group is 
related to SG 2 and encourages wider internation
al participation in the identification, development 
and implementation of Network Traffic Manage
ment activities. 
ETSI 
European Telecommunications Standards Insti
tute. 
NA4 
ETSI Sub Technical Committee NA4 is respon
sible for standardisation work on network archi
tecture, operations, maintenance, principles and 
performance. 

TMN strategy and development 
Ericsson is committed to implementing the 
evolving TMN standards in the TMOS 
systems (platform/applications). TMOS 
systems are designed to support multi-
vendor network elements and other oper
ations and administrative systems match
ing these standards. In consequence, 
Ericsson is actively taking part in the devel
opment of the TMN managementfunctions 
and services within ETSI, ANSI and ITU-T. 

Adaptation to new TMN standards is facil
itated by the layered structure of the TMOS 
platform and by its software technology, 
the TMOS development platform and the 
TMOS application programming inter
faces. 

For example, Norwegian Telecom oper
ates AXE and Alcatel S12 exchanges in a 
uniform way, using TMN/Q3 communica
tion protocols and applications; the TMOS 
XM application (exchange Manager) 
employed supports fault management 
according to ITU-T Rec. Q.821 (subset). 
The adaptation of TMOS to other vendors' 
exchanges is currently being developed. 

Summary 

The need for an efficient network traffic 
management (NTM) function is rapidly 
increasing among telephone network 
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operators, for a number of reasons. 
Modern networks are becoming more 
exposed to unpredicted congestion, while 
demands for quality of service are increas
ing. These networks can quickly become 
overloaded or congested by mass callings 
generated (via powerful CCS7 signalling) 
in response to new telecom services and 
popular mass-media news and pro
grammes. 

At the same time, competition between 
network operators is becoming the driving 
force for enhancing the NTM function. 
Customers, such as large business com
panies and rival service providers, may 
obtain a better insight into actual call com
pletion performance than the operator run
ning the network, and this information 
might be used to select network operator. 
On the other hand - operators using mod
ern NTM information and control facilities 
can quickly inform important customers of 
how a network failure/incident was suc
cessfully overcome, and so turn a problem 
into a sales opportunity. 

Ericsson's response to these challenges -
the Ericsson NTM concept - provides 
complete solutions to the NTM function at 
network level. The concept can combine 
AXE NTM functions with stepwise 
enhanced levels of TMOS support for net
work management centres; starting with 

the TMOS NTM application for switched 
networks and continuing with the network 
management application CCS7 for signal
ling networks, FMAS for transport net
works, and INS for network expert-filtering 
of alarms, completing a total view of the 
performance of interrelated networks, 
Fig. 20. 

Network management systems represent 
one of Ericsson's core businesses. Using 
state-of-the-art technology, TMOS 
systems/applications are designed to 
manage a multi-vendor network environ
ment based on TMN principles. The TMOS 
NTM application is built on the joint devel
opment and expertise of Ericsson Hewlett-
Packard Telecommunications and Telia, 
formerly Swedish Telecom. Telia is using 
the system to support all their national and 
international NTM operations. 

AXE NTM information and control func
tions support fast and accurate control of 
traffic, while giving priority to business traf
fic. The current NTM recommendations 
defined in ITU-T E. 410-415 are fulfilled. 

AXE NTM and TMOS NTM applications 
contribute to the overall efficiency of an 
operator's NTM activities. Examples show 
that the prevention of one single conges
tion incident can pay off an investment in 
NTM. 
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MOMS - An Operations System for 
MINI-LINK 

Tommy Lindstein 

TOMMY LINDSTEIN 
Ericsson Radar Electronics AB 

Fig. 1 
Microwave link technology provides efficient 
means of connecting radio base stations to 
switching centres 

MINI-LINK is the generic name of an Ericsson family of compact microwave radio 
links for point-to-point transmission of one or more 2 Mbit/s channels over distances 
up to 30 km per hop. These radio links are in operation in fixed and mobile networks 
in more than 75 countries. MINI-LINK equipment has a built-in control and supervision 
system which - together with two software products - provides operation and mainte
nance support. 
The author describes the main features of the operation and maintenance system for 
MINI-LINK equipment, and how it can be used by the operator. 

In recent years, many new operators have 
started mobile cellular networks and this 
type of network has now become the fast
est growing market for MINI-LINK micro
wave radio equipment. In cellular net
works, the use of microwave radio links 
often turns out to be the quickest and most 
cost-effective alternative for the transmis
sion network that connects the radio base 
stations to the exchanges, Fig. 1. Such 

microwave-based transmission networks 
can be quite large, comprising several 
hundred microwave hops, and more than 
1,000 microwave radios may be super
vised from one supervisory centre. The 
cost of operation and maintenance can 
represent a substantial part of the total 
annual cost of a mobile cellular network. 
The increasing competition between net
work operators in the same geographical 
area, and the subscribers' demands for 
reliable service, accentuate more than 
ever the need for efficient and integrated 
operation and maintenance tools. 

The objective of an operation and mainte
nance (O&M) system - an operations 
system - is to keep down-time to a mini
mum. To achieve this, the operations 
system must provide fast fault detection 
and fault location. It must help the mainte
nance staff to rate the severity of a fault 
condition, i.e. if it affects service and has 
to be remedied immediately, or if fault cor
rection admits of being postponed until the 
next day. It must also supply the field sup
port personnel with accurate information 
so that they will bring the right spare parts 
and tools to the faulty item. Another impor
tant task for the operations system is mon
itoring of performance data, e.g. bit error 
rate, to give an early warning of degraded 
performance before it starts affecting the 
service. The operations system must also 
provide facilities for remote control of the 
network equipment. The microwave radio 
operation and maintenance system, 
MOMS, is a software product that fulfills 
these requirements. 

The MINI-LINK Control and 
Supervision System 
MINI-LINK radio modules and access 
modules have a built-in test system, the 
control and supervision system, CSS, for 
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Fig. 2 
MINI-LINK - in operation in over 75 countries 
around the world 

local and remote supervision and mainte
nance. CSS provides functions for config
uration, alarm supervision, loop-back 
tests, performance monitoring, etc. The 
CSS also includes message routing facil
ities and communication ports for O&M 
system networks to enable remote opera
tion and maintenance of MINI-LINK equip
ment in various network configurations. A 
serial O&M interface - the terminal port -
gives access to the control and supervision 
system. An external centralised opera
tions system can be connected to the O&M 
network through any MINI-LINK O&M 
interface. Local supervision, set-up and 
fault location can be provided by a PC con
nected to the O&M interface. 

Fault detection 
MINI-LINK radio modules and access 
modules are provided with detectors for 
fault conditions, such as loss of input sig
nal, low transmitter output power, high bit 
error rate, etc. All locally generated alarms 
are collected and evaluated by the CSS 
and are locally available at the terminal 
port and remotely via the CSS network. 
The CSS keeps a record of alarms that 
have been active since the last reading of 
alarm and status information. These are 
reported as buffered alarms. Alarms are 
also combined into summary alarms that 
activate local parallel outputs. These par
allel alarm outputs are primarily used by 

the protection switch unit to decide when 
to switch the stand-by radio into circuit, but 
they can also be used for connection to an 
existing alarm collection system. 

Alarm collection 
The built-in control and supervision system 
(CSS) issues an alarm notification when
ever an alarm condition is encountered. 
This notification is distributed throughout 
the O&M network. When it is received by 
a supervisory system at the operation and 
maintenance centre, OMC, the superviso
ry system sends a status request to the 
alarming piece of equipment, which means 
that no continuous polling from the super
visory system is required. The advantag
es of this method as compared with a 
standard polled system are faster alarm 
reporting and lower load on the O&M net
work, even in large networks. However, a 
slow background polling sequence is rec
ommended to ensure that contact with the 
supervised equipment is maintained. Each 
radio module and access module can be 
configured individually to send or not to 
send a notification message for different 
types of alarm. 

The CSS provides a facility called P-mark-
ing, which inhibits alarm notification mes
sages from being issued by the CSS. This 
function is used by service personnel dur
ing repair work on a site, to stop alarms 
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Fig. 3 
MINI-LINK radios that are directly connected to 
each other through CSS's O&M networking facil
ities IAC and EAC form a microwave radio O&M 
subnet, which can consist of up to 200 radios. 
Large networks are divided into a number of 
such subnets. 
Microwave radios that are not members of the 
MINI-LINK family are connected to the subnet 
via alarm collecting units. Remote access is pos
sible from any point in the subnet. 
Several microwave radio O&M subnets can be 
connected to MOMS. Each subnet is connected 
to the X.25 packet network via a V.24 PAD (Pack
et Assembler/Disassembler). Within MOMS, a 
subnet is handled as a Network Element 

from being forwarded to the supervisory 
centre. 

MINI-LINK O&M networks 
The CSS supports building of networks for 
operation and maintenance, Fig. 3. Net
work design is based on three CSS facil
ities, the internal alarm channel, IAC, the 
external alarm channel, EAC, and the 
message router. IAC is a data link across 
the radio hop for exchange of network 
messages between the two radio modules 
at each end. The CSS uses IAC to contin
uously supply its remote CSS partner with 
current alarm status. EAC is a data bus for 
exchange of network messages between 
radio modules and access modules at the 
same site. The message router is a facil
ity for distribution of network messages to 
the proper destination within the network. 
Each radio module and access module in 
the network must have a unique network 

address which is set when the modules are 
installed. Information is exchanged in the 
form of network messages, such as alarm 
notification, status request, status informa
tion, loop command, etc. Network messag
es use a frame structure containing source 
and destination addresses, type of 
message, and information for routing and 
data link control. 

Control 
The CSS handles certain control functions, 
such as loop-back test, transmitter off, etc. 
These functions may be used in fault loca
tion to identify a faulty piece of equipment 
in those rare cases where the alarm pic
ture is ambiguous. The following test oper
ations are available: 
- Near-end baseband loop 
- Near-end RF loop 
- Far-end baseband loop 
- Far-end MUX loop 
- Transmitter off 
- Remote switching of protected traffic. 

Performance monitoring 
Each radio module collects performance 
monitoring data according to CCITT Rec
ommendation G.821. Access modules in 
protected hops collect performance data 
from the radio modules to make an esti
mate of the performance of the complete 
protected hop. These data are available 
via the O&M system interface. 

Fig. 4 
MOMS makes use of the TMOS Platform (TPF 
version 2.0 or later), with the Fault Manager 
(FMA) 

The following data are available for each 
hop: 
- Unavailable seconds, UAS 
- Severly errored seconds, SES 
- Degraded minutes, DM 
- Errored seconds, ES 
- Total time, TT. 

MOMSfTMOS 
Telecommunications management and 
operation support, TMOS, is Ericsson's 
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Fig. 5 
The network status presentation window, NSP, 
offers a general view of the whole network. Dif
ferent icons are used to distinguish between dif
ferent types of hop, and coloured symbols indi
cate current alarm status. The operator can tailor 
icons, colours etc. to his/her own liking 

TMN (telecommunications management 
network) solution to handling all manage
ment and operation support functions with
in multi-service and multi-vendor public 
telecommunications networks. TMOS is 
an integrated family of management 
systems which uniformly monitor and con
trol different types of network resources 
and services. A TMOS application system 
can be created by combining different 
TMOS applications, such as CMAS (cellu-

lar management), FMAS (facility manage
ment fortransport networks), NMAS (man
agement of switched networks), SMAS 
(service management), etc. 

The microwave radio operation and main
tenance system, MOMS, is a software 
product that provides operation and main
tenance support for microwave radio 
equipment. MOMS is a fully integrated 
application in TMOS and utilises the same 
workstations, databases, symbols and 
commands. MOMS provides facilities like 
network status presentation, alarm log, 
alarm list, alarm classification, line com
mands, check of authorisation, and net
work modelling utilities. MOMS supports 
all types of microwave radio belonging to 
Ericsson's MINI-LINK family. It also sup
ports microwave equipment from some 
other vendors, Fig. 4. 

The main objective of MOMS is to enable 
easy operation and maintenance of MINI-
LINK networks by providing a user-friend
ly interface. MOMS uses the same type of 
graphical user interface, GUI, as other 
TMOS applications, which means that 
operators who are familiar with other 
TMOS applications can use MOMS with 
almost no additional training. 

MOMS offers the following main functions: 
- Alarm surveillance 
- Alarm filtering 
- Synchronisation 
- Command handling 
- Performance management. 

Alarm surveillance 
Alarm surveillance is based on complete 
microwave hops, rather than on specific 
pieces of equipment. A set of hop alarms 
is generated by evaluating the alarm stat
us of each radio in the hop. Groups of 
supervised hops form microwave radio 
O&M subnets, which are presented by 
icons against a background map in the net
work status presentation (NSP) window 
common to all kinds of equipment. Fig. 5. 
A subnet in NSP can be expanded to show 
each hop represented by its own icon. 
Alarming subnets and hops are indicated 
in NSP by flashing symbols. 

Alarms are classified according to their 
severity. MOMS uses five levels of sever
ity: critical, major, minor, warning and inde-
termined. By selecting an alarming object, 
the operator will get access to the alarm 
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Fig. 6 
The alarm list presentation window, ALP, shows 
the identity of the arming hops, time of occur
rence, alarm severity and a short-form problem 
description. 
From this window the operator can acknowledge 
alarms, get detailed alarm status information, 
and add own notes about e.g. initiated repair 
actions 

Fig. 7 
The performance management window, MPM, is 
a typical example of the user interface of MOMS. 
The operator can use the filter facility to display 
only those items that fulfil specified search 
criteria 

list presentation, ALP, Fig. 6. This list con
tains all active alarms, and all ceased 
alarms that have not been acknowledged. 
The alarm list shows the identity of the 

alarming hops, type of hop, time of occur
rence, type of alarm, and alarm severity. 
An alarm in ALP can be expanded further 
to show the detailed alarm status for each 
piece of equipment in the hop. 

All alarm reports are stored in the data
base. When the operator wants to go back 
and study what has happened in the past, 
he/she can search the database for reports 
that fulfil a combination of search criteria, 
such as hop identity, type of alarm, time 
period, etc. 

Alarm filtering 
Occasionally, in extreme weather condi
tions - such as heavy rain storms - a radio 
might repeatedly report the same alarm at 
short intervals. If this should happen, the 
alarm filter will limit the number of redun
dant alarms presented to the operator and 
stored in the database. The alarm filter 
does not block other types of alarm or 
alarms from other hops. 

Synchronisation 
The synchronisation function makes it pos
sible for the operator to obtain the latest 
available status information. Synchronisa
tion can be initiated for a subnet or for the 
whole microwave network. In the syn
chronisation process, MOMS collects cur
rent alarm status from the network to 
update its internal alarm list. 

Command handling 
From the command handling window, an 
operator can issue commands to a specif
ic item of microwave equipment. MOMS 
uses a line-oriented command mode in line 
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Fig. 8 
The MINI-LINK network manager is a PC program 
for centralised supervision, and for field 
maintenance 

with other command handling functions in 
TMOS. The operator can select a com
mand from a list of available commands, 
or type the command directly. Typical com
mands are status request, performance 
data request, radio frequency input level 
request, various loop-back commands, 
etc. Command responses are presented 
in the command handling window. All com
mands and their responses are also stored 
in the command log in the database, from 
which they can be retrieved for further 
study or post-processing. By using the 
authorisation-check system in TMOS, 
each MOMS operator can be given a 
unique authorisation profile that defines 
which network elements he/she can 
access, and what kind of commands 
he/she is allowed to issue. The default 
authorisation profiles do not allow the nor
mal MOMS operator to issue traffic-dis
turbing commands like loop-back test. 

Performance management 
Performance management includes auto
matic collection of performance data and 
supervision of fade margin. Performance 
data according to CCITT Rec. G.821 are 
automatically collected on a daily basis 
from a user-defined set of radio receivers 
and stored in an ASCII file for further pro
cessing. 

Supervision of fade margin is provided by 
reading the input signal strength from a 
user-defined set of radio receivers on a 
regular basis. The readings from each 
receiver are integrated and checked 
against a threshold to get an early warn
ing of long-term performance degradation. 
The collected signal-strength readings are 
also saved in ASCII files, Fig. 7. 

The MINI-LINK network 
manager 

The MINI-LINK network manager, MNM, 
is a PC-based program for supervision and 
control of MINI-LINK equipment, Fig. 8. 
MNM comes in different versions for appli
cations for installation and field mainte
nance of single hops up to centralised 
unattended supervision of small and medi
um-sized networks. MNM provides the 
same kind of facilities as MOMS, i.e. net
work status presentation, detailed alarm 
and status presentation, performance 
monitoring, alarm log file generation, com
mand handling, automatic status polling, 
authorisation check, etc. The program 
uses windows, menu bars and pop-up win
dows and offers online help at all levels. 
Two authorisation levels are available: 
"view" for supervising the network without 
any means of control, and "control" which 
also gives access to all control facilities. 

MNM presents status information using 
four hierarchical levels: 
Group Manager 
- shows summary status for a (user-

defined) group of radio modules and 
access modules 

Main Window 
- shows summary status for each super

vised module 
Terminal Window 
- shows detailed alarm and control status 

for a complete hop 
Sub Windows 
- show performance data, revision info, 

alarm logs, etc. 

When an alarm occurs anywhere in the 
network, a notification message is present-
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ed in a pop-up window at the bottom of the 
screen. A network list editor allows for 
creation, modification and deletion of net
work lists. 

Alarm collection unit 
Microwave equipment from vendors other 
than Ericsson can be connected to the 
MINI-LINK O&M network by means of an 
alarm collecting unit, ACU, Fig. 9. The ACL) 
is a stand-alone unit which provides 
electrical interfaces and necessary proto
col conversions. 

Future development 
The MINI-LINK operation and mainte
nance system is being continuously devel
oped to meet new customer requirements, 
and to support new microwave equipment 
in the MINI-LINK family. 

One area of enhancement is MOMS's user 
interface which will be expanded to sup
port command files and remote character-
oriented terminals. A command file is used 
to issue a predefined sequence of com
mands that can be executed at once, at a 
later specified time or repeatedly. Charac
ter-oriented terminal support makes it pos
sible for an operator located far away from 

the OMC to get access to MOMS through 
a low-speed data link. 

Another area of development is the evolu
tion towards standardised operations 
system interfaces, such as CCITT Q-inter-
faces. 

Summary 
The telecommunication environment is 
rapidly becoming more and more complex. 
Technology is developing fast and differ
ent types of equipment are constantly 
appearing. As a result, operation and 
maintenance costs are increasing. To 
avoid this and to gain benefits such as 
high-quality services, fast service provi
sioning and staff reduction, an efficient 
system for management, operation and 
maintenance is essential. Such a system 
is the TMOS application MOMS (micro
wave radio operation and maintenance 
system) for supervision of microwave radio 
networks. MOMS provides facilities for 
alarm surveillance, command handling, 
performance monitoring, etc. The PC-
based software MNM (MINI-LINK network 
manager) serves as a complement to 
MOMS for installation and local service of 
microwave radio hops. 
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Fig. 9 
Alarm collection unit, ACU, for connection to 
microwave equipment from other vendors 
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