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From the editor 
Eric Peterson 

S o m e months back I learned from an ac
quaintance that a friend of mine was having 
problems with his computer and hoped I 
would give him a call. I did, but the line was 
busy. Twenty minutes later I tried again. 
The line was still busy. I waited another 
twenty minutes and tried again. Busy. I per
sisted. Still busy. Again? Yes, and still busy. 
"How unusual," I thought. "This fellow 
isn't really the talkative kind." And then it 
dawned on me - my friend must have got 
himself a subscription to the Internet. No 
doubt he wanted my help configuring his 
browser and e-mail client. However, judg
ing from the way his phone is constantly tied 
up these days, it is safe to assume he suc
ceeded on his own or got someone else to 
help. 

This is all well and good - I too spend a 
fair amount of time surfing in cyberspace — 
but how would it be if everyone joined in? 
How would we call or get in touch with one 
another if our lines were always busy? 
Through e-mail or Internet-relay chat? By 
regular post? Fortunately, a group of engi
neers at Eticsson foresaw this problem and 
came up with Phone Doubler™. 

Phone Doubler is an Internet telephony 
application whose virtual second line pro
vides temporary simultaneous access to the 
PSTN and to the Internet. Thus, persons 
with a telephone can call users on a com
puter, and users on a computer can call per
sons with a telephone or other users on a 
computer. Moreover, by connecting a 
Phone Doubler server to a PBX and to a 
local area network that supports remote ac
cess, companies can give employees who 
wotk from home access to the corporate net
work environment and to the telephony ser
vice of the PBX. Thus, with Phone Dou
bler, persons who surf the Internet or who 
connect to the corporate intranet via dial-
up access need not worry about missing im
portant calls. 

I'm bett ing a good deal of corporate in
tranets will be rented from network opeta-
tors who have implemented Public Inttanet. 
Thanks to its secure, scaleable mechanisms 
for handling subscription services, charging 
and quality of service, Public Intranet allows 
service providers to bring essential business 
services to the Internet market. And yes, 
Public Inttanet is another Ericsson innova
tion. 

As information and telecommunications 
network services increase, the role of data
bases will also take on new proportions. 

Future databases will offer constant avail
ability, exceptional performance, and real
time response. Once again, Ericsson is at 
the fotefront with a prototype parallel data 
server for telecommunications applica
tions - the NDB Cluster. This fully 
scaleable, highly versatile database func
tions as 
• a service-network database - for example, 

as a home location register, a number-
portability database, or a service-control 
node; 

• a management network database — for ex
ample, as a charging server; 

• an information network database - for ex
ample, as a Web server, an e-mail server, 
or as a data server for a geographic infor
mation system. 

Geographic information systems are an 
integral part of the digital-map systems 
Eticsson designs for advanced vehicles, ves
sels and aircraft. Ericsson also uses geo
graphic information systems extensively in 
planning and deploying mobile telephone 
systems. The application of geographic in
formation systems is probably as varied as 
the environment. Therefore, it should come 
as no surprise that they are also used for map
ping the environment. 

For better or worse, we all have to face up 
to the environment. We truly do not have a 
choice. However, Ericsson is doing more 
than just facing up to the facts - indeed, we 
are not only a world-leading supplier of 
equipment for telecommunications systems 
and telated terminals, but we are also the 
first telecommunications corporation to 
apply the life-cycle stressor-effects assess
ment to our design and manufacturing ac
tivities. 

That is, we are doing our part to reduce 
our share of environmental load. Moreover, 
by applying Ericsson products and techni
cal solutions we can further lower the envi
ronmental load. For my part, I say we start 
by implementing Phone Doubler. My friend 
is home - 1 can tell because his phone is busy. 
But since I can't call him, I may have to drive 
the car over to his place... 

Eric Peterson 
Editor 
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Phone Doubler - A step towards integrated 
Internet and telephone communities 
Allan Hansson, Robert Nedjeral and Ingmar Tonnby 

Until recently, the Internet and telephony services were thought to be unre
lated topics. Today, however, interest in interactive user-to-user applica
tions over the Internet is on the rise, notably for voice applications. 
To be really useful for telephony purposes, Internet telephony applications 
should - without compromising QoS - allow users with computers to call 
users with telephones, and users with telephones to call users on the com
puter. Phone Doubler does just this, by creating a virtual second line for the 
Internet user. 

The authors describe the evolution of Internet telephony and Internet tech
niques for telephony. They then describe four application scenarios. Finally, 
they describe Phone Doubler, which enables users with dial-up access to 
the Internet or to a corporate intranet to call and receive calls without hav
ing to log off the network. The components that make up Phone Doubler 
constitute a platform for the support of numerous applications that is a step 
towards a seamless integration of the Internet and telephony services, 
including Internet telephony, call centers, and multimedia. 

The Internet 
and telephony 
Internet telephony and the application of In
ternet techniques for telephony are hot top
ics. Interest in these areas is fueled by the 
dramatic growth of the Internet and the 
widespread adoption of Internet protocol 
(IP) techniques for enterprise networks. 

The number of Internet users is growing. 
But so too are available bandwidth and rout
ing capacity. We have seen that IP tech
niques apply not only to asynchronous data 
transfer, but also to isochronous services, 
such as voice and video. Personal computers 

Phone Doubler™ 

Phone Doubler™ is a trademark of 
Telefonaktiebolaget LM Ericsson. 

Box A 
Abbreviations 

API 
BRI 
CDR 
DECT 

DHCP 

DSP 
DTMF 
ETSI 

FTP 
GSM 

HTTP 
IETF 
IN 
IP 
ISDN 
ISP 
ITU 

LAN 

Application program interface 
Basic rate interface 
Call data record 
Digital enhanced cordless 
telecommunications 
Dynamic host configuration proto
col 
Digital signal processor 
Dual tone multifrequency 
European Telecommunications 
Standards Institute 
File transfer protocol 
Global system for mobile commu
nication 
Hypertext transfer protocol 
Internet Engineering Task Force 
Intelligent network 
Internet protocol 
Integrated services digital network 
Internet service provider 
International Telecommunication 
Union 
Local area network 

MIB 
PBX 
PC 
PCM 
PoP 
POTS 
PPP 
PRI 
PSTN 
QoS 
RSVP 
SLIP 
SNMP 

TCP 
TSP 
UAN 
UDP 
UPT 

VGA 
VoIP 
WWW 

: : ^: : ::^: : 

Management information base 
Private branch exchange 
Personal computer 
Pulse code modulation 
Point of presence 
Plain old telephone service 
Point-to-point protocol 
Primary rate interface 
Public switched telephone network 
Quality of service 
Resource reservation protocol 
Serial line interface protocol 
Simple network management pro
tocol 
Transmission control protocol 
Telephony service provider 
Universal access number 
User datagram protocol 
Universal personal telecommuni
cations 
Video graphics array 
Voice over IP 
World Wide Web 

(PC) and workstations have evolved from 
off-line-oriented tools for computational 
tasks and handling documents into full-
fledged multimedia devices. They provide 
also a front end to network services. 

Today PC users want nearly continuous 
access to the network, whereas a few years 
ago they required only temporary network 
connections, if at all. From the home, the 
most common method of accessing the In
ternet or an enterprise network involves a 
dial-up service over the public switched 
telephone network (PSTN). Lengthy ses
sions (connections to the Internet or to a cor
porate intranet) over dial-up lines have con
siderably changed the usage pattern of tele
phony service providers (TSP). In fact, in 
terms of duration, Internet sessions more 
closely resemble television viewing than 
telephone conversations. Long holding 
times result in network congestion that 
could jeopardize other telephone services 
and reduce call completion rates. And since 
the telephone line is busy when a dial-up 
session is active, it has not been possible to 
use the line for incoming or outgoing calls. 

Internet techniques for telephony 
Several factors are at work to bring Internet 
techniques to telephony and to bridge the 
gap between telephony and IP networks: 
• Traffic cost — different tariff principles 

apply to Internet and telephony traffic; in 
particular, to long-distance traffic, where 
telephony traffic is based on distance and 
usage, whereas Internet traffic is current
ly based on flat rates or on access time. 

• Connectivity -when dial-up access is used 
often and for lengthy periods, user tele
phone lines remain busy, which means 
that - unless the call can be held on the 
computer - users cannot call or receive 
calls while they are on-line. 

• Integrated applications - multimedia 
computers are very versatile tools that 
allow voice applications to be combined 
with telephony and other services, such as 
Web surfing, shared applications and 
multimedia conferencing. 

• Integrated networks — in office environ
ments, IP techniques for relephony could 
greatly simplify the network structure, by 
transferring all data and telephony traffic 
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over a single IP network. Currently, two 
networks are needed: one for telephony 
and one for the local-area network (LAN). 

The application of Internet techniques to 
telephony involves either supporting tele
phony on a computer that is connected to an 
IP network or using an IP network as a car
rier of voice information in a telephone call 
between telephones and computers. De
pending on technical and economic consid
erations, three basic elements are found in 
various configurations: voice over IP (VoIP), 
gatekeepers, and voice gateways. 

Voice over IP 
The Internet protocol is a general protocol 
for sending packets of digital data between 
network interfaces that are identified by IP 
addresses. As such, the protocol is com
pletely transparent to the information trans
ported in the packets. Voice over IP refers 
to the use of the Internet protocol between 
applications that handle signals for real
time transmission of voice information over 
an IP network. At the transmitting end, 
voice information is encoded into a suitable 
digital representation, which is divided into 
packets and sent to the IP address of the re
cipient. At the receiving end, the informa
tion is unpacked and decoded into a voice 
signal. To reduce the need of bandwidth in 
the network, compression algorithms are 
generally used as part of the encoding and 
decoding. 

To ensure quality of service (QoS) for in
teractive voice traffic, the delay of voice in
formation must be kept low. In interactive 
sessions, speakers can normally perceive 
round-trip delays greater than 100 ms, 
which raises the need for echo cancellation 
in the network. Delays above 300 ms, which 
are clearly perceived as a deficiency, require 
speakers to compensate by waiting for their 
counterpart to respond. 

Some characteristics of IP networks differ 
from those of isochronous circuit-switched 
telephone networks. These differences must 
be considered when IP networks bear inter
active voice applications. In isochronous 
telephone networks, every byte of informa
tion is transferred with short and non-vary
ing delay, which means that voice informa
tion is transmitted with low latency and low 
jitter. Transmission errors generally cause 
only minor degradation of voice quality. Al
though delay is seldom a problem, it limits 
the number of satellite hops that can cu
mulate for a telephone call. 

When voice is transmitted over an IP net-
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work, every packet contains a time slice (for 
example, 40 ms) of speech information. To 
reproduce the voice information, the next 
sequential packet must be on hand for the 
receiving application just as soon as it has 
finished playing back the preceding pack
et. Otherwise, the voice sounds choppy. Jit
ter between individual voice samples is not 
an issue, since the samples in each packet 
arrive at the same time. Today's IP net
works do not guarantee that every packet 
will arrive, nor do they guarantee that pack
ets will arrive in the order in which they 
were sent. Some packets may be delayed, 
depending on router load and on the num
ber of links in the network. Still, in net
works where links are few and the load on 
packet routers is light, delays are short and 
packet loss is low. For voice over IP, there 
is little chance that packets will arrive in an 
order that differs from the order in which 
they were sent. 

Although flawless transmission of IP 
packets cannot be guaranteed, transport 
protocols - such as the transmission control 
protocol (TCP) - guarantee fault-free trans
mission of data over the network. If neces
sary, these protocols can request that pack
ets be retransmitted. However for voice over 
IP, the retransmission of packets would 
cause disproportionate delay. Therefore, 
voice over IP makes predominant use of the 
user datagram protocol (UDP). To give con
trolled characteristics to voice over IP, the 
resource reservation protocol (RSVP) is 
being considered more and more, although 
it is not yet commonplace. 

The delay of voice packets in IP networks 
is caused by three factors: the length of the 
time slice, link delays in the network, and 
router delays. Voice-application designets 
must consider these factors. To be used 
broadly, voice applications must be de
signed to work well over dial-up connec
tions. 

Time slice. Before a packet can be sent, 
voice samples must be collected for the en
tire time slice. The length of the time slice 
should balance the need of short delays with 
the need of limiting bandwidth and router 
load. The shorter the time slice the greater 
the bandwidth that is required, since more 
overhead must be devoted to the packet 
headers, and routers must handle more pack
ets per time unit. In most cases, the time 
slice may be 40 ms or less, which is the 
equivalent of transmitting GSM-encoded 
speech at a rate of 15 kbit/s. To transmit the 
same speech information over a 14.4 kbit/s 

Figure 1 
Phone Doubler enables users who surf the 
Intenet to make or receive telephone calls 
from their PC. 
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Figure 2 
Internet telephony uses Internet as a long
distance carrier of telephone calls between 
telephones and computers connected to the 
Internet. 

modem line, the time slice must be extend
ed to 80 ms. 

Link delays in the network. Link delays over 
the network mainly depend on the link with 
the least bandwidth which, in a dial-up sce
nario, is usually the dial-up link. The trans
mission time of voice packets themselves, 
which are rather short, is not very signifi
cant (often less than 10 ms). However, if the 
voice packets are mixed with traffic that uses 
long packets, then the voice packets may be 
delayed significantly by the transmission 
time of the longer packets. This problem can 
be alleviated if voice packets are assigned a 
higher priority over the link. For slow links, 
segmentation mechanisms might also be 
necessary, allowing the voice packets to in
terrupt the transmission of a long packet. 

Router delays. Each router that a packet 
passes while en route from sender to recipi
ent delays the packet. How much a packet 
is delayed depends on the momentary load 
of the router. Router delay adds up for each 
router involved. Thus the total delay may 
vary significantly, from being negligible in 
fast, low-load networks or networks that 
employ resource reservation mechanisms, to 
very significant, as is common today in parts 
of the Internet. Router delay is the most un
predictable aspect of delay in voice applica
tions. 

The gatekeeper 

Voice over IP is a technique that enables 
voice information to be transmitted be
tween interfaces that are identified by IP ad
dresses. By contrast, telephony and other in
teractive applications deal with communi
cation between users. Basic gatekeepet func
tionality includes mapping a user identity, 
such as a user name or telephone number, to 
the IP address of the interface where the user 
may be reached, and to the characteristics of 
the communication with the user at that in
terface. 

The mapping between users and IP ad
dresses is not always static. Dial-up user IP 
addresses are usually assigned dynamically 
when access to the Internet service provider 
(ISP) is established. Similarly, even in ad
dress domains with fixed IP-address alloca
tion, users commonly move between com
puters. Thus, gatekeepers must contain 
some mechanism for handling dynamic in
formation, by registering current user char
acteristics. 

The voice gateway 
The earliest Internet telephony applications 
solely allowed voice conversation to be held 
between users on computers connected to 
the IP network. However, to be really use
ful for telephony purposes, users with com
puters should also be able to call users with 
telephones, and users with telephones 
should be able to call users on the comput
er. The role of the voice gateway is to bridge 
the gap between a telephone network (the 
PSTN or integrated services digital net
work, ISDN) and an IP network, by con
verting address information (assisted by the 
gatekeeper) and handling call-setup proce
dures between the networks. When a call is 
in progress, the voice gateway converts the 
voice signal between an analog or digital line 
to the telephone network and voice packets 
sent over the IP network. 

Application scenarios 
The following four scenarios emphasize par
ticular driving forces for Internet telephony 
and the application of Internet techniques 
for telephony. Real applications and prod
ucts combine elements from several of these 

Internet telephony scenario 
The most discussed phenomenon regarding 
telephone and IP networks, notably the In
ternet, is Internet telephony, where the In
ternet is used as a long-distance carrier of 
voice for telephony. Originally introduced 
between Internet users (many applications 
exist, some of which have been integrated 
into Web browsers), Internet telephony has 
evolved to allow calls from IP users to tele
phone users, and between telephone users 
via the Internet. In this scenario, one or two 
voice gateways are involved in a call. The 
gateways are located relatively close to the 
telephone users. Using the IP network for 
long-distance traffic means that only local 
calls are made (and billed) over the telephone 
network (Figure 2). 
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Interest in Internet telephony is tied to 
the issue of charging, where different tariff 
principles apply to IP traffic and long
distance telephony traffic. Although tele
phony traffic over the Internet requires con
siderably less bandwidth than a call over the 
telephone network (actually, this could be 
debated, since voice compression is often 
used for telephony traffic on transatlantic 
lines) there is no strong evidence that the 
real "production cost" of services for han
dling traffic over the Internet is less. As tar
iff principles become distance-independent, 
this cost relationship will change. In a tele
phone network where all calls cost the same 
amount, regardless of distance, there is no 
cost benefit for using a dial-up Internet ac
cess to make long-distance calls over the In
ternet. 

There are two issues to Internet telepho
ny that need to be considered: 
• The quality of service associated with an 

Internet phone call may easily be inferior 
to that of a call made over the telephone 
network. In particular, delay can be con
siderable as well as unpredictable — the re
sult of traffic congestion and of hops be
tween many routers. In well-structured IP 
networks, the problem of delay can be 
mastered by controlling load and by lim
iting the number of router hops. 

• For service to be useful for making calls 
to many destinations from many places, 
service providers must be compensated in 
some way for the use of their gateways -
which must be placed all over the world. 

Intranet with telephony scenario 
Companies with a good intranet to which 
all or a large majority of employee com
puters are connected might consider a sce
nario in which the intranet also supports 
telephony. This would do away with the 
need of having to manage two networks. In
stead, telephony and data services could be 
provided over a single network. Intranets 
can be disttibuted between geographically 
disparate sites via leased lines or other 
means that guarantee adequate quality 
(Figure 3). 

According to this scenario, there are no 
traditional telephones within the company. 
The computers on the intranet contain tele
phony applications and devices that are suit
able for providing voice conversation along
side data applications. Stand-alone IP-
telephone devices may also be used as well 
as wireless telephones. Traffic of all kinds is 
transported over the IP network. Since the 

network is controlled by one organization, 
the quality of network services can be pre
dicted and maintained at a level that is suf
ficient for telephony traffic - even for long
distance calls between different sites. For in
teractive applications, user names are the ob
vious choice of address. Directory services 
keep track of where users are currently 
logged on, thereby facilitating personal mo
bility within the network. 

Obviously, employees must still maintain 
telephone contact with users outside the 
network. Thus users must also have tele
phone numbers at which they can be 
reached, and the network must be connect
ed to the telephone network by at least one 
gateway. The gateway, which may be con
nected to the telephone network over an 
ISDN primary-rate interface (PRI) or a pri
vate branch exchange (PBX) interface, 
maintains or calls a directory that matches 
telephone numbers with users who can be 
reached on the IP network. The gateway is 
also used for interconnecting between the 
IP-based network and a wireless network; 
for example, a digital enhanced cordless 
telecommunications (DECT) network. An 
Ericsson product, LAN-phone, addresses 
this scenario and supports user mobility be
tween the public network and the LAN by 
using an intelligent network-based (IN) 
universal personal telecommunications 
(UPT) service. 

Telephony access over IP 
The third scenario represents Internet users' 
need to stay in touch with telephone users, 
by being able to call them and to be called. 
This scenario is particularly interesting to 
users who use the telephone line for a dial-
up connection to an Internet service 
provider, thereby tying up the telephone 
line for long periods. The application of In
ternet techniques can provide a virtual sec
ond line that enables users to place and re
ceive telephone calls without having to log 
off the network (Internet). Phone Doubler 
allows users to call and to be called from any 
telephone in the world without introducing 
a new telephone number or unusual call pro
cedures. 

In this scenario, the quality of communi
cation and connectivity are more important 
than price. Thus the voice gateway is best 
placed near the PC user where, to the great
est possible extent, voice information trav
els through the telephone network. The IP 
connection is used for multiplexing tele
phony and data traffic. 

Rgure 3 
IP-based enterprise network used for data 
and telephone traffic. A gateway is used for 
reaching users with hand-held telephones, 
and for connecting to the public telephone 
network. 
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Figure 4 
An incoming telephone call to a Phone Dou
bler user is redirected to the Phone Doubler 
voice gateway, and forwarded to the user via 
the dial-up Internet access. 

Multimedia telephony scenario 
Multimedia telephony depicts the use of 
voice calls as a complement to interactive 
multimedia sessions. The scenario encom
passes a wide range of applications, includ
ing: 
• call-center applications, where users nav

igate through the Web - for example, to 
the home page of a travel agency. When 
users want to contact an agent, they sim
ply click on a symbol on the screen to es
tablish a voice call through the Internet 
or over the telephone network; 

• application-sharing, which allows users to 
interactively share and manipulate docu
ments or images as they carry on a voice 
conversation; 

• multimedia conferencing, where users of 
computers and telephones interact using 
the capabilities of their respective termi
nals. 

According to this scenario, the main em
phasis is on using IP techniques to bring 
various media into play on the user's work
station, thus exploiting exciting new ways 
of communicating. Because quality aspects 
are very important, telephone networks may 
be used, if necessary, to ensure the quality 
of the voice transmission. 

In the future, the integration of applica
tions is expected to become the most im
portant driving force for IP techniques. 

Interoperability and standardization 
A crucial factor for successfully merging 
the worlds of telephones and computers is 
the assurance of interoperability between 
components. Communication must be es

tablished seamlessly between users of dif
ferent devices, on different networks, and 
using different applications. Much stan
dardization work has already been accom
plished in this area. Nevertheless much 
work remains. As a major player in com
munications, Ericsson is heavily involved 
in standardization issues within the frame
works of the International Telecommuni
cation Union (ITU), the European 
Telecommunications Standards Institute 
(ETSI), and the Internet Engineering Task 
Force (IETF). 

Phone Doubler 
Today the most common way of accessing 
the Internet is via a modem link over a dial-
up PSTN connection. Unfortunately for the 
user, telephone calls and Internet access via 
the PSTN access line are exclusive of one an
other. That is, when someone surfs the In
ternet, the PSTN access is not available. 
Similarly, when the PSTN access is in use, 
the Internet cannot be accessed. 

In the past, the solution to this problem 
was to get a second telephony subscription. 
Now, however, Phone Doubler offers an al
ternative: Phone Doubler creates a virtual 
second line, which allows users to access 
telephony services of the PSTN while they 
access the Internet via a modem or ISDN. 
During an Internet session, users may call 
any telephone in the world, or they may be 
called from anyone who dials their regular 
telephone number. The other party need not 
know that the user is connected to the In
ternet. 

What is important in this situation is that 
users are able to stay in contact with the rest 
of the world without the worry of missing 
important calls. In this case, the price of 
telephone calls is not the issue. 

How does Phone Doubler work? 
Users experience Phone Doubler through 
the Phone Doubler Client, a software tele
phone application that runs on personal 
computers. If a user wants to make a call 
while connected to the Internet, he or she 
simply clicks on an icon on the screen, and 
then enters the telephone number to be 
called in the dialog box that appears. The 
client forwards the call request to the Phone 
Doubler voice gateway, which translates the 
request into an ordinary telephone call to 
the PSTN/ISDN (Figure 4). The 
PSTN/ISDN completes the call to its desti
nation. When the called party answers, con-
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versation is held by means of a microphone 
and loudspeaker (or a headset), which are 
connected to the PC. 

If a telephone call is made to the user while 
he or she is surfing the Internet, a window 
pops up on the screen and an acoustic sig
nal alerts him/her to the incoming call. To 
establish the call, the user clicks on the an
swer button. 

Gateway near user 
The Phone Doublet voice gateway is nor
mally placed adjacent to the access server, in 
order to provide optimum voice quality; 
that is, by avoiding delays that are caused 
by routed networks. The gateway exchanges 
IP packets with the Phone Doubler client 
for controlling the calls and for transferring 
voice over IP. On the network side, rhe gate
way connects to ISDN via a standard pri
mary-rate interface or a basic-rate interface 
(BRI). The capacity of the gateway is adapt
ed to match the capacity of the access serv
er. Given normal telephony call frequency, 
a voice gateway supporting 30 simultane
ous voice calls is suitable for supporting 200 
to 300 simultaneous IP users. 

Use of voice over IP 
With Phone Doubler, voice traffic is only 
carried over IP between the user PC and the 
gateway. Since this takes place over a dial-
up connection through the PSTN/ISDN, 
which is not shared with other IP users, the 
quality of the voice-over-IP connection is di
rectly dependent on the user's own traffic. 
Preferably, the access server is configured to 
give higher priority to voice packets than to 
other packets. The absence of extensive data 
traffic during a voice call keeps voice qual
ity and delay to well within acceptable lim
its. Except for access to the ISP, every part 
of the call is handled as a normal telephone 
call. Thus, the quality of the call is not af
fected by whether it is local or long-distance. 

With voice over IP, voice information can 
be transmitted over the dial-up modem link 
together with other types of information. 
However, since the available link is a dial-
up modem connection at a rate below 
64 kbit/s, speech information must be com
pressed. Standard GSM compression 
(13 kbit/s) is sufficient for carrying speech 
information over a 28.8 kbit/s modem link. 
Other speech compression algorithms may 
also be used. 

Phone Doubler enables users who access 
the Internet over ISDN to send and receive 
IP traffic at the full 128 kbit/s rate while 

making and receiving Telephone calls. Only 
about 15 kbit/s of bandwidth is used for 
voice over IP. All remaining capacity is al
located to data traffic. Therefore, data traf
fic does not have to be downgraded to a 64 
kbit/s connection for incoming calls. 

Binding and mapping addresses 
Telephony and IP networks have complete
ly different address spaces. In order to relate 
telephony calls and IP packets to each other, 
the addresses must be mapped and bound to 
a user. 

When the user starts the Phone Doubler 
client, the currenr IP address (fixed or dy
namic assignment) is passed to the gate
keeper along wirh the user's telephone num
ber and other necessary authentication data. 
The gatekeeper authenticates the user and 
registers the binding between the telephone 
number and the IP address. 

Each time a call passes through the voice 
gateway, the gatekeeper is consulted about 
the binding. This information is used for 
charging outgoing calls. For incoming calls, 
the information is used to find the IP ad
dress at which the user may be reached. 

Redirection 
To reach a subscriber who uses the telephone 
line for Internet access, calls need to be redi
rected to the telephony gateway. Once a call 
to the user's telephone number is delivered 
to the gateway, the gateway can forward it 
to the proper IP address. 

Several methods may be employed for 
redirecting calls. The preferred method is to 
use the standard PSTN call-forwarding-on-
busy service. The PSTN detects that the 
subscriber line is busy and redirects the call 
to the voice gateway, which consults the 
gatekeeper to determine whether or not the 
subscriber is currently an active Phone Dou
bler user. If so, the call is routed by the gate
way to the Phone Doubler client. Otherwise, 
the voice gateway signals a busy condition 
back to the calling party. Another means of 
redirection is remotely controlled uncondi
tional call forward, requested by the voice 
gateway. 

Applications 
Virtual second line 
The most straightforward application of 
Phone Doubler is to provide temporary si
multaneous access to the PSTN and to the 
Internet by creating a virtual second line. 
The primary benefit of doing so is that users 
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are not excluded from PSTN access when 
they are connected to the Internet. For ex
ample, users who are surfing the Internet 
may be reached by incoming calls, or they 
may initiate outgoing calls without needing 
a second phone line. 

By implementing Phone Doubler, Inter
net service providers can offer their cus
tomers better, more competitive service. 

Telephone service providers also have 
much to gain from Phone Doubler: calls to 
persons surfing the Internet will reach their 
destination and be answered. Thus, more 
calls are completed and charged. The alter
native to Phone Doubler is often a second 
PSTN subscription. Phone Doubler helps 
operators to avoid costly investments in the 
access network and local exchanges, which 
means providers can increase revenue with
out making significant new investments. A 
telephone service provider who doubles as 
an ISP may also offer competitive services 
that combine telephony with the Internet. 

Working at home 
Companies having a Phone Doubler server 
connected to their PBX and to LANs that 
provide remote access service can give their 
employees much greater flexibility in se
lecting their workplace. For example, em
ployees working from home gain access, over 
a dial-up modem, to the ordinary network 
environment and to the telephony service of 
the PBX. Incoming and outgoing calls can 
be routed to the internal number, provided 
that the user's incoming calls are redirected 
to the voice gateway. Calls to the user's home 
telephone may also be redirected to Phone 
Doubler via the company PBX. Thus, while 
they use dial-up access, employees can be 
reached at their office and private (home) 
telephone numbers. 

Web dialing 
Objects on a Web page may contain a link 
to a telephone number. With Phone Dou
bler, users can call such numbers simply by 
clicking on the link. A straightforward ap
plication of this functionality would allow 
an Internet user who has run across an in
teresting commercial offering on a Web site 
to click on the link on a Web page to call 
for more information. 

The Helsinki Telephony Company is en
gaged in a project that will create a three-
dimensional (3-D) image of Helsinki: the 
Helsinki Arena 2000 virtual city. When the 
project is complete, Internet users will be 
able to move about in a 3-D model of the 

Finnish capital. A prototype of the model 
demonstrates how Phone Doubler allows 
users to click on telephone symbols on the 
doors and walls of the virtual city, in order 
to initiate a telephone call. Thus, while 
strolling along the streets of the virtual city, 
users who want the services of a certain shop 
may click on the phone symbol associated 
with that shop, calling and speaking with 
someone at the real store. Similarly, if while 
passing by the home of a friend a user gets 
the urge to call, he or she may do so. 

Call centers 
Companies that use telephony extensively as 
a medium fot interacting with their cus
tomers often establish call centers, which 
provide computer support during telepho
ny conversations. Call-center operators get 
information on individual customers before 
or at the beginning of the call. Customers 
who call the center are frequently prompt
ed by an automated attendant to respond, 
with the push-buttons of their telephone, to 
a number of conditions or requests. The in
formation is then made available to the op
erator who takes over the call. 

Web techniques and the functionality of 
Phone Doubler could greatly enhance the 
value and productivity of call centers. For 
example, companies that present their 
products on the World Wide Web 
(WWW) could ask customers to complete 
a data fotm via the Web interface. Users 
would be asked to give their telephone 
number and perhaps a reference that is used 
to look up addressing information and cus
tomer preferences. The call center could 
then dial the customer back as soon as the 
next agent became available, displaying in
formation on the customer to the agent. If 
the customer has Phone Doubler, the call 
can be completed while he or she is con
nected to the Internet via dial-up access. 
Moreover, the dialog between the customer 
and the agent need not be limited to voice, 
since the connection over the Web may also 
be used for displaying images or for demon
strating applications. Thus we see that the 
combination of Phone Doubler and Web 
technology creates powerful multimedia 
solutions. 

Mobility 
Users of a portable computer wirh the Phone 
Doubler client and a built-in modem can 
connect to the Internet over any available 
telephony line, register with their ISP point 
of presence (PoP), and then make outgoing 
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calls, which are charged to their account. If 
remote redirection is supported, incoming 
calls to their ordinary telephone number can 
be directed to the telephony gateway, which 
forwards the calls to the user's computer. 

Phone Doubler - the product 
There are two versions of Phone Doubler: 
one for Internet service providers and tele
phony service providers, and one for enter
prise markets. The former was developed for 
service providers who want to add value to 
their basic Internet access service. The en
terprise version, called Phone Doubler at 
Work, addresses the needs of corporate en
vironments, where employees use dial-up 
links for remotely accessing the corporate 
intranet. Each version offers the same basic 
functionality for enabling telephone calls 
and dial-up Internet/intranet access to share 
a single plain old telephone service (POTS) 
line. The main difference is in the way the 
voice gateways process voice. In the high-
capacity version, the voice gateway relies on 
digital signal processors (DSP) for voice en
coding/decoding; in Phone Doubler at 
work, voice encoding/decoding is per
formed by software. 

Voice gateway 
The voice gateway, which comprises hard
ware and software, receives and processes 
telephone calls and monitors call progress. 
In essence, it is a transmission device that 
converts voice to and from G.711 pulse code 
modulation (PCM) and GSM signals, and 
terminates ISDN signaling. 

The software component, which runs on 
a Windows N T server, 
• receives and processes telephone calls 

from external parties to Phone Doubler 
clients; 

• receives and processes telephone calls 
from Phone Doubler clients to external 
parties; 

• monitors call progress and signals con
nection failures; 

• compresses and packs PCM signals from 
the external network into GSM 6.10 and 
UDP coding; 

• decompresses and unpacks UDP and 
GSM 6.10 coding inro PCM signals for 
transmission to the external network. 

Being scaleable, the voice gateway can eas
ily be expanded if additional voice channels 
are needed. ISPs and network operarors in
crease rhe capacity of their systems by in
stalling additional DSP boards. In the en-

BoxB 
Product data 
Functional 
Voice over IP 
• GSM 6.10 speech coding (13 kbit/s) 
• Advanced echo suppression 
• DTMF signaling 
Security 
• Net mask user validation 
• Challenge-response user authentication 

(RSA MD5-based) 
• E.164 address validation 
• Gatekeeper design prevents users from 

downloading other users' passwords from 
the FTP server 

• IP source address restrictions for HTTP and 
FTP access 

Management 
• SNMP-based alarm handling and element 

management, using the MIB-II standard 
• HTTP-based subscriber management, using 

a Web browser 
• FTP-based remote software updates and 

upgrades 

Client computer 
Operating systems supported 
• Microsoft Windows 95 
• Microsoft Windows 3.x with TCP/IP stack 

and SUP/PPP 
• Microsoft Windows NT 
Hardware requirements 
• RAM: 8/16 MB (Windows 3.11/95, NT) 
• CPU: 486DX2-66 or better 
• Speakers and microphone 

• 2 MB of free hard disk space 
• Duplex or simplex audio card (MPC-compli-

ant wave device) 
• V.32bis/V.34 modem (14.4 kbit/s or faster) 

Gateway hardware 
ISP/TSP Phone Doubler 
ETSI Gateway 
• Industrial-grade, PC-based server 
Phone Doubler at work, high-end PC 
• Minimum 133 MHz Pentium CPU 
• 64 MB RAM 
• 1 GB SCSI-II hard disk 
• Eicon PRI/BRI interface board (Diva Server 

BRI, Quadra, S2M) 
• lOBaseT, 10Base5 or 10Base2 Ethernet 

interface 
• VGA adapter 

Gateway software requirements 
Windows NT 4.0 (workstation or server) updat
ed with the latest service pack 
Voice gateway features 
• E.164/IP address dynamic translation 
• Support of dynamic IP address allocation 

(PPP, DHCP) 
• SNMP (MIB-II) management 
• Terminal mobility support 
Data network 
• lOBaseT, 10Base5 or 10Base2 Ethernet 

interface (access server side) 
ISDN network 
• ISDN PRI or BRI (network operator side) 

terprise version, capacity is increased by up
grading the voice gateway CPU. 

Gatekeeper 
The gatekeeper handles administrative tasks 
for several gateways in the Phone Doubler 
system. Some of its most important func
tions include 
• authenticating users; 
• managing services; 
• managing subscriber databases; 
• locating subscribers; 
• collecting charging information; 
• managing gateways; 
• assisting in call setup; 
• providing call data (which is needed for 

billing). 
In its most basic configuration, Phone Dou
bler needs just one gatekeeper (more may be 
added for redundancy). 

Phone Doubler client 
The Phone Doubler client is a software ap
plication that runs on the user's computer. 
It enables users to access the service using a 
multimedia computer (Box B) and an ordi
nary 14.4 kbit/s (or faster) modem. 
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Figure 5 
The Phone Doubler client permits users to 
make, answer and reject calls. The client 
window pops up on the screen when an 
incoming call is on the line. 

Figure 6 
Phone Doubler voice gateway used with a 
typical Internet PoP configuration. 

In terms of appearance, the client appli
cation closely mimics the look and feel of a 
standard telephone set (telephone keypad, 
programmable speed-dial buttons, and 
hands-free speakerphone mode), rendering 
it easy to use for making and receiving tele
phone calls (Figure 5). The Phone Doubler 
client 

• provides the user interface to the Phone 
Doubler service; 

• handles call-control signaling to the voice 
gateway; 

• transfers the user E.164 and IP addresses 
to the gatekeeper; 

• decompresses and unpacks GSM 6.10 and 
UDP coding for output to the computer 
sound card; 

• compresses input from the computer sound 
card to GSM 6.10 and UDP coding. 

Application program 
interface 
Phone Doubler telephony functionality may 
be accessed using the Microsoft telephony 
application program interface (API), which 
enables Phone Doubler to be used with Web 
browsers and other applications. For exam
ple, the action of clicking on a link to a tele
phone number activates Phone Doubler, 
which initiates the call. 

Network scenarios 
Network introduction. Although the physical 
layout of a Phone Doubler system may vary 
in ISP and network operator configurations, 
the basic connectivity requirements are the 
same. Viewed as a whole, the Phone Dou
bler system needs two external links: one to 
the ISDN/PSTN telephone network, and 
one to the data network. The link to the 
ISDN/PSTN network may be an ISDN PRI 

or one or more BRIs, depending on re
quirements for capacity. The link to the data 
network constitutes a direct network con
nection to the Internet backbone or to an in
tranet. 

Large-area coverage. If the users of a Phone 
Doubler system are dispersed over a large 
geographic area, several voice gateways may 
be deployed, each one serving a particular 
area and linked to the local data network ac
cess point. Phone Doubler does not route 
compressed voice dara over the Internet, in
tranets, or over any other IP-based network. 
Instead, its voice gateways place a Phone 
Doubler call directly on the ISDN/PSTN 
telephone network. This limits the voice-
over-IP segment of the call to between the 
user and the local data network access point 
and maintains sound quality — there are no 
adverse effects such as delay, jitter, lost pack
ets, and echo, which are present in wide-
area, IP-based networks. Every voice gate
way is reached by one universal access num
ber (UAN) to which users forward their calls 
when they use the Phone Doubler system. 
The routing algorithm for the UAN should 
be equivalent to the point-of-presence UAN 
algorithm. No special requirements apply 
to the location of the gatekeeper, since it is 
not involved in the transmission of voice in
formation. 

In a typical PoP configuration, the voice 
gateway and the gatekeeper are connected 
directly to the Internet service provider's 
local-area network. If there are multiple 
points of presence, one or more separate 
voice gateways are installed at each location 
— to avoid having to route voice data. Each 
voice gateway in a wide-area system is man
aged by a centralized gatekeeper (Figure 6). 

In AXE systems, an AXE Internet access 
server is integrated into the switch. The 
voice gateway has a direct network connec
tion (for example, Erhernet) to the access 
server; that is, it is connected directly to the 
AXE cabinet. 

Management 
All management functions are grouped into 
a common Phone Doubler site-management 
application that runs on the gatekeeper. 
There are two basic function categories: user 
administration and network management. 
The management application, which is 
based on the W W W metaphor, may be ac
cessed using any standard Web browser. 
This gives system administrators a familiar 
environment in which navigation is fast and 
intuitive. 
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The user administration subsystem gener
ates a list of all Phone Doublet users as well 
as a list of users who are currently signed onto 
the system. In addition, it enables adminis
trators to add, delete and modify user data. 

The network management subsystem is 
used for adding, deleting, modifying, and 
configuring voice gateway modules. It also 
produces a list of installed voice gateways 
(Figure 7). 

Charging 
Charging is handled in a variety of ways, de
pending on customer requirements. The 
Phone Doubler system is not limited to, but 
supports, common billing mechanisms, 
such as Network-based charging and Radius 
accounting. In fact, call data generated by 
the gatekeeper may form the basis of virtu
ally any customized billing scheme. 
• In built-in mode, the gatekeeper genetates 

call-data records (CDR) of the local file 
system. Incoming and outgoing calls are 
recorded. Using the file transfer protocol 
(FTP), the billing system collects CDRs 
at appropriate times. 

• In network-based mode, the local exchange 
handles charging. For outgoing calls, the 
gateway sends the user-provided caller ID 
to the exchange. This ID must be includ
ed in the call-data record from the ex
change. 

• In Radius accounting mode, charging data is 
convetted for accounting purposes into 
Radius messages. Radius is the standard 
used for charging dial-up sessions. 

Software updates 
New software releases may be downloaded 
from a dedicated FTP server. Thus software 
may be upgraded automatically aftet the 
distribution directory on the FTP server has 
been updated. 

Conclusion 
Phone Doubler creates a virtual second line 
to the PSTN for Internet users. Thus, users 
who surf the Internet or who connect to a 
corporate intranet via dial-up access need 
not worry about missing important calls. In
stead, with Phone Doubler, they can make 
and receive calls without logging off the net
work. 

By clicking on an object on a Web page 
that is linked to a telephone number, users 
with Phone Doubler can initiate a call to 
that number. Phone Doubler's strengths are 
not limited to voice, however. Indeed, the 
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combination of Phone Doubler and Web 
technology also creates powerful multime
dia solutions. For example, as agents con
verse with their customers via Phone Dou
bler, they can also display images and 
demonstrate applications over the Web. 

There are two versions of Phone Doubler: 
one for Internet and telephony service 
providers, and one for enterprise markets. 

Companies that implement Phone Dou
bler give their employees much greater flex
ibility in selecting their workplace. Em
ployees who work from home gain access to 
the corporate network and to the telephony 
service of the PBX. Thus, they can be 
reached at their internal company number 
as well as at home. 

In short, everyone benefits from Phone 
Doubler: 
• Users gain simultaneous access to Inter

net and PSTN/ISDN services. 
• Internet and telephony service providers 

can offer better service (improved cus
tomer satisfaction). 

• Telephony service providers can increase 
revenues (greater call - completion per
centage) without making significant new 
investments in the access. 

The present versions of Phone Doubler are 
only the first of many solutions in Ericsson's 
growing portfolio of products that facilitate 
seamless cooperation between telephone and 
IP-based networks. 

The components of Phone Doublet, 
which support such standards as H.323 and 
a variety of speech algorithms, constitute a 
platfotm that is evolving to support nu
merous applications, including Internet 
telephony, call centers, and multimedia. 

Figure 7 
Phone Doubler voice gateways are managed 
from a standard Web browser. 
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Public Intranet 
Jan Bergkvist 

Secure, scaleable mechanisms for handling subscription services, charging, 
and QoS are needed for introducing essential business services into the 
rapidly evolving Internet market. Public Intranet, which addresses these 
needs with a component library and an open-standards distributed architec
ture, gives service providers the tools they need in order to supply top-grade 
services in large-scale solutions. 
The author describes Public Intranet, its system architecture, quality of ser
vice and resource management, and some of the services that may be 
offered through Public Intranet, including a content hotel, a virtual private 
intranet, Internet access, and multimedia telephony. 

Figure 1 
Profit margins for provisioning services dimin
ish once the services become a commodity. 
Because the cost of provisioning services is 
usually fairly constant, service providers 
need to move up the value chain in order to 
stay profitable. 

As a pervasive platform for large-scale dis
tributed applications, the World Wide 
Web ( W W W or Web) currently lacks se
curity, subscription services with charging 
mechanisms, and service-resource manage
ment. Nonetheless, as greater functionality 
and improved performance are being added, 
Web technology is moving beyond its cur
rent role as a document library of static hy
pertext markup language (HTML) files 
hosted by Web servers. 

In many respects, the Internet may be re
garded as just another network that adds 
new services to the total offering of com

munication services. But in terms of how 
technology has been applied to date, sub
stantial improvement is needed for bring
ing the quality of the Internet to the level 
of other existing networks. The Public In
tranet service network (PISN) architecture 
introduces characteristics most commonly 
associated with telecommunications into 
present-day Web technology. 

The Public Intranet defines a business 
concept that provides a framework for de
veloping and deploying commercial services 
that use the Internet protocol (IP) as a trans
port mechanism. The framework includes 
services for applications (content hotels and 
multimedia telephony) and for subscrip
tion, charging, security, and resource man
agement. An IP-network solution is in
cluded in the total offering. 

The service network, which may be adapt
ed to meet the needs of different markets, 
addresses service providers who target busi
ness and residential markets. Special ver
sions for the enterprise market may be con
figured to offer Intranet-in-a-box function
ality. 

Service-provider strategies 
- an evolving market 
Today's service providers mainly focus on 
supplying access to the Internet and associ
ated services, such as e-mail, file ttansfer, 
and news. As competition between 
providers intensifies and profit margins di
minish, these services will become com
modities. Therefore, for service providers to 
make a profit, they must constantly add new 
services, leaving old ones to low-margin, 
low-cost providers (Figure 1). To survive in 
this high-end segment, service providers 
must rationalize their operations and be
come ever more cost effective. Several es
tablished providers - and some new ones -
will move higher up the value chain to begin 
offering more valuable services for which 
end-users are willing to pay a premium. 

Useful business services are those that 
• end-users work with most often; 
• are critical to end-user business opera

tions. 
Today, services of this kind are not provid
ed on IP networks, because the networks are 
neither secure nor guarantee quality-of-ser-
vice (QoS) at the transport or application 
level. 

The Public Intranet effectively combines 
new services with techniques for supplying 
secure, high-quality service in large net-
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Box A 
Terminology 

ADK 
Application development kit 
ADSL 
Asymmetric digital subscriber line. 
API 
Application program interface. 
ATM 
Asynchronous transfer mode. 
Broker 
The broker is a service network function which 
presents the service offerings for a given end-
user based on factors such as subscriptions, 
user preferences, service availability, load on 
servers, and the capability of terminals. 
Broker server 
A process or a physical machine that executes 
a broker function in the Public Intranet. 
Content 
Any information that is useful for an end-user 
and that can be retrieved to the end-user's ter
minal equipment, such as AV streams, text and 
graphics files, catalogs, Web page contents, 
Web search results, electronic papers and doc
uments, software files, or mobile code. 
Content hotel 
An end-user service that provides support func
tions for distributing and retrieving content infor
mation. End-users may access the content hotel 
to search, browse, and retrieve data. 
CORBA 
Common object request broker architecture. 
CPN 
Customer premises network. 
DSL 
Digital subscriber line. 
GUI 
Graphical user interface. 
HTML 
Hypertext markup language. 
HTTP 
Hypertext transfer protocol. 
ICMP 
Internet control message protocol. 
IDL 
Interface definition language. 
HOP 
Internet interORB protocol. 
IP 
Internet protocol. 
IPsec 
IP security, Security IP-tunneling protocol. 
ISDN 
Integrated services digital network. 
ITU-T E.164 
ITU-T recommendation on the numbering plan 
for the ISDN era. 
ITU-T H.320 
ITU-T recommendation on narrowband visual 
telephone systems and terminal equipment. 
ITU-T H.323 
ITU-T recommendation on visual telephone 
systems and equipment for local area networks 
that provide a non-guaranteed quality of ser
vice. 
ITU-T T.120 
ITU-T recommendation on data protocols for 
multimedia conferencing. 

ITU-T X.500 
ITU-T recommendation on information technol
ogy - open systems interconnection - directo
ry: overview of concepts, models, and services. 
ITU-T X.509 
ITU-T recommendation on information technol
ogy - open systems interconnection - directo
ry: authentication framework. 
LDAP 
Lightweight directory access protocol. 
MCU 
Multipoint control unit. 
MMTS 
Multimedia telephony system. 
O&M 
Operation and maintenance. 
OMG 
Object management group. 
PISN 
Public Intranet service network. 
PISP 
Public Intranet service platform. 
PKCS 
Public key cryptography standard 
PKI 
Public key infrastructure. 
PSTN 
Public switched telephone network. 
QoS 
Quality of service. 
RFC1577 
Request forcomments no. 1577-proposed Inter
net standard on classical IP and ARP over ATM. 
Service provider 
A service provider uses the mechanisms of the 
service network platform for deploying, pub
lishing, and marketing a set of applications or 
services. 
SNA 
Service network application. Is an application 
or service deployed in the service network. 
SNMP 
Simple network management protocol. 
SOHO 
Small office/home office. 
SSL 
Secure sockets layer. 
Subscriber 
An organization or person that has entered into 
a contractual relationship with the Public 
Intranet on behalf of a set of end-users. Through 
this contractual relationship, the subscriber 
requests access to a set of end-user services, 
for which the subscriber is willing to pay accord
ing to the pricing model defined for these ser
vices. 
Subscription 
A directed contractual agreement with obliga
tions of delivering and paying inherent in the 
direction of the agreement. 
Terminal 
Any equipment, such as a personal computer 
or a workstation, that is connected to the Pub
lic Intranet through a line interface. 
UPT 
Universal personal telecommunications. 
VPI 
Virtual private intranet. 
WWW 
World Wide Web, also known as the Web. 
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Figure 2 
The Public Intranet is a service platform built 
on top of an IP network that interconnects 
customer networks (LANs) and various ser
vice nodes. 
The Public Intranet is independent of the 
underlying transport network. IP networks 
that are built on top of ATM can enhance 
resource handling. 

works, thereby giving service providers a 
foundation on which to develop their busi
nesses. Furthermore, service providers can 
reduce their operation and maintenance 
(O&M) costs by integrating the Public In
tranet into existing external administrative 
systems, such as billing and customer ac
count systems. 

Service network 
architecture 
The complete Public Intranet includes an IP 
network and a service network. Each IP net
work installation is custom-designed, tak
ing into consideration the existing network 
structure and installed equipment. The 
Public Intranet offers design guidelines for 
different solutions. The first installation is 
based on classical IP over ATM according to 
RFC1577. 

User equipment in customer premises 
networks is typically connected to IP routers 
via Ethernet interfaces. User terminals may 
also be connected to the network through 
various digital subscriber line (DSL) access 
networks, which open the way for small of
fice/home office (SOHO) solutions. 

The service network (Figure 2) is distrib
uted over several logical and physical nodes, 
including: 
• a managemenr server - which includes a 

user database and interfaces to external 
systems; 

• broker servers - which authenticate end-
users and present the service offering; 

• application servers - which run the ap
plications selected by end-users. 

The nodes and the customer premises net

works (CPN) are interconnected by the IP 
network. 

Before the broker can present services, the 
service provider must register them with the 
service network operator. End-users are 
granted access to services through subscrip
tions. 

End-user terminals connect to the service 
network via any available broker in the net
work. 

Public Intranet offers an integrated man
agement of network elements; that is, it in
tegrates the presentation of different net
work element management systems into a 
single interface. The network-management 
system also includes a common alarm sys
tem that displays the alarms of different net
work elements. 

To make a Public Intranet installation se
cure, conceivable threats must be modeled 
and owner and customer needs analyzed. 
The Public Intranet contains tools for im
plementing security policies. 

Firewalls and packet-filter functions en
sure that access to individual machines 
may be controlled for each protocol; that 
is, access to network management services, 
such as telnet and the simple network 
management protocol (SNMP), may be 
confined to a subset of management ter
minals or IP addresses. Packet filters, 
which are provided by the IP routers, fil
ter traffic that enters and leaves different 
administrative domains. Service network 
providers own the packet filters; therefore, 
they can use the filters to control and pro
tect network traffic within the Public In
tranet by screening the Internet control 
message protocol (ICMP), by screening 
other protocols, and by validating source 
addresses. 

Firewalls are used when requirements for 
controlling traffic and logging exceed the 
capabilities of packet filtering. Require
ments of this kind include control functions 
for Interner gateways and customer premis
es. 

High-capacity Internet gateway and 
firewall 
Internet gateway and firewall functions pro
vide Public Intranet users with high-capac
ity access to the Internet while protecting 
the resources of the Public Intranet from 
unauthorized use or misuse by external 
users. All external traffic entering the Pub
lic Intranet is screened. Depending on cus
tomer requirements, outbound traffic may 
also be screened. 
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Network planning and dimensioning are 
important for achieving good quality. 
Every resource, except the customer 
premises network may belong to, or be as
sociated with, the Public Intranet service 
network. 

The function for handling resources of
fers services to the Public Intranet network 
and its application servers. However, in 
customer premises networks, resources are 
managed by the customer. Thus, the end-
to-end quality is a combination of these 
factors. The quality of service offered to a 
user may be matched with the static prop
erties of that user's customer premises net
work. 

System architecture 
The Public Intranet service network archi
tecture is divided into two main parts: the 
Public Intranet service platform (PISP) and 
service network applications (SNA). The 
service platform represents a generic set of 
functions for deploying services, while the 
service network applications are a set of ap
plications and services that are deployed on 
this platform to give end-users value-added 
services (Figure 3). 

The service platform, which is the core of 
the Public Intranet product, provides sup
port for selecting services and controlling 
their execution. The platform includes func
tions forsupporting subscription, charging, 
resource handling, security, and manage
ment. The functions are made available to 
services through a set of application pro
gram interfaces (API) and tool kits. Appli
cations that are deployed on the service plat
form use the functions to varying degrees, 
achieving different levels of integration 
with the Public Intranet. The platform con
tains an application development kit (ADK) 
forcreating applications with functions pro
vided by the APIs. 

The service platform facilitates the devel
opment of distributed applications based on 
a three-tier model and the CORBA 2.0 stan
dard specified by the Object Management 
Group (OMG). The common object request 
broker architecture (CORBA) provides the 
means for implementing a distributed-ob-
ject environment and includes the Internet 
InterORB protocol (HOP) for object inter
operability, and the interface specification 
language (IDL) for language-neutral inter
faces. 

The service network, which is also based 
on distributed-object technology, makes ex-

tensive use of Java and Web technology to 
achieve a platform-independent implemen
tation. 

Integrating third-party applications 
The APIs in the service platform constitute 
an open framework for the service environ
ment. Services are integrated into the frame
work in one of two ways: they are developed 
directly with the APIs for charging, securi
ty, or resource handling or, if services already 
exist, they are encapsulated (wrapped) into 
the framework. 

The application development kit, which 
is a set of classes and APIs that offer plat
form services, enables third-party applica
tions to be deployed in the service network. 
Third-party applications are integrated into 
the platform using the API in their code 
modules. 

Configuration management 
A service management application enables 
the service network operator to manage 
subscribers, content providers, and others. 
The hierarchical definition of the man
agement application permits distributed 
management, thereby enabling individual 
subscribers to manage their own end-
users. 

Resource management 
The resource-handling function of the ser
vice network is divided into two parts: 
• application server resources; 
• network transport resources. 
Application-server resources are monitored 
with respect to load, number of users, and 

Figure 3 
The Public Intranet service network consists 
of a service platform that provides services 
for the applications. Interfaces to external 
systems are also provided through the plat
form. 
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consumption of bandwidth. This informa
tion is used in determining whether or not 
the server can accept new users. Thus, the 
servers are protected against overload, there
by guaranteeing users a specified quality of 
service. 

The number of concurrent users from a 
single user group is monitored and com
pared with the maximum number of users 
for that group. If the limit is reached, addi
tional users are denied access. This ensures 
that active users are guaranteed the quality 
of service that best matches the capabilities 
of the customer premises network and pub
lic network that serves it. 

At the network level, resource monitor
ing and reservation depend on how the IP 
network and the underlying transport net
work have been implemented. 

Functionality in routers and asynchro
nous transfer mode (ATM) networks affects 
the implementation of resource handling. 

Security 
The Public Intranet security model is based 
on a public key infrastructure that employs 
X. 509 certificates for authenticating system 
users and machines. Thus, the authentica
tion procedure does not transmit pass phras
es over the network. Customers are given a 
scaleable system that supports distributed 
services and that can grow with the needs of 
an emerging infrastructure for new distrib
uted network services, such as electronic 
commerce. The Public Intranet provides a 
multilayer security model that supports a 
variety of security requirements; that is, it 
ensures rhat security can be tailored to fit 
differenr markets. 

The logon procedure is a three-way au
thentication routine that provides end-users 
with a single logon to the service network. 
Each end-user generates a digitally signed 
location update and audit-trail message that 
certifies his or her location (IP address) at 
any given time. 

Using secure sockets layer(SSL)and IPsec, 
Public Intranet supports strong encryption 
of data at the network and transport layers. 
Therefore, encryption functions may be ap
plied to session and stream-based services. 
The architecture also provides a suite of sym
metric encryption protocols, which ensure 
additional support of different traffic re-
quiremenrs and characteristics. 

Data integrity is protected through digi
tal signatures using the same principles as 
for privacy. IPsec and SSL data-protection 

services may be added with low-layer pub
lic key cryptography standatd (PKCS) APIs. 
Interoperability is ensured by means of stan
dard algorithms for digital signatures. 

A public key-certificate management sys
tem may be included in the system, which 
enables service providers to serve as a trust
ed certificate authority. 

Service tickets contain information fields 
that prohibit replay and man-in-the-middle 
security attacks. Service tickets are valid for 
a specific application server, which enables 
the broker to balance load. 

Support for network, transport and ap
plication-layer security services allows se
curity to be added transparently to appli
cations and services that were not designed 
with security in mind. Tool kits and 
guidelines, which include a set of mecha
nisms and policies for protecting the cus
tomers and owners of the intranet, ade
quately protect the Public Intranet and its 
services, resources, and equipment against 
misuse. 

Charging 
Public Intranet charging comprises func
tions for collecting usage data from appli
cations and the service platform. Usage data 
is stored, formatted and forwarded to an ex
ternal billing center. 

Charging is achieved in a client-server 
fashion, since the client provides an API 
for the applications. The application to be 
charged runs on an application server. A 
special application generates event-based 
records using the charging API. Before 
charging records are sent to the charging 
server- which runs on a dedicated machine 
— the charging client encodes them. 
Charging records may be sent individual
ly, as they are generated, or stored in a file 
for later delivery. The charging client 
monitors the connection to the charging 
server, reestablishing the connection, if 
lost. During interruptions, charging 
records are written to a local database. The 
charging server monitors the connection 
to the external billing system in the same 
way. 

Records from various charging clients are 
accumulated in the charging server. These 
are then sent to an external billing system 
for post-processing in accordance with the 
format and protocol requested by rhe exter
nal system. 

The chargi ng server and clients use SNMP 
traps to report special events to service and 
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network management systems. The appli
cation uses the service ticket for linking a 
unique user identity to the use of a service. 

Brokers 
Brokers have a server and a client side. The 
client side handles the interface to smart 
cards, which are used for identifying end-
users and for presenting the applications 
available to them. 

The server side handles authentication 
and controls access to the list of available ap
plications. 

End-user profiles, which include the list 
of application subscriptions, are fetched 
from the user database. 

By using a smart card that includes pub
lic key infrastructure (PKI) certificates, end-
users can invoke a service network access ap
plication that uses a security API for sign
ing messages sent to the broker. Using an 
X.500 database, the broker verifies incom
ing logon messages with the security API. 
The broker then tetrieves the user profile 
from the database. It also updates the user 
record with data on the user's current loca
tion; for example, to serve incoming calls by 
the multimedia telephony system (MMTS). 

Based on user and terminal profiles, the 
broker performs a filtering function to de
rive the most suitable service offering. Sim
ilarly, based on the profile of the terminal 
from which a user logs on, the broker may 
optimally downgrade the available services. 
For example, if a user has subscribed to a ser
vice that requires a video camera, but the 
current terminal is not adequately 
equipped, then the broker can disable the 
service. The service offering is returned to 
the user's graphical user interface (GUI). 

The user may then select and invoke a ser
vice from the list, issuing a signed service 
request that provides a non-repudiation ser
vice. 

The broker authenticates the message and 
grants a ticket for executing the service. 
Tickets are only granted when a service is 
available. The ticket is sent as an input pa
rameter when the selected service is 
launched. 

An enhanced CORBA-naming service 
gives the broker service high availability. 
Consequently, several broker servers are reg
istered for availability in the naming service. 
The naming service abstracts the location of 
the network service. The same mechanism 
is used when a broker selects an application 
server. 

Application servers 
Applications that use the Public Intranet 
service platform run on dedicated applica
tion servers. These servers contain parts of 
the platform and provide APIs to the appli
cations. 

Application servers may be added inde
pendently in otder to increase capacity. The 
brokers balance load and handle redundan
cy between the servers. Thus, in addition to 
being fully scaleable, the service netwotk 
fulfills tequirements for high availability. 

Public Intranet services 
The system includes several end-user appli
cations designed to take advantage of the 
functionality provided by different system 
components. Network operators may easily 
add new services using the application de
velopment kit. 

Content hotel 
The Public Intranet content hotel provides 
functions fot distributing and retrieving 
content. End-users may visit a content hotel 
to search for, browse, or retrieve data. When 
the end-uset selects a content hotel service, 
a secure-tunnel SSL is established between 
the end-uset terminal and the application 
server, guaranteeing that the selected con
tent may be transmitted securely (Figure 4). 

With support of user authentication and 
user-based access control for each selected 
page ot file, the content hotel facilitates the 
implementation of content rooms (data 
repositories), thereby allowing content to be 
distributed to selected groups of end-users. 
Service providers register new content 

Figure 4 
Content hotels offer secure access to Infor
mation stored on content servers. Content is 
encrypted and transported via a secure tun
nel from the application server to the end-
user terminal. Access content is controlled 
using mechanisms in the Public Intranet ser
vice platform. 
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providers, change privileges, and perform 
other administrative tasks via a manage
ment interface. 

A tool is provided for registering and up
dating content, for managing check-in and 
check-out, and for viewing visitor statistics. 
The tool allows content providers to store, 
retrieve, and manage different kinds of in
formation, such as Web pages, text docu
ments, images, Java applets, and audio-
video streams. The content hotel enables 
content providers to publish information on 
the Public Intranet. 

The content hotel consists of a main ap
plication server and several content servers, 
which handle distribution. The actual con
tent is stored on disks. All content servers 
are controlled by the application server, 
which handles core services - those services 
that charge data, invoke other services, and 
handle faults and events. The application 
server also hosts Java applets, which may be 
downloaded and executed on the client. Var
ious content-charging schemes are support
ed, based on connection time, bandwidth 
usage, and kinds of service invoked. 

Among the content servers are: 
• a Web server - which manages content 

and the distribution of HTML files, with 
or without Java applets, as well as the dis
tribution of HTML- or Java-based user in
terfaces to the client; 

• mail and news servers; 
• streamed audio and video servers. 
A catalog server is used for searching con
tent stored in the content hotel. 

Audio and video servers handle the 
streaming of audio and video content to the 
client. 

Virtual private intranet 
The virtual private intranet (VPI) service al
lows a set of protected user domains to share 
common service and network resources 
without compromising the integrity and 
privacy of each domain. Resource sharing 
makes it possible to model highly cost-ef
fective intranet and extranet solutions for 
large and small communities of users. The 
VPI service relies on the access control and 
privacy functions provided by the security 
framework. These functions ensure that each 
VPI remains a closed user community. 

Directory service 
A search function, which is supplied by a di
rectory service, provides information from 
the database on PISN end-users. The direc
tory service may be used directly by an end-

user via a graphical user interface, or 
through an application that uses a light
weight directory access protocol (LDAP) in
terface. 

External databases with an LDAP inter
face may also be searched using the directo
ry service. 

Internet access 
Internet access is provided using the access 
control in the content hotel. This makes it 
possible to customize access privileges for 
different user groups and to obtain detailed 
user statistics. 

Good characteristics are achieved by 
adding extensive caching, by replicating re
cent Web data, and by replicating or mir
roring popular Web sites on local servers. 

A high-performance super-Internet ser
vice may be offered by implementing broad 
bandwidth access; for example, via asym
metric digital subscriber lines (ADSL) for 
residential users. 

Multimedia telephony 
The Ericsson multimedia telephone is more 
than an IP telephone application. It is a com
plete IP-based video, data, and voice con
ferencing system incorporated into inte
grated services digital network (ISDN) and 
the public telephone network. It adheres to 
the ITU-T H.323 standard and consists of 
clients, a gatekeeper, a multipoint control 
unit (MCU), and gateways to the public 
switched telephone network (PSTN) and to 
ISDN. 

The multimedia telephony system en
ables interpersonal communication between 
desktop users over a high-capacity IP net
work using integrated video, audio, and 
data. It provides the same benefits as a full-
fledged public telephone system, including 
reliability, charging, and interoperability 
with PSTN telephony and ISDN video tele
phony (Figure 5). 

The H.323/T.120 client terminal, which 
provides end-users with an interface to the 
multimedia telephone network, serves the 
same purpose as an ordinary telephone in the 
PSTN augmented by the functionality of a 
multimedia telephone. Clients equipped 
with a camera may enjoy high-quality video 
conferencing capabilities. 

The H.323/T. 120 multipoint control 
unit controls multiparty sessions and mixes 
data, audio, and video streams. 

All multimedia telephone endpoints (ter
minals, gateways, and MCUs) use a gate
keeper as an intermediate point for call and 
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control signaling. By piping all computer 
telephony call and control signals through 
a gatekeeper, the network can provide the 
requisite access control, security, and charg
ing mechanisms offered by Public Intranet. 

Gateways — which enable interoperabili
ty with existing PSTN/ISDN networks -
manage the conversion of call, audio, video, 
and control signals, making it possible for a 
Public Intranet client to connect with an or
dinary PSTN telephone or an ISDN video 
conference. Using the multimedia tele
phone system, one party can call or be called 
by parties in the PSTN who use regular tele
phones. 

The multimedia telephone system allows 
users to exchange information found on 
their respective multimedia telephone 
clients. Data conferencing applications, 
such as character-based communication 
tools, a shared whiteboard, and shared ap
plications, are integrated into the multime
dia telephony service. 

The system also transfers live video of par
ticipants in a call - thus, people talking on 
the multimedia telephone may see each 
other. Using the multimedia telephone, 
parties can initiate multiparty conferences, 
which comprise H.323 endpoints or a mix 
of H.323, H.320 and PSTN endpoints. 

As with any application developed for or 
integrated into the Public Intranet, the 
MMTS application generates charging 
records based on the user's ID, duration of 
the call, and the use of service network re
sources. The MMTS service provider uses 
these charging records as a basis for billing 
end-users. 

The gatekeeper introduces end-user mo
bility to the system by registering all end-
users who are logged onto the Public In
tranet, including their current locations. A 
directory service facilitates the lookup of 
end-user addresses, including E.164, a uni
versal personal telecommunications (UPT) 
number, a GSM number, or a mail alias. Ser
vice-specific QoS parameters, such as rhe ac
tual load on the MCU and gateway, are mon
itored by a built-in resource handler. 

Conclusion 
The Public Intranet defines a business con
cept that provides a framework for develop
ing and deploying commercial IP-based ser
vices. The framework includes support ser
vices, applications, and an IP network solu
tion. The Public Intranet effectively com
bines new services with techniques for sup

plying secure, high-quality service in large 
networks, giving service providers a foun
dation on which to develop their business
es. With it, service providers can move up 
the value chain by offering new, more valu
able services for which end-users are willing 
to pay a premium. Examples of Public In
tranet services are a content hotel, virtual 
private intranet, virtual private network, In
ternet access, and multimedia telephony. 

The system architecture is divided into 
two parrs: the Public Intranet service plat
form and service network applications. The 
service platform consists of a management 
server node with common resources and in
terfaces to external systems, brokers and ap
plication servers. The IP network consists of 
a set of customer premises networks that are 
interconnected by an IP network. The ser
vice center comprises a set of servers rhat 
provide services to end-users on customer 
premises networks. The Public Intranet 
contains necessary tools for implementing 
security, including firewalls, packet-filter 
functions, and Internet gateways. 

A service resource-handling function of 
the service network fulfills two objectives: 
it guarantees that services are supplied in ac
cordance with end-user requirements, and 
it gives service providers a means of moni
toring and controlling the use of resources. 

Figure 5 
The multimedia telephony application allows 
users in the Public Intranet to connect to 
users in the PSTN and ISDN via gateways. 
The multimedia telephony application offers 
IP telephony, video conferencing and shared 
application functionality. 
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Geographic information systems 
Hans Brandtberg, Johan Frossling, Lena Luning and Mats Akerlund 

Geographic information systems are growing in prevalence and their use 
can be found at many of Ericsson's locations. Digital geographic information 
is used in various calculations and for presenting maps on electronic dis
plays. The quality of all wireless communication is dependent on terrain, 
and that is why Ericsson uses geographic information systems for planning 
mobile telephone systems. Thanks to geographic data, network engineers 
can optimize the dimensions of a system, calculating the exact location at 
which each base station should be positioned. 
Ericsson develops display screens for command and control systems that 
are integrated into vehicles, boats and aircraft. Geographic information 
plays an important role in these systems. Vehicle navigation is improved 
with maps that display other vehicles, elevated obstacles, and a preferred 
route of travel. 
The authors describe how Ericsson uses geographic information for planning 
radio networks and mobile telephone systems. They also describe the use of 
geographic data for displaying maps in vehicles. 

Geographic information systems (GIS) are 
becoming more and more widespread. 
Today, Ericsson includes them in several dif
ferent areas and applications. Two such 
areas, which are highlighted in this article, 
are radio network planning and digital maps 
in aircraft. 

In the 1970s and early 1980s, geograph
ic informarion systems mainly consisted of 
presenting maps on a display to support var
ious types of geographically related infor
mation. Early systems could not be used for 
analyses and calculations, since access to in
formation was limited and computer-
processing power was inadequate. 

More recently, however, considerable 
gains have been made in technology. Geo
graphic information systems are now being 
called upon to perform analyses and calcu
lations using digital geographic data. The 
data is still being presented on displays — 
usually simulating the layout of a paper map 

Figure 1 
Block diagram of a geographic information 
system. 

- although other presentation methods exist 
as well; for example, relief structures for dis
playing height relationships. 

Compared with other computer applica
tions, systems with geographic information 
usually require larger volumes of memory 
and a high-performance computer. Howev
er, again, thanks to gains in computer tech
nology and improved data access, the num
ber of applications with geographic data is 
now quite large. In the future they will be 
used even more widely. 

Geographic information applications fall 
into three main categories: 
• Background maps for different types of in

formation — data on an object and its po
sition are superimposed on a map, some
times in real time, to create a good 
overview. Users may also use a back
ground map for drawing route plans and 
for inputting other map-related informa
tion in layers on top of the map. Back
ground maps are found in planning and 
vehicle-guidance applications. 

• Computational aids—geographic data can 
be used for calculating the optimum po
sition of base stations in a mobile tele
phone network; for the deployment of 
radar stations; and for planning the best 
route for building a road. The results are 
often displayed in the form of a map. 
However, some applications use geo
graphic information systems for compu
tation and analysis without displaying the 
results. For example, geographic data may 
be used to improve the performance of a 
radar sensor. Drawing on this data, sen
sors can more easily distinguish between 
the reflected signals of geographic and 
non-geographic objects, such as a boat. 

• Navigational aids - information is pre
sented in real time on a map display that 
is linked to a navigational sensor — for 
example, to an inertial- or satellite-
navigation system (global positioning 
system, GPS) — that gives a steady read
out of the current position. Planned and 
actual routes can be presented on the map. 
If a radio communication system for dig
ital information is included, the position 
of other vehicles and other geographic in
formation may also be received and su
perimposed on the map. 

A geographic information system consists of 
several parts (Figure 1), including (a) a data
base with geographic data and (b) a com
puter with software, which fetches data for 
calculations. The computer is equipped 
with (c) a graphics generator for presenting 
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images on (d) a display screen. The systems 
may be configured in many different ways. 
A simple configuration consists of applica
tion software and an ordinary personal com
puter. A more complex configuration might 
involve a fully integrated system that com
bines the GIS with other functions in an 
avionics module onboard an aircraft. 

Maps and geographic 
information 
Opportunities for using a geographic infor
mation system largely depend on availabil
ity and the quality of digital geographic in
formation. Happily, significant improve
ment has been made in each of these areas 
in recent years. Nonetheless, in terms of the 
scope, quality and characteristics of geo
graphic data, much improvement is yet 
needed to meet the growing collection of 
GIS applications. In Sweden, the main sup
pliers of geographic data are the National 
Land Survey Administration and the Na
tional Maritime Administration which, to
gether with other organizations, such as the 
Geological Survey of Sweden, the Swedish 
Space Corporation, and units of the nation
al armed forces, answer for the development 
and supply of geographic data. 

Geographic data must be kept up to date. 
If this requirement is not taken into con
sideration, data will age and become useless. 
Thus, developers and engineers of geo
graphic databases must ensure that their 
databases can be updated. 

Geographic data falls into two main cat
egories, depending on how it is created and 
used: 
• Cartographic data that mainly consists of 

geometric informarion is used for pre
senting maps on a display. 

• Geographic data that represents reality. 
Geographic data is usually described by 
means of raster data or vector data (Fig
ure 2). 
With raster data, information is built up by 
a regular right-angled grid, where informa
tion in each point is stated in code. Some 
raster data is relatively easy to create, by 
scanning maps or, preferably, their print 
originals. Other data, such as digital terrain 
models, requires a more complex process. 
Raster data occupies considerable memory, 
but with the help of various compression al
gorithms the data can be reduced in size. 
Since both data and displays use raster 
points, it is easy to present maps on raster 
display screens. Raster data is required in 

the fields of aerial phorography and satellite 
imaging and in other fields where it is nec
essary to obtain digital data of a new area 
very quickly. 

With vector data, information is built up 
by defining the location and range of a ge
ographic object. Point objects are defined by 
their position and attributes; linear objects 
by associated range and attributes; and sur
face objecrs by their enveloping edge 
(perimeter) and attribures. Vector data pro
vides true geographic information that, 
compared with rasrer dara, is not related to 
how the presentation appears on a display. 
Depending on how the information is to be 
used, different characteristics and attribut
es must be added. For example, for a road
way network to calculate the best route, it 
must be linked to real points of intersection. 
For other decisions, the geographic data 
must also contain topology, so that the sys
tem can calculate relationships and connec
tions; for example, to determine whether or 
not a road enters a forest. 

In the foreseeable future, raster data and 
vector data will continue to be used in the 
applications to which they are best suited. 
Notwithstanding, vector data is expected to 
grow in importance in systems whose di
verse analyses and decision-making func
tions rely heavily on attributes and topolo
gy-

When geographic data is supplied or ex
changed, it is fotmatted fot transmission; 
today several different formatting standards 
exist. It is relatively easy to translate from 
one format to another, if the formats have 
been specified and use the same terminolo
gy. A formal standardization work is cur
rently under way - for example, the STAN-
LI project in Sweden works togethet with 
other European and international standard-
izarion efforts. 

Figure 2 
The structure of raster and vector data. 

Box A 
Abbreviations 

DECT 

EET 
ENPT 

Digital enhanced cordless 
telecommunications 
Ericsson engineering tool 
Ericsson network planning tool 

GDT EET Geodata transmission Ericsson 

GIS 
GPS 
GSM 

GST 
OSS 
OTW 
RAPS 
RWO 
TIFF 

engineering tool 
Geographic information system 
Global positioning system 
Global system for mobile com
munication 
GeoBox support tool 
Operations support system 
Out the window 
Radio network planning system 
Real-world objects 
Tagged image file format 
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Geographic information 
systems 
As has already been mentioned, the storage 
format with associated attributes and topol
ogy plays an important role in how well a 
GIS can or cannot perform analyses and cal
culations. Algorithms and functions are 
being developed that simulate how geo
graphic data affects various phenomena. At 
Ericsson, this applies specifically to the 
propagation of radio waves and radar ener
gy. System results are improving, thanks to 
access to better, more detailed data, and to 
the ongoing development of algorithms. 

Results are usually presented on a color 
display unit. Since the resolution of such dis
plays is inferior to a paper map, digital maps 
must usually be magnified (zoomed). Sym
bols and text must also be added, providing 
links to the computerized functions of the 
application. 

In order to present an image from geo
graphic data, the system must know the cur
rent display attributes — these attributes, 
which state how the object is to be present
ed, are separate from the geographic attrib
utes that define real characteristics. For in
stance, for an object called Highway, a ge
ographic attribute would be used to define 
the width of a road. By contrast, a presenta
tion attribute defines how to display an ob
ject of that width. For ease of use, the pre
sentation usually simulates a paper map, al
though other presentation methods are also 
used — for special system characteristics or 
demands. 

The level of detail that can be derived from 
data determines to what extent it can be used 
for calculations and presentations. In terms 
of presentation, the level of detail must be 
adapted to the size and resolution of the dis
play. Excessive detail produces a map image 
that has too many small contours and is 
therefore difficult to read. Also, detailed im
ages take longer to draw. Thus, it is some
times necessary to generalize data, in order 
to present it on a smaller scale. For exam
ple, let us assume that the detail of data in 
our system database corresponds to a topo
graphic map drawn to a scale of 1:50,000, 
which is adequate for presenting scales be
tween 1:10,000 and 1:50,000. However, to 
use this database for presenting smaller 
scales - say, between 1:100,000 and 
1:200,000 — the data must first be general
ized. Generalization, which entails straight
ening contours and eliminating minor ob
jects, considerably reduces information pet 

geographic area. Ordinarily, the generaliza
tion process cannot be performed in real 
time. Instead, many systems store databas
es of the same geographic area on different 
scales. This is relatively easy to do, since the 
largest scale contains the primary base of in
formation. 

Users very often want to show or hide spe
cific object classes, displaying only those fea
tures that truly interest them. By hiding a 
portion of regular map information, other 
information may be superimposed more leg
ibly. This is one of the prime advantages of 
presenting maps on an electronic display — 
the information can be adapted to show what 
a user wants to see at any given moment. 

Radio network planning 
Radio communication has grown consider
ably in the past decade. Frequency ranges 
are constantly being extended higher and 
higher, yielding greater transmission ca
pacities. At the same time, radio systems are 
being developed to better exploit existing 
frequency ranges. Thanks to significant cost 
and time reductions, radio communication 
can often complement or replace transmis
sion over copper or fiber-optic cable. 

A tadio network may consist of 
• point-to-point connections with radio 

links for large-capacity transmission — for 
example, using the Ericsson MINI-
LINK; 

• surface-coverage systems for personal 
communication — for example, by means 
of cellular telephony (GSM); 

• point-to-multipoint systems 
— for fixed, installed personal commu
nication - for example, using 
DRA 1900 (DECT); 
- for business communication - for ex
ample, AIRLINE. 

A common feature of all types of radio com
munication is that the transmission quality 
is heavily influenced by the characteristics 
of the terrain, obstacles, and reflection be
tween the transmitter and receiver. Thus, 
given the risk of interference between each 
transmitter and receiver in a radio network, 
the larger the network grows the greater and 
more complex the risk becomes. 

The secure projection of a radio network 
requires modern, computerized aids that can 
manage and analyze each input connection. 
The radio network planning system (RAPS) 
is a Windows-based application developed 
by Ericsson Business Systems for planning 
any type of radio network. 
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RAPS contains functions for analyzing 
radio-wave propagation and interference, 
and support functions for building radio 
networks. It dynamically handles geo
graphic and organization-dependent infor
mation as well as presentation functions for 
maps, graphs and diagrams. The RAPS ge
ographic system is made up of three sepa
rate parts: a geographic database, analysis 
functions, and map presentations. 

The geographic database, called GeoBox, 
was developed by Ericsson for the Defense 
Material Administration of Sweden. It is a 
model for storing and accessing basic geo
graphic data, and was developed especially 
for operational run-time use and for ex
changing geographic data. Core geograph
ic data consists of geometric data represent
ed in raster, vector and text format togeth
er with associated attributes and descriptive 
data (metadata). 

A GeoBox database contains all necessary 
information for reusing data in different ap
plications without having to manually de
scribe its contents for each individual case -
interpretation, geographic reference system, 
data quality, etc. The information, which is 
accessed via function calls and simple data 
types, is chiefly intended for application 
programmers. By using filter functions — 
such as resampling raster data or filtered at
tributes of vector data - the application can 
determine how data is meant to be dis
played. GeoBox may even be used for dy
namic, operation-specific information, such 
as data on relative humidity and field-
strength measurements. Several tools have 
been developed for supporting and main
taining information in GeoBox: 
• The GeoBox support tool (GST) imports 

and controls the quality of data from many 
different standard and non-standard for
mats and coordinate systems. 

• The GDT_EET supports the automatic 
transmission of data from the standard 
Ericsson engineering tool (EET) format. 

The majority of map presentations are based 
on stored geographic information; that is, 
the system does not store ready-to-use map 
images. The data that the system uses to pre
sent a map is also used in the geographic op
erations that make up analysis functions. For 
instance, an elevation database, with height 
values in a 50-meter grid structure, is used 
for diverse map presentations, including re
lief maps and elevation curves (Figure 3), 
and for calculating line-of-site coverage 
(Figure 4) and obstacle attenuation (path 
profiles) (Figure 5). 

Each presentation makes use of a dy
namic presentation filter, which enables the 
same database to be used for a broad range 
of scales. In general, the maps that can be 
displayed are a combination of one or more 
basic maps, such as vector maps, text, raster 
images, elevation curves, elevation layers, 
relief maps, and thematic maps. Color and 
symbols are managed dynamically within 
different ranges of scale, and can be stored 
for reuse. 

Examples of geographically based analy
sis functions are different types of coverage 

Figure 3 
Topographic information from a 50 m raster 
database shown as elevation contours and 
with shading from an imaginary illumination 
from out of the northwest. Two point-to-multi
point networks are shown with radio termi
nals connected to the sectors in the base 
stations. 

Figure 4 
Topographic information from a 50 m raster 
database; roads and lakes from a vector 
database; map text. The radio coverage of 
three bases stations is superimposed. 

Figure 5 
Topographic information shown on a map and 
as a profile between two radio link stations. 
Land usage information is identified by colors 
in the profile. 
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Figure 6 
Graphic image of radio cells presented on a 
map of land-usage classes; background data 
is obtained from the EET. 

area; that is, the symbolization of areas, in 
the form of an optical layer, that are covered 
from an observation point, or the field 
strength of one or more base stations. As a 
basis for this kind of analysis, one or more 
information layers, such as ground elevation 
and other ground characteristics, are gener
ally used. 

Planning mobile telephone 
systems 
When planning a mobile telephone net
work, engineers must know the shape and 
appearance of the terrain. Anything that can 
affect radio signals - height, open surfaces, 
vegetation, buildings — must be accounted 
for when calculating radio-wave propaga
tion and interference. Obviously, this re
quires the modeling to be based on good, 
up-to-date geographic information. 
Ericsson Radio Systems has developed the 
EET for planning radio networks. The EET 
is based on PlanNet, which operates in 
UNIX environments. 

The EET, which may be used for planning 
the networks of several different analog and 
digital radio systems, manages geographic 
data in three layers. The elevation database 
and the land-usage classes — layers that are 
used for calculating the radio-propagation 
models - are stored as raster data with a res
olution of between 20 and 100 meters, 
whereas all background data (roads, railroads, 
coastlines, etc.) is stored in vectors. Text 

may be added to improve orientation. Other 
supplemental background information, 
such as a TIFF image, a scanned map, or a 
satellite image may also be added. Thus, the 
EET handles a mixture of vector and raster 
data. It may be used to present a graphic 
image of radio cells (Figure 6), their cover
age areas, and internal interference relation
ships. This enables cell planners to test the 
location and configuration of different an
tennas quickly, which is especially useful 
when planning the expansion of a system in 
a fast-growing environment, such as a large 
city. 

Working outside of Sweden to the extent 
that they do, it is often difficult for Ericsson 
Radio Systems to acquire data. In many 
countries, maps and geographic information 
are still entangled in many restrictions. Ac
cess to existing digital geographic data — if 
it exists at all - is usually poor. Moreover, 
the data is seldom processed for use in radio 
network planning. Therefore, Ericsson 
Radio Systems has established its own map 
unit to serve the entire Mobile Systems Busi
ness Area. The unit has been assigned the 
task of developing 
• geographic databases - for planning radio 

networks, mainly using the EET; 
• less-detailed map data 

— for other planning; 
— for supervisory systems, such as the 
Ericsson network planning tool 
(ENPT) and operations support sys
tems (OSS). 

164 Ericsson Review No. 4, 1997 



Basic input data is generally taken from 
topographic maps whose scales are between 
1:20,000 and 1:100,000. This data is some
times supplemented with satellite images. 
Translating a map from analog to digital 
form requires manual digitizing. For this 
task, the unit uses the GIS product Small-
world, which is an object-oriented geo
graphic information system that makes use 
of real-world objects (RWO) complement
ed with Ericsson applications. Afterwards 
the data is rasterized and converted to its 
current form. Positional data, which is a nec
essary ingredient of geographic databases, is 
based on three parameters: the map projec
tion, the reference ellipsoid, and the coordi
nate system; that is, the geodetic datum. In 
terms of map production, these parameters 
differentiate themselves in different parts of 
the world and in different map systems. The 
introduction of GPS technology has ampli
fied the importance of handling geodetic 
data. It has also put stringent requirements 
on the GIS applications. 

The increased use of mobile telephones 
has made it necessary to plan radio networks 
down to the level of microcells. Doing so re
quires minutely detailed, large-scale map 
data that includes parks, the width of streets, 
and building heights. The need for more de
tailed data, which introduces completely 
new requirements into the production of 
map data, has set in motion intensive de
velopment efforts at Ericsson. 

Digital map systems 
for vehicles, vessels 
and aircraft 
The role of display screens in vehicles, ves
sels and aircraft is growing. Modern com
puters can adapt and manage information 
for various needs; information can be 
processed, compiled and presented in a suit
able fashion. One of the most crucial areas 
of information concerns a vehicle's sur
roundings - that is, the terrain or environ
ment in which it travels. Today digital ge
ographic databases can be obtained from 
map manufacturers in several countries. 
Moreover, access to digital geographic in
formation is on the rise. Positioning and 
navigational systems that offer adequate 
performance at a low price have also begun 
to appear on the market. These systems en
able a map image showing a vehicle's cur
rent position to be presented on a display, 
which helps operators (drivers and pilots.) 
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to navigate and survey their present situa
tion. Additional information that relates to 
the geography or to a location on a map may 
also be presented on the display. Examples 
of this include planned and actual routes of 
travel and the position of other vehicles. 

Advanced displays are usually only found 
in airplanes, helicopters, boats and military 
vehicles. Modern jet fighters contain sever
al such displays, which are used to present 
flight, navigational and tactical informa
tion. The presentation of information, 
which is available for immediate viewing at 
any time, may be altered manually or auto
matically. The layout of the display is de
signed so that crew members can assimilate 
information in a variety of conditions, such 
as total darkness or direct exposure to sun
light, or while experiencing heavy 
vibration, extreme g-load and stress. 

Many vehicles interact with other vehi
cles and with the terrain. Their maps must 
be presented in real time (live motion), 
showing the direction of travel straight up 
on the display. A good presentation reduces 
the time operators need in order to orient 
themselves when they view the display. One 
example is Ericsson Saab Avionic's display 
system for the new JAS 39 Gripen jet fight
er. Figure 7 shows the tactical display, which 
presents a background map with tactical in
formation superimposed on it. 

The system contains a digital geographic 
database in several scales. A computer reads 
the database continuously and draws a mov
ing map image on the display. Since the air
craft travels at high velocities, a new image 
must be drawn approximately 30 times a sec
ond. The presentation can show different in
formation content on different scales. The 
pilot can choose, manually or automatically, 
to have information displayed or hidden. The 
map symbols, which indicate roads, rail
roads, towers, and so forth, differ slightly 
from the symbols used on paper maps. This 
is because they must be adapted to the dis
play unit; they must also be extra legible 
under a range of different flight conditions. 
A great deal of positional information is su
perimposed on the map. The plane's position 
is obtained from the navigation system. The 
intended flight plan and assignment are also 
shown. Position and objects of different 
kinds — provided by onboard sensors and 
databases, and by the plane's data links to 
other aircraft and to the command and con
trol center - are superimposed on the map 
in real time. 

A special system, called MDX, has been 

Figure 7 
Presentation of a digital map with superim
posed information on a horizontal situation 
display in the JAS 39 Gripen jet fighter. 
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Figure 8 
Presentation of a digital marine chart for nav
igation by high-speed boats. 

Figure 9 
Presentation of a perspective map of the ter
rain in a helicopter application. 

developed for processing and adapting dig
ital map information. Core data is based on 
available digital information from the Na
tional Land Survey Administration and 
from the Defense Material Administration 
of Sweden. The information to be stored on
board the aircraft is selected in MDX. Gen
eralizations are added to create several data
bases in different scales from the same data. 
Having multiple databases facilitates 
searches when the map is presented. MDX 
uses a special technique for compressing 
data. 

Small-scale maps are used more frequent
ly in aircraft than in other applications, since 
aircraft usually travel at higher velocities 
and operate in larger areas than other vehi

cles. Thus, airborne geographic information 
systems generally require less data storage 
capacity than maritime vessels, which are 
highly dependent on detailed marine charts. 

Geographic information systems for mar
itime navigation (Figure 8) are used to pre
sent digital marine charts, which are ex
tremely valuable for high-speed boats and 
ships that operate near the coastline or in an 
archipelago. The systems may also combine 
output from a global positioning system to 
indicate a vessel's current position. Since the 
map layout must be displayed as an ordinary 
marine chart, the design of the display has 
been defined in a standard. 

Besides the regular map layout, there are 
numerous other ways of presenting geo
graphic data. For example, geography can 
be displayed in perspective; that is, as a syn
thetic image of the terrain as viewed from a 
fixed point (Figure 9). Perspectives are 
commonly used as an out-the-window 
(OTW) system in different types of simula
tor, but they are also found onboard vehi
cles, enabling crew members to survey and 
interact with the terrain. 

Conclusion 
The growing significance of geographic in
formation technology has lead to an increase 
in the number of players in this field. Sev
eral publicly funded centers of competence 
with links to universities have been estab
lished. In some cases, professorships have 
been established. Various interest organiza
tions and networks have been built up be
tween organizations and within companies. 
To date, a great deal of literature has been 
written on display-based maps and geo
graphic information systems. 

Geographic information systems are used 
at Ericsson in several different applications. 
They comprise analytical and computation
al functions for planning radio networks, in 
general; and more particularly for planning 
mobile telephone systems. Further, they are 
found in the display systems of various ve
hicles and aircraft, such as the Swedish JAS 
39 Gripen jet fighter. 

Being able to exploit geographic features 
well has always been important. The devel
opment of better tools and access to better 
geographic data will greatly improve and 
raise the level of efficiency in all types of sys
tem. In the future, the use of computer-
based maps and geographic information sys
tems is expected to grow, gaining impor
tance in a number of different systems. 
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The NDB Cluster - A parallel data server for 
telecommunications applications 
Mikael Ronstrom 

The number of services in telecommunications networks is increasing. Most 
of these services require the network to store information that must be 
made available in real time. Such information is critical: failure to reach it 
often means that a service cannot be provided. 
The number of information services available through the Internet is also 
increasing. The very essence of these services is to give users and applica
tions access to information. Databases that support services of this kind 
must offer exceptional performance, very high availability, and real-time 
response. 
The author describes the NDB Cluster (a parallel database server currently 
under prototype development at Ericsson), illustrating its use through two 
applications: the number-portability application and a Web cache-server 
application. The NDB Cluster - whose platform is based on AXE techniques 
- contains several novel solutions to high-availability-related problems while 
fulfilling requirements for high performance and real-time response. 

Box A 
Abbreviations 

ASIC 

DBMS 
DNS 
HLR 
HTTP 
INAP 
NDB 
ODBC 
PC 
SCI 
SQL 

Application-specific integrated cir
cuit 
Database management system 
Domain name service 
Home location register 
Hypertext transfer protocol 
Intelligent network application part 
Network database 
Open database connectivity 
Personal computer 
Scaleable coherent interface 
Structured query language 

TCP/IP Transmission control protocol/lnter-

VM 
net protocol 
Virtual machine 

The NDB Cluster (Box B) is a database for 
storing all types of semi-permanent data for 
telecommunications services, including 
data that would otherwise be stored in ap
plication memory and in file systems. It has 
been engineered to fulfill current and future 
telecom application requirements for safe 
storage, high performance and short re
sponse time. 

Applications and 
requirements 
Databases in telecommunications networks, 
here called network databases (NDB), fall 

into three main network categories: service 
networks, management networks and infor
mation networks. Some network databases 
also make up part of communication net
works (Figure 1). 

Service network databases, which help oper
ate telecommunications networks, include 
mobile databases, number-portability data
bases, service control nodes, name servers 
and route servers. These databases work with 
high rate-of-message applications. Most re
quests are small, however. Some applica
tions merely read data; others also write 
data. The data in service network databases 
may be stored in main memory. Future ap-

Box B 
NDB Cluster 

NDB Cluster is the name of the prototype. 
NDB stands for network database, where 
network means telecommunications net
work. The term cluster indicates that it exe
cutes on a cluster of workstations or per
sonal computers. 
A system is a node in the telecommunica
tions network. The NDB Cluster is part of a 
system. Thus, a system generally consists 
of the NDB Cluster plus several application 
and management servers. 

Figure 1 
A database-centric view of the telecommuni
cations network. Network databases are 
needed to support communication setup and 
services. They are also essential for opera
tion and maintenance and for supporting 
applications that deliver information to users. 
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Box C, PLEX 

The PLEX design environment offers many 
benefits: 
• PLEX code is divided into blocks that may 

only communicate through signals. This 
makes PLEX suitable for handling large 
development projects. 

• PLEX provides unique support for on-line 
testing. Testing and debugging a distrib
uted database is a difficult task that 
requires powerful tools. The PLEX envi
ronment provides such tools, many of 
which are unavailable in the C++ devel
opment environment. 

• Being a real-time language, PLEX enables 
engineers to design a database that ful
fills real-time requirements. 

• PLEX allows live software upgrades with
out requiring support of old software. This 
feature can be exploited for fixing bugs 
and for adding new functionality. 

• Because only asynchronous signals are 
allowed between blocks (in the NDB Clus
ter), each block's residence is complete
ly transparent. Therefore, a signal's des
tination can easily change from within a 
server to between servers. 

plications with complex services might be 
required to interact several times with the 
database service. Thus, response times must 
be below 10 ms; for some applications, as 
low as 1 to 5 ms. 

Management network databases help manage 
the operations of telecommunications net
works. A typical example is a charging serv
er from which toll-ticket records are dis
tributed to various management systems. 
Real-time charging requirements imply 
that these servers must be highly reliable, 
real-time databases. Charging-related 
servers support network operations and the 
services provided in telecommunications 
networks (for example, information ser
vices). Databases of this kind receive rough
ly the same amount of messages as network 
databases in service networks. However, 
they must also store very large amounts of 
information and support more complex 
queries. 

Information network databases are an inte
gral element of the applications found in 
telecommunications networks. For the most 
part, they provide information services 
through Web servers, e-mail servers, direc
tories, and news-on-demand services. These 
databases must have large storage capacity 
and support a high rate of messages per sec
ond. Information services must be able to 
send very large information streams - typi
cally at the rate of thousands of bits per sec
ond. When there are many users, the system 
must send several gigabytes of data per sec
ond. 

Each application must also fulfill very 
stringent requirements for reliability — even 
more stringent than for telecommunications 
exchanges. For instance, the annual allow
able downtime for a network database is less 
than one minute. This is because more than 
10 times as many users rely on network data
bases than on telecommunications switches. 

This article deals specifically with num
ber-portability databases and Web cache 
servers. Number-portability databases are 
involved at least once or twice in every call. 
Initially, they are called on to perform num
ber translations. In time, however, they will 
also provide security as well as charging and 
directory services. Web cache servers, which 
are accessed each time a Web page is re
quested from the Internet, must frequently 
send large objects. 

Number-portability databases and Web 
cache servers must each fulfill requirements 
for very high performance. What is more, 
Web cache servers require large bandwidth 

for query responses, whereas number-porta
bility databases must guarantee very high 
reliability. 

Studies suggest that future applications 
will be required to handle as many as 10,000 
requests per second for the up to one mil
lion users connected to the network data
base'. Depending on the application, re
quests will be made to read, to write, or to 
read and write data. Some applications will 
also be required to send large objects. 

Design considerations 
Different application characteristics put 
heavy demands on databases and their plat
forms. Traditional telecommunications 
platforms lack information capacity and 
support of large information streams from a 
server application. In meeting demands for 
message capacity, information capacity, 
large information streams and very high re
liability, Ericsson's engineers have ap
proached the task from a distributed plat
form. 

Given the requirements for efficient han
dling of data distribution and real-time re
sponse, the distributed database (to which 
many messages arrive simultaneously) must 
be able to trace performance and to handle 
asynchronous messages easily. The model 
found in the programming environment for 
PLEX is well suited to these design re
quirements (Box C). Other programming 
languages, such as C, may be used for spe
cial subroutines. 

Current AXE control system platforms 
are unable to meet all the needs of every net
work database application. For this reason, 
the so-called APZ emulator, which was orig
inally developed for testing purposes, has 
been modified extensively. Today, as the 
AXE virtual machine (AXE VM), it serves 
as an execution platform of the network 
database. Aside from some blocks of the op
erating system, which were written in C + + 
(Box D), the database is being developed in 
PLEX. 

The database runs on separate processors. 
This gives it better control over caches and 
processor resources and improves reliabili
ty. In small systems, the data server and 
other servers may need to share processors. 

The applications are isolated into special 
application servers. Several management 
servers may also exist in the system. To sim
plify recovery handling, the application and 
management servers should not contain per
manent data. That way, no information is 
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Figure D2 
The kernel is divided into a signal processor and instruction processor. The instruction 
processor can alternate between compiled C++ code, compiled PLEX code and different 
interpreters of ASA. PLEX blocks can alternate dynamically between compiled code and 
interpreted code. 

BoxD AXEVM 
The AXE VM emulates the software archi
tecture of AXE systems. The basic parts of 
the architecture are blocks and signals (that 
is, messages). Blocks are modules that can 
only communicate through signals. They con
tain their own data and can only share data 
with other blocks by means of signals. The 
software is assigned the same properties as 
application-specific integrated circuits 
(ASIC), hardware boards and systems. Aside 
from one well-defined interface, there is no 
way to communicate with the blocks. 
The AXE VM contains many characteristics 
that would normally be found in an operating 
system (Figure Dl). Its design closely resem
bles a microkernel-based operating system, 
in which the microkernel executes signals, 
handles messages between blocks, and 
manages timers and servers. 
Operating-system-like features - such as 

access to the file system, restart processing, 
dump handling, external interfaces, man-
machine interfaces, and memory manage
ment - are added to the system as blocks. 
Since some blocks require access to the real 
operating system, they are programmed in 
C++. The microkernel treats these blocks the 
same as it treats user blocks. 
For the most part, AXE switches are pro
grammed in PLEX, which is rich in real-time 
features and very powerful in building real
time, high-performance systems with require
ments for high reliability. The AXE VM pro
vides extensive support for executing PLEX 
blocks. 
Open-system environments must also be 
able to communicate with other environ
ments. Thus, the AXE VM contains a set of 
schemes for communicating with other oper
ating system processes. These include sock

ets, shared memory, distributed-shared 
memory (currently, SCI is supported), 
TCP/IP, and Ethernet. 
The microkernel receives signals from other 
AXE VMs within the same configuration 
domain. As it executes these signals it gen
erates new ones. Signals may be executed 
(Figure D2) in one of three different ways 
(patent pending). 
• For common signals, the fastest way is to 

execute compiled code - code that was 
compiled by a PLEX or C++ compiler. 

• PLEX blocks may also be executed in inter
preted mode. This is the case for debug
ging and for uncommon signals - to avoid 
thrashing the instruction cache. 

• Blocks may also be executed with a trace 
interpreter, which is used for any kind of 
on-line tracing and debugging - even in real 
customer systems. 
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Figure 2 
System architecture in which the NOB Clus
ter reliably stores data for the system. This is 
achieved by providing a very efficient commu
nication network. 

lost and only ongoing transactions are in
terrupted if an application server crashes. 
Also, it is easier to balance the load between 
servers when several of them execute the 
same application. 

The database consists of a data server that 
stores data reliably and serves simple appli
cation queries. A query server may be in
stalled to serve complex queries and those 
that use structured query language (SQL), 
open database connectivity (ODBC), and 
other standards. Query servers request data 
from data servers and respond to applica
tions that have requested data (Figure 2). 

The communication procedure between 
the servers of a system strongly influences 
database performance. Communication 
media that facilitate a shared-memory 
model facilitate very efficient communica
tion2 ••'. To send a message, the sending party 
(machine) writes the message into a message 
buffer in the receiving machine - which 
means that the operating system is not in
volved in communication. Checksums are 
used to guarantee communication. Com
munication failure is reported via UNIX 
signals to the AXE VM, which retransmits 
the message on a different communication 
path (that is, it writes the message in an
other message buffer). In terms of time, the 
cost of sending a short message is less than 
10 |is. 

Some applications require data servers to 
store data redundantly, within the system 
and between systems (network redundancy). 
Replication, which is handled by the data 
server, is transparent to the application and 

safeguards data against catastrophes such as 
earthquakes and hurricanes (Box E). Data 
servers support the replication of data with
in the system or between systems. They also 
support simultaneous replication within the 
system and between systems. 

Functionality in the NDB 
Cluster 
NDB Cluster usage model 
A user defines a set of tables, where each 
table consists of a set of attributes. In this 
sense, the model resembles a relational data
base. However, compared with an ordinary 
relational database, other features have also 
been added. For instance, the tables always 
have a unique key, which is either a prima
ry key supplied by the user, or a tuple key 
that is generated when the tuple is inserted. 
Secondary keys may also be defined. Table 
attributes are fixed in size; consist of an array 
of attributes that are fixed in size; or consist 
of an array of attributes that are variable in 
size. Thus, files may be stored in the table 
as attributes. 

The fixed attribute sizes (in bits) are: 1, 
2 , 4 , 8 , 16, 32, 64 and 128. 

Research has shown that dynamic attrib
utes can be supported and that they can be 
used to support unstructured data"1-'. More
over, dynamic attributes may be stored. 

The NDB Cluster supports main-memory 
data and disk-based data. The choice of data 
storage is determined on a per-attribute basis 
when the tables are created. This means that 
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Figure E l 
The replication architecture is based on a traditional primary and backup replica combined 
with a standby replica that acts as a log server. Thus, even double faults are handled at 
low cost. 

Figure E2 
Example of distributed replicas. Node 1 contains the primary replica for F l ; Node F2 con
tains the backup replica and Node 3 contains the standby replica. Node 5 is prepared to 
create new replicas in the event that any node crashes. 

Box E 
Replication structure 

Merely safeguarding against a single point of 
failure will not achieve very high reliability in 
multinode systems - given requirements 
which specify that annual downtime may not 
exceed 30 seconds per year, the risk of los
ing another node during repair is far too great. 
Writing data to disk may not be part of a 
transaction; instead, data must be written 
to main memory in at least two processor 
nodes. If one node fails, then several other 
nodes run with only one replica. Ordinarily, 
to maintain real-time and reliability charac
teristics during repairs, another replica must 
be added. However, in terms of memory and 
processor load, most customers feel that 
the cost of having three complete replicas 
outweighs the benefit. 
In the NDB Cluster, the solution is to add a 
special replica type called the standby repli
ca. The standby replica solely contains a log 
of the transactions that changed the con
tents of the database. It does not contain a 
replica of any data and is therefore not use
ful for reading (Figure El). 

If the primary replica and all backup replicas 
fail, the log of transactions in the standby 
replica can be used for creating a new pri
mary replica - the log is independent (a) of 
the location in which it was created and (b) 
of the replica that created it. Therefore, 
unless all replicas fail within a few millisec
onds of each other, no data is lost. 
Ordinarily, when the primary and backup 
replicas fail, the system must be shut down 
and restarted. With standby replicas, this is 
seldom necessary. Fragments of the data
base may be temporarily inaccessible, but 
the database system will continue to oper
ate, quickly restoring them. 
Figure E2 shows a table with one primary 
replica, one backup replica, and one stand
by replica. The table is split into four frag
ments, which have been evenly distributed 
among four nodes. A fifth node, which is 
used as a hot spare, is used for creating 
new replicas when another node fails. Hav
ing a spare node greatly limits the effects 
that a failed node may have on a system. 
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Figure F l 
The LH3 contains three parts that are used in the hash value. The LH*bits are used for find
ing nodes that contain replicas; the LH bits are used for finding the correct index page; and 
the page index is used for finding the container in which to start the search. 

Figure F2 
Visualization of how hash value bits are used to find the index element. 

BoxF LH3 

A scaleable database must include an index 
that distributes tuples effectively. In addi
tion, if an index system expands over a long 
period, the distribution scheme should per
mit dynamic changes. Indexes of this kind 
have been proposed. The NDB Cluster, 
which uses a patent-pending extension of 
the proposed scheme, performs hashing in 
three steps1. 
A hash function is applied to the key. This 
function creates a hash value that is usual
ly 32 bits in length. The bits are split into 
four parts: 
a)The most significant bits are not used (Fig

ure Fl) . 
b)Several LH bits are used locally in the node 

as an index of the directory (Figures F l 
and F2). The linear hashing algorithm is 
applied when j bits are used for the first 
time. If the value of these bits falls below 
a given threshold, then j+1 bits are used 
instead. 

c) Using the same linear hashing algorithm, 
the LH* bits are used to find the fragment 
identity of the tuple (Figures F l and F2). 

d)The remaining bits are used to find a con
tainer in the page referred to by the direc
tory entry that the LH bits found 
(Figures F l and F2). 

The size of the LH* bits is not fixed. Frag
ments may be split one at a time, provided 
more hash-value bits exist- each time a frag
ment is split, one LH bit is lost. However, 
the number of page-index bits is fixed when 
the table is defined. 
The fragment identity is used for looking up 
node references to fragment replicas. Thus, 
an update can easily find every fragment 
replica that needs to be updated. 
The LH3 algorithm has many benefits. It pro
vides a distributed index that is integrated 
into a highly efficient local index. 

a table may consist in part of attributes resi

dent in main memory and of attributes on 

disk. 

Since the NDB Cluster is distributed, 

table fragmentation must be defined either 

by the user or automatically (Box F). 

Automatic reconfiguration 
When a processor node fails, several fragment 

replicas are lost. However, once the failure is 

discovered by the heartbeat function, the 

database management system (DBMS) auto

matically creates new replicas in working 
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BoxG 
Recovery protocols 

The NDB Cluster contains two recovery pro
tocols. The first is used when a replica is avail
able in the system. The second is used for 
creating the replica of a fragment when no pri
mary or backup replicas are available; it is 
also used for system recovery. 
When a primary replica is available, the pro
tocol uses it for creating new fragment repli
cas. As it does so, the protocol must also han
dle the concurrent execution of transactions. 
Basically, each transaction will attempt to 
write into the new replica - insertions may be 
made into the new replica at any time. How
ever, the replica may not be updated, and 
nothing may be deleted from it, until it has 
received a tuple. 

processor nodes. Thus, the system is said to 
have failed gracefully. As long as the system 
contains live processor nodes, it continues to 
operate (Box G). If data consistency is in any 
way threatened — because too many proces
sor nodes fail in rapid succession — then the 
system is restarted from an archive copy. 

If a processor node is added, the tables can 
be refragmented using the LHJ algorithm. 
Therefore, the system continues to operate 
optimally as it grows. Refragmentation may 
be performed on-line. 

Local replication 
Local replication ensures that only a series of 
failed processor nodes can cause the system 
to restart. Numerous processor-node failures 
may make some data inaccessible until the 
system has recovered the processor nodes. 

When an application creates a table in the 
database, it must decide which and how 
many replicas the table should contain. The 
system then tries to maintain this number 
of copies. The number of replicas may be 
changed on-line. 

Since every transaction is written in sev
eral processor nodes, it is not necessary to 
flush the log to disk during the commit 
phase. However, if errors cause a processor 
node to fail, the logs will be written to disk 
during the commit phase. For the system to 
crash, every node that contains the replica 
of a given fragment must fail within the 
space of about 100 ms. 

Three types of replica may be used. A pri
mary replica always exists, along with any 
number of backup replicas. There is also a 
special replica type called the standby repli
ca. This replica, which is a log server, logs 

The copy process performs a mini-transaction 
each time a tuple is moved: the tuple is locked 
and moved to the new replica; when the tuple 
has been fully replicated the lock is released. 
The recovery protocol for restoring a fragment 
in the absence of a primary replica consists 
of three steps that are based on information 
produced by a checkpoint: 
• First, pages are read into main memory (this 

step does not apply to disk-based data). 
• Next, the local undo log is executed, which 

restores to pages the contents they held 
when the checkpoint was added. 

• Finally, every transaction that may have 
been lost is reenacted, starting from some 
point in time before the checkpoint. 

every update. The standby replica does not 
contain actual data from the table, but it is 
useful when the primary and other backup 
replicas fail. The standby replica ensures 
that no committed transactions are lost, and 
that the failure of primary and backup repli
cas does not cause a system to restart. Since 
it only writes a log, the standby replica pro
vides extra reliability at a modest cost. 

Network redundancy 
If local replication is insufficient, the NDB 
Cluster can also support global replication 
- which may be achieved in parallel with 
local replication. A transaction is first exe
cuted by the primary system. It is then sent 
to the backup system, which also executes 
it. If response to the application is sent after 
the backup system has finished, the trans
action is called 2-safe. If the response is sent 
before the backup system has finished, the 
transaction is called 1-safe. 1-safe transac
tions might be lost when a primary system 
fails. In either case, the transactions must be 
executed in the same order in each system. 
Transactions that merely read data are exe
cuted in the primary system only. 

The NDB Cluster supports 1-safe and 2-
safe transactions. Applications set this sta
tus at the attribute level. For example, lo
cation updates in a home location register 
(HLR) probably do not require 2-safe trans
actions; therefore, they are assigned the 1-
safe attribute. However, when a new service 
is activated, a 2-safe transaction should 
probably be executed. If any 2-safe attribute 
is declared for a write transaction, then the 
entire transaction is classified 2-safe; other
wise it is executed as a 1-safe transaction. 
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Transaction support 
A new, efficient two-phase commit proto

col has been developed that is especially 

suited for replicated databases (Box H). 

Replication ensures that transactions need 

not use disks during the commit phase, 

thereby fulfilling real-time and high-per

formance requirements. 

Dirty read, dirty write 
Many telecommunications databases have 

introduced dirty-read and dirty-write trans

actions, in order to cut the cost of transac

tions - a t the expense of consistency. In this 

implementation, nothing is gained from a 

dirty read, which is implemented as a sim

ple read transaction. In simple read transac

tions, only one record is read and the com

mit phase may be eliminated. 

A dirty write means that the commit 

phase is removed from updates. This does 

not increase performance significantly, since 

the greatest expense occurs in the phase dur

ing which objects are written. Removing the 

commit phase from updates does shorten 

delay, however. It also increases concurrent 

processing, since the locks can be released 

immediately after an object has been writ-

BoxH 
Two-phase commit protocol 
One of the most crucial protocols in a parallel-
data server is the two-phase commit proto
col. This protocol is used to ensure that 
updates are atomic (that is, every update is 
either totally complete or it is not carried out 
at all) and durable (that is, the updates can 
survive any type of crash). This also applies 
to updates of several tables and several 
replicas of each table. Some of the features 
of a newly designed two-phase commit pro
tocol (patent pending) are listed below: 
• Optimized for several replicas of each 

updated data item. 
• Low communication overhead - even when 

a transaction contains several updates. 
• Durability is preserved by writing to the 

main memory of several nodes instead of 
writing to disk. 

• Short response time — even when a trans
action contains several updates. 

• Easy integration with two levels of replica
tion - to support network redundancy. 

The basic protocol combines a normal two-
phase-commit protocol with a linear-commit 
protocol for each fragment involved (Figure 
HI). 
During the prepare phase, the protocol starts 
in the primary replica. Lock contention is han
dled in the primary replica. Nonetheless, to 
guarantee that simple read transactions 
(transactions that solely read a single tuple) 
may be sent to the backup node, the back
up replicas also lock the data. 
The commit phase ends in the primary repli
ca, since the transaction is not safely com
mitted until every replica in a fragment has 
been informed of the commit decision. There
after the primary replica releases its locks. 
The backup replicas release their locks in 
the complete phase, or when a new trans
action is started on the same data item. 
The real power of the protocol comes into 
play when the transaction involves many 
updates in several fragments. Each fragment 
executes the linear-commit protocol in par

allel, which greatly reduces response time. 
For large transactions, performing the com
mit phase in series increases response time 
beyond acceptable limits. 
The power of the protocol is seen even more 
clearly when two levels of replication are 
added to support network redundancy. The 
backup system is synchronized with the pri
mary system. Communication between the 
systems is performed over a long-distance 
line, which rules out using a normal two-
phase commit protocol between the sys
tems. Instead, an optimized version is used 
with the backup system, which must either 
accept the transaction or die. 
To achieve scaleable network redundancy, 
more than one channel must exist for send
ing transactions between systems. Primary 
replicas are assigned a channel to the mas
ter replica in the backup system (usually a 
primary replica but sometimes a standby 
replica). During the commit phase, the pri
mary replica in the primary system contacts 
the master replica in the backup system, 
which means the primary system has already 
decided to commit. Thus, the backup system 
must agree. Otherwise it is restarted, since 
the information it contains is inconsistent 
with the primary system. 
When a transaction involves several frag
ments, a transaction coordinator is used in 
the backup system. To achieve scaleability, 
the transaction coordinator is logically cho
sen in the primary system. The logical iden
tity of the node is mapped onto a physical 
node identity through a table that is available 
in every node of the backup system 
(Figure H2). 

The protocol may be optimized for a simple write 
transaction by transferring the role of the com
mit coordinator from the transaction coordina
tor to the last replica in the chain. This arrange
ment does away with communication between 
the last replica and the transaction coordinator 
- which is a reduction by two messages. 
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ten. In summary, the dirty-write method 
may be advantageous to hot-spots where the 
loss of an update is not costly. A typical ex
ample is statistical information. 

To ensure that locking conflicts do not 
occur, a data model may be applied to sim
ple read and simple write transactions. Sim
ilarly, if the data is current (has been updat
ed), then simple read queries could be used 
to read old committed data. This yields de
sired real-time behavior without introduc
ing unusual recovery situations. These meth
ods should be avoided if i nconsistent data can 
disrupt the system (which it very often does). 

Prepare-to-commit function 
The support of a transaction coordinator 
outside the NDB Cluster requires the sup
port of a prepare-to-commit function. 
Should the transaction coordinator fail, the 
data is locked or frozen until the transaction 
coordinator has recovered; therefore, it 
needs to be very reliable. 

On-line schema changes 
A very reliable database must be able to han
dle on-line schema changes. Schema changes 
may be integrated into network redundan
cy and crash recovery. They may also be in-

Figure HI 
Message flow in the NDB Cluster for a simple write transaction. The commit action is not 
safe until the primary replica has the commit message. 

Figure H2 
Each write action uses an internal linear commit scheme between replicas. The TC performs 
a normal two-phase commit. When the primary node hears the commit message it contacts 
the backup system. 
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Figure I I 
A new table is created from parts of the 
original table. During the schema change, 
foreign keys ensure that both tables are 
up-to-date. After the schema change, 
unnecessary parts may be discarded. 

Figure 12 
Complex schema changes require an algo
rithm of simple schema change, normal 
transaction and test transactions. It might 
even be necessary to change application 
code. 

Box I 
Example of an on-line 
schema change 
A highly reliable telecommunications database 
must be able to support changes in the data 
structure. That is, it must be able to add and 
drop attributes, tables, and triggers. It must 
also support more complicated actions, includ
ing various ways of splitting and merging 
tables. A complex schema change that 
involves copying data between old and new for
mats is called a long-lived transaction. Trans
actions of this kind are performed in several 
phases. A reliable database can handle 
changes even when nodes and systems crash. 
For handling long-lived transactions, the NDB 
Cluster introduces a SAGA table, which stores 
system information on how to undo and/or redo 
changes that are part of a complex schema 
change. The table is also replicated onto the back
up system, which means that complex schema 
changes are integrated into network redundancy. 
Slight differences may exist in primary and back
up system schemata, since they do not always 
require the same types of indexes and triggers. 

A simple schema change solely affects the 
schema, not data. A complex schema change 
affects the schema and data. Splitting a table 
is one example of a complex schema change. 
For instance, let us assume that a table with 
four attributes is split into two tables (Rgure II). 
The schema change was brought on by the result 
of an optimization, performed to give quick 
access to the three attributes in a new table. 
The original table now has two keys: its own, 
and a foreign key - the key to the new table. The 
new table contains the three remaining attrib
utes. When the optimization is no longer need
ed, the tables may be merged again. 
Summary: 
• Create a new table with its attributes. 
• In the original table, add a foreign key that 

refers to the new table. 
• Add a key in the new table that refers to the 

original table. 
• Add a trigger that updates the new table 

when the original table is updated. 
• Introduce a trigger that updates the original 

table when the new table is updated. 
The foreign keys are initially set to null. If the 
tuple is a copy, the foreign keys are also set. 

Thus, by looking at the foreign key it is easy to 
determine whether or not to execute the trig
ger. The process of copying from the original 
table to the new table starts as soon as the 
first schema changes are properly installed. 
Once the copying process is complete, the 
new table is ready for immediate use. If pos
sible, execute some test transactions on the 
new schema. Aside from cases in which there 
is no mapping from the new format to the old 
format, the test transactions may be execut
ed concurrently with transactions that use the 
old schema (Figure 12). 
Example: Total wages are recorded in the new 
table. The original table contained monthly 
wages and the number of months worked. In 
this case there is no backward mapping. 
Finally, if the new schema is deemed ready 
for use, the triggers may be removed as soon 
as every transaction associated with the old 
schema has been completed. The two attrib
utes from the original table are dropped. 
Whether the foreign keys are dropped or not 
depends on the user and which keys are need
ed. If the foreign keys are not needed they 
may be dropped. 
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tegrated along with software changes, al
lowing application software to keep pace 
with schema changes. 

Examples of schema changes that may be 
performed on-line are (Box I): 
• add/drop tables; 
• add/drop attributes; 
• add/drop views; 
• add/drop secondary indexes; 
• change attributes (new attributes are a 

function of the old schema); 
• split table horizontally and vertically; 
• merge tables horizontally and vertically; 
• add/drop referential constraints; 
• add/drop attribute constraints. 
If it is logically possible, each change is per
formed as a soft schema change. That is, 
transactions which were started before the 
schema change may execute concurrently 
with transactions started after the change. If 
it is not safe to do so, a soft schema change 
will not be implemented. 

Example: Before a schema change takes 
place, two attributes are stored: Hours 
Worked and Hourly Wage. After the schema 
change, the attributes are merged into a sin
gle attribute: Total Wage. However, because 
there is no way of deriving the number of 
hours worked from this new attribute, the 
old and new transactions cannot execute con
currently, which means that a soft schema 
change cannot be implemented. 

In a hard schema change, every transac
tion that was started before the change must 
be completed before any new transactions 
affected by the schema change may be start
ed. 

NDB Cluster interface 
The interface to the NDB Cluster is de
signed from a set of C+ + classes. The meth
ods in these classes enable queries to be de
fined for tuples. Initially, only queries to a 
single table are supported, since the need for 
joining queries in real-time telecom appli
cations is very limited. These queries can 
read and write attributes or parts of attrib
utes. Using an interpreted language, future 
releases will allow general programs to exe
cute in the database kernel. 

Other database products 
Many different kinds of database have been 
developed, most of which are standard prod
ucts with a focus on business applications 
and serving a very wide range of applica
tions. They normally use disks as safe media. 
Thus every transaction must be flushed to 

disk before committing, which limits the 
number of write transactions that can be 
served by these products. Moreover, they 
have not been designed for use in real time, 
which means they cannot achieve response 
times between 1 and 5 ms. They also give a 
fairly long delay in write transactions. For 
this reason, the databases do not meet every 
requirement of very demanding telecom
munications applications. 

A large set of databases has been devel
oped for real-time applications — predomi
nantly main-memory databases. These usu
ally come bundled with a real-time system. 
In contrast, the NDB Cluster can be used 
with main memory and disk data; it may be 
used in an open environment with other 
real-time systems and with other non-real
time systems; it may even be configured for 
use as a desktop database in a personal com
puter (PC). 

ClustRa, which is developed by TeleNor, 
is another database product for telecommu
nications applications. The NDB Cluster 
contains many innovations that extend the 
support of such applications. 

Some commercial database products sup
port network redundancy, but few of them 
do so in a scaleable manner. They have only 
one channel over which all log messages 
must pass in the otder in which they were 
executed. To enable scaleability, the NDB 
Cluster uses parallel log channels between 
database systems. In addition, it is flexible 
in its support of executing 1-safe and 2-safe 
transactions with network redundancy. 

Many database products support only 1-
safe replicas, whereas the NDB Cluster sup
ports 2-safe teplicas within the system as 
well as 1-safe and 2-safe replicas between 
systems. 

The NDB Cluster introduces several in
novations, including 
• ttansaction support (patent pending); 
• replication support (patent pending); 
• new data sttucture for indexes of tuple 

keys (patent pending); 
• new data structures for tuple storage -

which combine efficient support of small, 
fixed tuples while providing efficient sup
port of very large tuples; 

• support of network redundancy; 
• new index for hypertext transfer protocol 

(HTTP) addtesses (patent pending); 
• support of advanced schema changes -

which has been integrated into crash re
covery and network redundancy (patent 
pending); 

• overload handling and load regulation. 

BOX J 
HTTP tree 

Names that are organized alphabetically in 
a list do not differ significantly from their 
neighbors. Thus, data structures can be 
compressed to less than one-fifth their orig
inal size, which greatly speeds up process
ing - the data structures occupy less mem
ory and yield a better hit rate in cache 
memory. The HTTP tree capitalizes on this 
technique. 
The HTTP tree structure is based on a nor
mal B+tree structure. However, instead of 
storing the full name of each entry, only dif
ferences from the previous entry are stored. 
The index maps names to a tuple key (or to 
a local key, if one is used as a tuple-key 
index), which acts as a file handler when 
the data server is used to implement 
scaleable file systems. Example: 
START=http://www.ericsson.se/ndb/com 
pbtree/descri ption. html 
2)http://www.ericsson.se/ndb/compb-
tree/nodedescri ption.html 
3)http://www.ericsson.se/ndb/compb-
tree/system_arch.pdf 
4)http:/ /www. ericsson.se/ndb/compb-
tree/system_arch.ps 
To describe this with the compressed algo
rithm we need a start value (START). Next 
2), 3), and 4) are described, as follows: 
2) Equality at end (1 bit), 4 bit minus and 
plus (1 bit), difference information exist (1 
bit), extension = .html (5 bits), -0 (4 bits), 
+4 (4 bits), Last 11 equal (8 bits), "node" 
(4 bytes) 
3) Not equal at end (1 bit), 4 bit minus and 
plus (1 bit), difference information exist (1 
bit), extension = .pdf (5 bits), -15 (4 bits), 
+11 (4 bits), "system_arch" (11 bytes) 
4) Not equal at end (1 bit), 4 bit minus and 
plus (1 bit), difference information do not 
exist, extension = .ps (5 bits) 
Thanks to compression algorithms, 2), 3), 
and 4) require only 21 bytes instead of the 
original 158 bytes. Obviously, compression-
related gains depend on several factors, 
such as naming style. Still, in most cases, 
the compression techniques yield sub
stantial gains. 
The basic structure is a B+tree, some of 
whose pages are organized into a hierar
chical structure. An additional B+tree struc
ture is used within the pages to help find a 
key within its pages. Here, nodes are used, 
since they are smaller (128 bytes) than 
pages. Finally, using the compression algo
rithm, a sequential search is performed. 
The index is also very effective for indexing 
telephone numbers. 
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Figure 3 
Architecture of a number-portability proto
type. The central processor asks the NDB 
Cluster for number translation through any 
regional processor connected to the NDB 
Cluster. 

Number portability 
The first application to use the NDB Clus
ter is a prototype application that supports 
number portability. The implementation, 
which may be integrated into existing tele
phone exchanges, may also be used in net
works that use INAP, TCP/IP, or both. 

In its first prototype application, the 
NDB Cluster functions as an external data
base to AXE. It is accessed as part of the call 
setup and from operation and maintenance 
systems using the C++ interface. The main 
benefit of the NDB Cluster is that it pro
vides data to AXE and to the operation and 
maintenance system in real time. 

Many different network and server config
urations may provide a number-portability 
service. The NDB Cluster is flexible in meet
ing demands for very high reliability and 
high availability at low cost (Figure 3). To re
duce cost, two servers may be used instead of 
four. To further reduce cost, less expensive 
servers may be used, although this lowers per
formance and increases response time. 

Predefined messages in the call-setup ap
plication access the database for the transla
tion of a telephone number. The messages are 
incorporated into the call-setup application. 
Prototypes have shown that this may be 
achieved at a low cost to the CP and database 
servers. The operation and maintenance sys
tem have general, real-time access to all data 
in the database through the C+ + interface. 

The short response time is achieved 
through two-processor servers, which con
vert Solaris processes into real-time process
es. One processor handles operating system 
activities and non-real-time activities; the 
other processor simply waits for input, 
which means it can respond immediately. In 
this way, a standard operating system can be 
used to guarantee real-time response. 

Single-processor servers may also be 
used, but the real-time properties are not 
as good. The NDB Cluster and AXE VM 
may be configured to adjust automatically 
to the present configuration, whether for 
single-processor servers, multiprocessor 
servers, single-server systems or for multi-
server systems. The NDB Cluster auto
matically adapts its configuration to ac
commodate available servers — even when 
new servers are added while the system is 
operating. 

Web cache server 
Some sets of services on the Internet require 
scaleable access to data. These include route 
servers, domain name service (DNS) servers, 
Web servers, e-mail servers, and file servers. 

Web cache servers store a large volume of 
frequently requested Web pages. In large 
networks, several Web cache servers work 
together. If one server fails to locate a Web 
page, another server might. Web cache 
servers should also function as replication 
servers; that is, they should be able to mir
ror the contents of Web pages at other 
servers. This feature is useful when Web 
pages contain dynamic data, since Web 
pages of this kind cannot be cached. 

An example network architecture is 
shown in Figure 4. Since all data resides in 
the NDB Cluster, the scheduling servers 
may call upon any cache server to perform 
work. To avoid the costly setup of TCP/IP 
connections, the scheduling servers might 
use a permanent connection. 

Cache servers must contain an index of the 
Web pages they store. They should also con
tain an index of the Web pages stored in 
cache servers at a lower level or at neigh
boring servers in the hierarchy. Further
more, they should keep statistics on the 
Web pages they store and on Web pages that 
might be stored - pages that are accessed 
frequently. 

Since cache servers at higher levels in the 
hierarchy are accessed by many users, the 
storage must be scaleable and quickly ac
cessible. The NDB Cluster fulfills these re
quirements thanks to its automatic table-
fragmenting functionality. Also, the trans
port of data over scaleable coherent inter
faces (SCI) with very high bandwidth en
ables efficient communication between 
server processors. 

The NDB Cluster contains a very efficient 
index for HTTP addresses. Thus, an index 
of literally millions of Web pages may be 

178 Ericsson Review No. 4, 1997 



stored in main memory on one computer to
gether with brief statistics and a reference 
to where the Web pages are stored. For fast 
access, the statistical attributes and the 
index reside in main memory, whereas the 
actual Web pages may reside on disk. Since 
a Web page may reside as an attribute in the 
same record as its descriptive attribute, the 
reference to disk is direct and need not pass 
through extra directory structures. 

To avoid unnecessary moves within the 
Web cache server, the NDB Cluster will be 
equipped to send Web pages directly to re
questing entities over a TCP/IP link. 

This solution delivers scaleability in the 
application and the database parts of the serv
er, which is critical to the design of future 
Internet servers. The NDB Cluster also con
tains functionality for balancing the load be
tween database servers - thanks to replicas 
of data and the NDB Cluster's ability to re
configure data distribution automatically. 

When used as a Web cache server, the 
NDB Cluster functions more or less as a dis
tributed file system. Indeed, the automatic 
fragmentation of data and plug-and-play 
scaleability features are nicely suited to this 
type of application. The NDB Cluster is de
signed for high-performance systems. By 
adding specific parts for handling large 
flows of data in these applications, it per
forms equally well as specialized file servers. 
The patent-pending new-index feature en
ables very rapid lookup while reserving a 
large part of main memory as a buffer for the 
most frequently requested Web pages. 
High-performance communication be

tween servers is another essential part of the 
system characteristics. 

Conclusion 
The NDB Cluster is a scaleable solution to 
database applications in telecommunica
tions networks with requirements for very 
high performance, very high reliability, and 
real-time performance. 

The NDB Cluster introduces several in
novations, including transaction support 
(patent pending); replication support 
(patent pending); new data structure for in
dexes of tuple keys (patent pending); new 
data structures for tuple storage; support of 
network redundancy; new index for HTTP 
addresses (patent pending); support of ad
vanced schema changes (patent pending); 
and overload handling and load regulation. 

It is the first distributed database de
signed on the assumption that distribution 
and the support of replication are cheap. 
Many other network databases are special
ized in that they support main-memory 
data. The NDB Cluster supports main-
memory and disk data; and it is a general-
purpose data server for telecommunications 
applications that can be used by applications 
written in other languages, provided they 
use any of the communication mechanisms 
that the NDB Cluster supports. 

The NDB Cluster is based on true distri
bution transparency, which greatly facili
tates the writing of applications. In its pro
totype application, the NDB Cluster func
tions as an external database to AXE. 
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Network architecture of a Web cache server. 
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permanent connections. 
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Environment, for better or worse (Part 2) 
Mats-Olov Hedblom 

People and industries the world over are acknowledging that we can no 
longer take the environment for granted. The resolutions that were passed 
at the Rio Conference in 1992 charge every world society with the task of 
attaining a proper balance between their social, economic and environmen
tal responsibilities. Partly in response to that conference, world industries 
have agreed to develop a suite of tools for environmental management - the 
ISO 14000 series of standards. 
Corporations who have identified the environmental dimension as the most 
important aspect of good global citizenship are currently seeking tools that 
will help them to condense this dimension into strategic scenarios of the 
future. One such tool is the life-cycle assessment. 
The author describes how Ericsson, as a member of the IT industry, is in the 
process of establishing a sound environmental platform on which to base 
their operations, now and in the future. 
Part 1 of this three-part series of articles deals with various international 
perspectives of the environmental issue. Part 2 describes the life-cycle 
assessment in depth. Part 3 demonstrates how Ericsson can apply the find
ings from the life-cycle assessment, designing for the environment and 
labeling products according to the emerging ISO 14025. 

Figure 1 
Cooperation between the engineering and 
ecological sciences can bridge the gap in 
knowledge of the cause and effect of environ
mental threats. 

Figure 2 
SETAC technical framework for the life-cycle 
assessment. 

Life-cycle assessment -
industry's strategic tool 
for survival 
The purpose of this article is to give insight 
into emerging methods that compose the 
life-cycle assessment (LCA), which will be 
used for describing interactions between in
dustrial and societal activities and the im
mensely complex environment that forms 
the basis of sustained wealth and human 
prosperity. 

An article recently published in Nature' 
on the general role of research and science 
stated that: 
• "The scientific enterprise is full of experts 

on specialist areas but woefully short of 
people with a unified world view." 

• "Scientists are trapped in their own spe
cialisms, leaving others, often poorly 
qualified, to represent to the public the 
larger architecture and interconnections 
of modern scientific theories." 

• "Scientific education has become so spe
cialized that scientific literacy is little 
more advanced among scientists than it is 
among non-scientists." 

• "Undergraduates who have completed 
courses on cell biology and evolution are 
unable to discuss broad issues in evolu
tionary theory, let alone Earth histoty or 
cosmogony, in any greater depth than can 
their non-scientist peers. Physics students 
don't know how a protein differs from a 
nucleic acid; chemistry students don't 

know the age of Earth; geology students 
cannot give a simple account of metabo
lism or say why the sky is blue." 

With tools developed for the LCA, we are 
finally able to obtain scientifically defensi
ble descriptions of good and bad interrela
tionships between industrial product sys
tems, the human society, and the external 
environment. The most important part of 
this development is the link between mass-
and energy-engineering sciences and sci
ences (biology, ecology) that deal with the 
environmental indicators that most often re
flect the negative impact of industry or so
ciety's activities (Figure 1). 

The absence of a life-cycle assessment has 
enabled anyone to speak out on subjective 
grounds as "environmental specialists." 
While stakeholders in branches of industry 
that heavily burden the environment (auto
mobile manufacturers, forestry, oil compa
nies) fear, express concern over, or even fight 
ISO 14000 standardization, the information 
technology (IT) industry, with its inherent
ly low-impact profile, only stands to gain 
from it. 

This article presents the dynamics of 
LCA-related developments within the In
ternational Organization for Standardiza
tion (ISO). It also introduces elements of the 
most advanced form of the LCA, called the 
life-cycle stressor-effects assessment 
(LCSEA), which is certain to be practiced by 
environmentally progressive companies 
throughout the world. Ericsson is the first 
telecommunications corporation to apply 
the LCSEA. 

Overview of the life-cycle 
assessment - historic 
development 
The life-cycle assessment was first devel
oped as a system-oriented tool for tracking 
material and energy flows in industrial sys
tems during the energy shortage of the early 
1970s. Having emerged from the science of 
throughput analysis, the life-cycle assess
ment was essentially an inventory exercise 
that involved calculating material and en
ergy input and output in a defined indus
trial system or subsystem. 

The system or subsystem was divided into 
discrete unit opetations for which input and 
output data were collected. The data was 
then gathered and aggregated to generate a 
sum total of resources used, energy con
sumed and of environmental releases by 
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species. Next, the data was normalized to a 

specified functional unit of measure. Ag

gregation, allocation and normalization 

were typically based on standard assump

tions about mass and energy balance. Pro

cedures and data were reported in mass and 

energy units. 

Several computer models were developed 

in Europe and in the US to perform the it

erative calculations needed to conduct life-

cycle inventories (LCI). In time, these mod

els were expanded, integrating data on a 

broad range of discharges into the air, water 

and ground, and accommodating the grow

ing volume of data for basic upstream 

processes. By the late 1980s, a variety of 

life-cycle models were in use around the 

world. 

Life-cycle methods expanded as govern

ment agencies, industry, institutions and 

non-governmental organizations began to 

use them for more than simply tracking in

ventories. For instance, the life-cycle assess

ment was thought capable of facilitating 

comparisons of the environmental impact 

associated with alternative production tech

nologies and competing materials, as well as 

of communicating the environmental per

formance profile of products sold on the 

market. 

The SETAC LCA framework 
In an effort to harmonize methods and the 

resulting databases of various models, the 

Society for Environmental Toxicology and 

Chemistry (SETAC) set out in the late 1980s 

to spearhead the development of a common 

conceptual technical framework for the life-

cycle assessment. The framework was to be 

hammered out in a series of technical work

shops based on the contributions of devel

opers, practitioners, industry users, and 

stakeholders of the LCA model. 

In 1990, SETAC published the proceed

ings of thei r fi rst workshop, which was a pro

posal for a technical framework. Under this 

framework, the LCA was described as hav

ing three separate components: inventory, 

impact assessment, and improvement as

sessment (Figure 2). In later workshops, a 

fourth component - which consisted of goal-

setting and scoping — was added to the 

framework. 

The inclusion within the technical frame

work of a distinct impact-assessment stage 

reflected the need for clarifying the envi

ronmental significance of data collected at 

the inventory stage and recognized the in-
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Box A 
Terminology 

BOD Biological oxygen demand. 

Category endpoint Representation of the 
natural environment, human health, or 
resources used to designate an impact 
category. 

Category indicator Modeled inventory 
results that represent a given life-cycle 
impact within an impact category. 

CD Committee draft. 

Characterization factor A factor that con
verts a life-cycle inventory result into a 
common numerical scale within an 
impact category for aggregation into indi
cator results. 

Completeness check Process of verifying 
that sufficient information exists from 
each phase (inventory analysis, life-cycle 
impact assessment) to reach a conclu
sion from interpretation. 

Consistency check Process of verifying that 
interpretation complies with the defined 
goal and scope before conclusions are 
reached. 

DfE Design for the environment. 

DIS Draft international standard. 

Environmental issue Input, output (results 
from the LCI) and environmental indica
tors (results from the LCIA), that are 
important to the definition of the goal 
and scope. 

EOL End of life. 

EPA Environmental Protection Agency. 

EPS Environmental priority strategy - A 
Swedish LCA tool for designers and engi
neers. 

Evaluation The second step of the life-cycle 
interpretation, including completeness 
check, sensitivity check, consistency 
check, etc. 

GIS Geographic information system. 

GWP Global warming potential. 

HC Hydrocarbon. 

Impact category Group of life-cycle impacts 
that illustrate the connection between 
certain inventory results and a specific 
indicator and endpoint. 

Indicator A simplification and distillation of 
complex information intended as a sum
mary description of conditions or trends. 

ISO International Organization for Standard
ization. 

IT Information technology. 

LCA Life-cycle assessment. 

LCI Life-cycle inventory. 

LCIA Life-cycle impact assessment. 

LCSEA Life-cycle stressor-effects assessment. 

Life-cycle impact Representation of environ
mental change caused by a product sys
tem. Note: The life-cycle impact does not 
indicate actual environmental effects. 

Life-cycle interpretation Phase of the life-
cycle assessment in which findings of 
the inventory analysis, of the impact 
assessment, or of both, are combined in 
a manner that complies with the defined 
goal and scope, in order to reach conclu
sions and recommendations. 

Life-cycle inventory result Outcome of a life-
cycle inventory analysis which, in cross
ing the system boundary, represents 
interaction of the system with the envi
ronment. 

Measurement endpoints A change in flora, 
fauna, human health or resources that 
represents a significant measurable devi
ation from a defined baseline. 

NOx Nitrous oxide. 

POCP Photochemical ozone creation poten
tial. 

SAGE Strategic Advisory Group on the Envi
ronment. 

Sensitivity analysis Systematic procedure 
for estimating the effects on the outcome 
of a study of the chosen methods and 
data. 

SETAC Society for Environmental Toxicology 
and Chemistry. 

SOx Sulfur oxide. 

Stressor A specific system input, output or 
activity that is linked to an observed 
effect or related group of effects. 

Stressor-effects network The interlocking 
physical, biological and chemical events 
that connect a specific system input, out
put or activity (that is, the stressor) to an 
observed effect or related group of effects. 

Uncertainty analysis A systematic proce
dure for ascertaining and quantifying the 
uncertainty introduced into the results of 
a life-cycle inventory, due to the cumula
tive effects of input uncertainty and data 
variability. Uncertainty analysis uses 
either ranges or probability distributions 
to determine uncertainty in the results. 

VOC Volatile organic compound. 



Figure 3 
ISO/DIS 14040 
assessment 

phases of the life-cycle 

Direct applications: 
- Product development 

and improvement 
- Strategic planning 
- Public policy-making 
- Marketing 
- Other 

herent difficulties in deriving environmen
tal significance from input and output data 
that had been aggregated, allocated, and 
normalized. 

Besides SETAC's achievements, several 
national and regional efforts were launched 
to describe the techniques, application and 
limitations of the life-cycle assessment. 
These include the Nordic Guidelines, which 
were developed by a consortium of Nordic 
research institutions, and draft guidelines 
by the Environmental Protection Agency 
(EPA) in the US. These initiatives lent fur
ther support to the basic SET AC framework, 
including clear recognition of the need for 
an impact-assessment phase. 

ISO standardization of the 
14040 series on life-cycle 
assessment 
Following the United Nations conference 
on environment and development in 1992, 

and the subsequent formation of the Strate
gic Advisory Group on the Environment 
(SAGE), pressure grew to make the life-cycle 
assessment the standard tool for environ
mental management. After the ISO 14000 
standardization effort was formally initial
ized in 1994, the SET AC technical frame
work was adopted as the starting point for 
standardizing the life-cycle assessment 
(Table 1). 

Based on existing practice, the work of 
formulating general life-cycle assessment 
principles (14040) and of writing the mass 
and energy inventory standards (14041) 
proceeded rapidly to draft international 
standard (DIS). However, efforts to stan
dardize the life-cycle impact assessment 
(LCIA, 14042), which is based on 14041, 
ran into severe roadblocks because the life-
cycle inventory was never designed to link 
input and output data to actual environ
mental effects. 

ISO 14040 - principles 
and framework of the LCA 
The framework standard ISO 14040, which 
defines the content of any investigation that 
claims to be a life-cycle assessment, clearly 
states its limitations as being one of several 
environmental management techniques 
(risk assessment, environmental perfor
mance evaluation, environmental auditing). 
Moreover, it does not address the economic 
or social aspects of a product or product sys
tem. A life-cycle assessment must define its 
goal and scope, inventory analysis, impact 
assessment and interpretation of results 
(Figure 3). 

It is no secret that by fudging with the 
scope and system boundaries of an investi
gation it has been possible to manipulate re
sults. Therefore, to be credible, investiga
tions must have well-defined goals and 
scope. 

Table 1 
Documents in the ISO series of standards 

Document 
14040 
14041 

14042 
14043 

Title 
LCA Principles and Framework 
LCA Life-Cycle Inventory Analysis 
(mass and energy) 
LCA Life-Cycle Impact Assessment 
LCA Interpretation 

Status (Fall, 1997) 
Draft international standard 
Draft international standard 

Committee draft 
Committee draft 
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Rgure 4 
Example of a product system, including unit 
processes, elementary flows, and product 
flows that cross the system boundary (either 
into or out of the system), and intermediate 
product flows within the system. 

In the past, the life-cycle assessment could 
knowingly be used to give false marketing 
messages. It was also self-deceptive; that is, 
if not scientifically well founded, it could 
give false guidance. 

The scope of an investigation must clear
ly define and describe the following items: 
• Function - the scope of the life-cycle as

sessment must specify the function of the 
system being studied. 

• Functional unit — a functional unit is a 
measure of the performance of the prod
uct system's functional output. A system 
may comprise several functions. The func
tion being studied must be directly de
pendent on the goal and scope of the as
sessment; moreover, its related function
al unit must be measurable. 

A system's boundaries determine which 
unit processes are to be included in the life-
cycle assessment. Several factors affect sys
tem boundaries, including the intended ap
plication of the study, assumptions, cut-off 
criteria, data and cost constraints, and the 
intended audience. 

Data-quality requirements specify in gen
eral terms the characteristics of the data need
ed for the study. The data-quality require
ments of an investigation which supports a 
comparative assertion that is to be disclosed 
to the public must stand up to scrutiny. The 
same goes for rules that stipulate how the crit
ical review process may be performed. 

ISO 14040 defines the requirements that 
must be fulfilled by the life-cycle inventory 

analysis, the life-cycle impact analysis, the 
life-cycle interpretation, and the final re
ports. 

ISO/DIS 14041 - life-cycle 
inventory analysis 
The most important part of the life-cycle in
ventory analysis (ISO/DIS 14041) deals 
with how data is collected and handled in 
order to give results of high integrity. 

A product system is a collection of oper
ations whose flow of intermediate products 
performs one or more defined functions 
(Figure 4). The essential property of a prod
uct system is characterized by its function; 
thus, a product system is not defined solely 
in terms of its final products. 

Product systems are subdivided into unit 
processes, where each process encompasses 
the activities of a single operation or group 
of operations (Figure 5). Because the system 
is a physical system, each unit process obeys 
the laws of conservation of mass and ener
gy. Therefore, mass and energy balances pro
vide a useful check on the validity of any 
unit process description. 

One problem with any life-cycle assess
ment method lies in the allocation or par
titioning of the input and output flows of 
a unit process to the product system being 
studied. Life-cycle inventory analyses con
sist of linking unit processes within an over
all system by simple material and energy 
flows. In practice, however, few industrial 
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Figure 6 
Schematic of concepts for defining impact 
categories. 

processes yield a single output or are based 
on a linearity of raw-material input and 
output. In fact, most industrial processes 
yield more than one product and they re
cycle intermediate or discarded products as 
raw materials. ISO 14041 provides guid
ance on the principles and procedures of al
location. 

Companies and institutions that gather 
mass and energy unit process data into 
huge data banks for subsequent sale to 
third parties have driven the development 
of life-cycle inventory methods. Their in
tention is to create easy-to-use database 
tools for designers and construction engi
neers whose work influences the ultimate 
environmental profile of a product system 
(design for the environment, DfE). The 
life-cycle inventory will also play a major 
role in coping with upcoming legislation 
in much of Northern Europe on producer 
responsibility - which directly addresses 
the cradle-to-grave flow of mass in prod
uct systems. 

ISO/CD 14042 - life-cycle 
impact assessment 
The life-cycle impact assessment assists in 
interpreting and identifying the signifi
cance of life-cycle inventory results, there
by making them more understandable and 
manageable relative to the natural environ
ment, human health, and resources. It also 
helps direct the focus of other environmen
tal techniques for assessing in greater detail 
a particular environmental impact and for 
better ascertaining the significance of the 
impact. 

The general procedure for conducting a 
life-cycle impact assessment begins with se
lecting and defining impact categories (Fig
ure 6). An impact category illustrates the re
lationship between certain inventory results 
and a specific indicator and its endpoint. 
Typical impact categories are global warm

ing, eutrophication, and the formation of 
photochemical oxidants (smog). In this con
text, an endpoint might be a change in the 
climate, dead fish or hospitalized people. 

Life-cycle inventory results are classified 
by impact category. Inventory results that 
solely belong to one category are assigned to 
that category; for example, phosphate is ex
clusively assigned to eutrophication. Other 
results relate to several categories; for ex
ample, nitrogen oxides contribute to acidi
fication and eutrophication. 

By means of modeling categories (often 
referred to as characterization), each contri
bution assigned to an indicator is normal
ized — through equivalency factors - to the 
overall category effect. The scientific rele
vance of using characterization and normal
ization factors has been the subject of much 
debate. Several supporting techniques have 
been suggested for evaluating the signifi
cance of end results. The most important 
application of the life-cycle inventory as
sessment directly compares competing 
product systems whose major environmen
tal impact categories are well recognized. 

ISO/CD 14043 - life-cycle 
interpretation 
Life-cycle interpretation, which is the last 
phase of a complete life-cycle assessment, 
condenses useful results for use by clients in 
their decision-making processes. Some par
ties advocate that it is possible to bypass the 
life-cycle impact assessment, jumping di
rectly from life-cycle inventory (14041) to 
the interpretation phase. 

At the same time, the need for assessing 
environmental impact has given rise to sev
eral impact-evaluation models. Owing to 
numerous shortcomings, however, these 
models have not been accepted as the basis 
of the impact-assessment standard. In gen
eral, they 
• rely on aggregated and allocated mass and 
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energy inventory data; 
» introduce subjective weighting factors, in 

order to quantify impact by category; 
• introduce subjective approaches for rank

ing the overall environmental impact 
with a single score; 

• introduce social and economic indicators 
that obscure the quantification and inter
pretation of measurable environmental 
impact. 

DIS 14040 explicitly states that the find
ings of the life-cycle assessment may not be 
boiled down to a single score for compara
tive assertion. It also reinforces the fact that 
social and economic factors are not part of 
the life-cycle assessment. 

According to DIS 14043, the interpreta
tion phase of the life-cycle assessment must 
include the following steps (Figure 7): 
• Identify significant environmental issues. 
• Evaluate the issues by 

- completeness check; 
- sensitivity check; 
- consistency check; 
- other checks. 

• Draft conclusions and recommendations 
for the final report. 

Limitations of CD 14042, 
as based on 
ISO/DIS 14041 
The introduction to the current draft of 
ISO/CD 14042 states that the life-cycle im
pact assessment "has limitations that are re
lated to both the system-wide efforts and en
ergy and mass functional unit approach. The 
inventory-accounting convention may omit 
or not provide spatial, temporal, threshold 
and linear/non-linear and other environ
mental information."2 

The key limitations that result from the 
current technical framework are: data treat
ment; aggregation (spatial resolution, tem
poral resolution, threshold and linear/non
linear modeling); allocation (general alloca
tion procedures, recycling allocation proce
dures); normalization; reliance on modeled, 
averaged data; no link to receiving environ
ment; and omission of critical impact. 

Data treatment 
Input and output data are converted into 
mass and energy unit values. However, 
when this is done, all connections to vital 
characterization data are lost, such as the 
concentration and rate of emission flows. 
Also, converting the data into mass and en

ergy values builds a mass bias into subse
quent calculations. This practice encourages 
the premature aggregation of certain output 
data. For instance, volatile organic com
pounds (VOC) are commonly aggregated at 
the outset, without consideration for the 
varying magnitude of impact that a com
pound or mixture of compounds might 
have. 

Aggregation 
The aggregation of mass and energy values 
for input and output across all unit opera
tions removes most of the spatial, temporal, 
threshold and linear/non-linear information 
that is needed to characterize actual effects. 
• Spatial resolution. Crucial information that 

could link input and output data to re
gional and localized effects is lost when 
data from different unit operations are 
combined. 
Example: Vital product components are 
obtained from many parts of the world. 
Some figure is used to account for the 
water that went into the process of man
ufacturing each component. However, 
this figure tells us nothing about the sup
ply of water in the different parts of the 
world; neither does it suggest the fate of 
the water after its use. 

• Temporal resolution. The aggregation of 
data is equally problematic from a tem
poral point of view, since environmental 
processes and their responses to emissions 
loading occur over different time scales. 
Data aggregation erases all temporal in
formation, obscuring differences in pro
duction rates, emission rates and envi
ronmental persistence, which may vary 
from site to site. Example: Some releases 
of organic molecules into air and water 
disappear almost immediately, having 
only a negligible environmental effect. 
Other releases, which are environmental
ly potent, persist a long time in nature. 

Figure 7 
Steps in the interpretation phase of the life-
cycle assessment. 
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Figure 8 
Presumptions about linear relationships can 
be very misleading. 

• Threshold and linear!non-linear modeling. 
Aggregation obscures the linearity or 
non-linearity of responses to stressors and 
to the existence of thresholds. Impact 
modeling that is based on unit or cumu
lative mass and energy values creates false 
positives (Figure 8) when loads fall below 
a response threshold — the level at which 
adverse environmental responses may first 
be observed. Moreover, thresholds are not 
necessarily constant but may vary from 
site to site. Above a threshold, impact 
modeling based on mass and energy in
ventory loads cannot account for non-lin
ear responses and may significantly un
derestimate the impact. Dioxins are a typ
ical example. 

Allocation 
• Generalallocation procedures. The allocation 

of mass and energy values among the co-
products of a given unit operation auto
matically assumes the existence of a lin
ear relationship to environmental effects 
between the relative masses of co-prod
ucts and their associated input and out
put. Although variations of the allocation 
approach, such as stochiometric alloca
tion, are embedded into DIS 14041, they 
nonetheless retain the same subjective as
sumption. Example: Besides producing 
steel, steel-production systems also gen
erate slag — a waste product that has found 
a secondary-use market and is now con
sidered a co-product. A typical allocation 
of mass assigns 30% of all system input 
and output to slag, since that is its pro
portional mass relative to the total system. 
Nonetheless, the correlated reduction in 
input and output assigned to steel (100%-
70% = 30%) is purely arbitrary, given that 
the amount of iron ore or coke required to 
make steel has not changed. 

• Recycling allocation procedures. The alloca
tion of mass and energy values among vir
gin materials and corresponding recycled 
materials in an extended system assumes 
the existence of a linear relationship to ef
fects between the original input and out
put of the virgin system and the input and 
output of subsequent recycling steps. 
However, this assumption is erroneous. 
With the exception of same-site closed-
loop recycling systems, open-loop and 
closed-loop system processes do not occur 
in the same time period; they do not op
erate in the same receiving environments; 
and they seldom use the same technolo
gies. Thus, identical emissions from dif

ferent sites may result in a different mag
nitude of environmental effects. 

Normalization 
Mass and energy balances tend to dominate 
among the practice of life-cycle assessments 
that aim to study industrial efficiencies. Not 
surprisingly, then, normalization has also 
been geared towards this end, with the ap
propriate functional units of measure being 
per joule and per kilogram. However, the 
normalization of allocated and aggregated 
mass and energy values to corresponding 
functional units of mass and energy severs 
the links between input and output data and 
effects. Functional units have no relation
ship to the size of a manufacturing plant or 
to its total output. Therefore, they preclude 
environmental assessment, which clearly re
quires a different kind of normalization than 
what is used for studying efficiency. Exam
ple: Only a very small percentage of the out
put of a large refinery may be devoted to a 
particular solvent. In turn, only a small per
centage of the solvent that is produced may 
be shipped for use in the system being stud
ied. Thus, the inventory in no way repre
sents the actual emission and environmen
tal effects of the refinery. 

Reliance on modeled, averaged data 
Most life-cycle inventories rely on generic 
modeled-data sets for a portion of their data, 
often without reference to the origin of the 
data. Reliance on generic data can substan
tially increase the uncertainty of the study 
since the range of particular input and out
put data can vary greatly per functional unit. 
For example, the oil industry has been very 
good at providing generic information on 
their unit operations, which is an effective 
way of hiding low performers, since no one 
sees or even thinks to look for variability. 

No link to the receiving environment 
The only way to settle the environmental 
relevance of input and output data is to es
tablish mechanistic links between input and 
output and actual environmental effects. 
Under the SETAC framework reflected in 
14040, 14041 and 14042, the life-cycle as
sessment is disconnected from the receiving 
environment and cannot provide these links. 
Thus, it does not contain any procedures for 
characterizing measurement endpoints or 
appropriate nodal indicators. 

Establishing equivalent impact poten
tials, such as global warming potentials 
(GWP) or photochemical ozone-creation 
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potentials (POCP), is not synonymous with 
establishing system links to the receiving 
environment. 

Omission of critical impact 
The focus of the mass and energy framework 
on input and output data excludes the ex
amination of other system activities that 
might cause environmental effects. For in
stance, although it is seldom tracked 
through input and output calculations, 
habitat depletion - as a result of land usage 
- is clearly a system impact. Man's use of au
tomobiles claims vast areas of land for paved 
highways, which are completely devoid of 
biodiversity. 

Together, these factors severely restrict 
the usefulness of the life-cycle inventory as
sessment in assessing the environment. Cit
ing once again from CD 14042: "LCA based 
on mass and energy balances does not iden
tify, measure or represent actual environ
mental impacts; does not predict potential 
environmental impacts, or estimate thresh
old exceedance; and is not a measure of safe
ty margins or risks."J 

Thus, while the mass- and energy-orien
tated life-cycle inventory is a useful engi
neering tool for tracking material and ener
gy flows in industrial systems, it generally 
does not provide the framework for fulfill
ing the need of environmental management, 
which is to shed real guiding light on the 
relationship between a company's industri
al activities and actual environmental ef
fects. 

Need of integrated impact 
assessment 
Despite the shortcomings of mass- and en
ergy-orientated life-cycle inventories for en
vironmental management, the life-cycle as-

Table 2 

Resource depletion 
Water 
Wood and wood fiber 
Fossil fuels, biofuels, 
nuclear fuels 
Oil and gas (non-fuel usage) 
Metal ores (specific) 
Minerals (specific) 

Direct habitat depletion 
(from land usage) 
Marine resources 

sessment remains the only true scientific 
method being standardized within ISO 
14000. Its inherent cradle-to-grave scope of 
assessment represents the only possible basis 
for comparative assessment, environmental 
performance evaluation and environmental 
labeling. 

Today, CD 14042 describes the life-cycle 
impact assessment as being one of many 
tools, suggesting that LCIA emission load
ing and resource indicators may be used "to 
indicate where other environmental tech
niques may provide complementary data 
and information to decision-makers."2 

However, it does not clarify how or when 
such techniques should be used in conjunc
tion with life-cycle assessment results. The 
position that the life-cycle impact assess
ment cannot be used for assessing impact on 
the environment has been met with skepti
cism and a growing disenchantment with 
the entire life-cycle assessment process. 

The general scientific fields of environ
mental assessment are well developed, rang
ing across a broad spectrum of environmen
tal disciplines and techniques. Many assess
ment methods are sophisticated and widely 
practiced, collecting valuable spatial, tem
poral, threshold and linear/non-linear char
acterization information that can be applied 
directly for assessing the environmental sig
nificance of emissions and used resources. 
Moreover, the types of data these techniques 
generate are often readily available through 
government or other databases. 

The integration of these techniques into 
the cradle-to-grave scope of the life-cycle as
sessment, reorients the life-cycle assess
ment, enabling it more effectively to meet 
the needs of environmental performance 
evaluation, environment labeling and other 
environmental management activities. The 
need of new types of data, for evaluating en-

Emission loading 
Greenhouse gases 
Acidification 
Ground-level ozone 

Stratospheric ozone layer 
Aquatic oxygen depletion 
Human health effects from 
hazardous chemicals 
(specific) 

Eco-toxic (specific) 
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Figure 9 
In this simplified stressor-effect network 
schematic, pulp-mill discharges combine with 
discharges from other sources, leading to a 
measurable decline in the fish population. 

vironmental impact, has long been recog
nized within the LCA framework, as re
flected, for instance, in the major findings 
of the SETAC workshop on life-cycle im
pact assessment: 

"The potential for use of such data with
in the LCA framework can be illustrated by 
the example of releases that can potentially 
cause acidification effects. While acidifica
tion is largely attributable to SOx and N O x 

emissions, only a small fraction of given 
point-source emissions may actually result 
in a measurable acidification loading on the 
environment. Characterization data has 
been used to map out exceedances of acidi
ty threshold by specific geographic infor
mation system (GIS) grids; such data have 
been compiled for much of Europe, the 
United States, Africa and parts of Asia. 
These data can be used to accurately parti
tion out the portion of total SOx emissions 
which actually results in acidification, 
rather than focus on the total amount re
leased by the system. 

"There are no inherent technical barriers 
to actually integrating useful environmen
tal assessment techniques and their result
ing environmental characterization data 
into the LCA framework. Equally impor
tant, by integrating these data in a formal 
manner, practitioners and users will be 
guided in a rational, consistent approach to 
their use."1 

Emergence of the LCSEA 
- goals 
The life-cycle stressor-effects assessment is 
the first cradle-to-grave assessment frame
work specifically developed for enhancing 
the role of the life-cycle assessment as an en
vironmental performance evaluation and de
cision-making tool that complies with the 
objectives of ISO 14000. It is a multidisci-
plinary tool that explicitly integrates the 

life-cycle assessment into other environ
mental assessment techniques. 

The objectives of the life-cycle stressor-ef
fects assessment are: 
• to enable users to determine the environ

mental significance of environmental ef
fects caused by the input and output of 
industrial systems across every stage of a 
life cycle; 

• to produce a cumulative resource-deple
tion and emission-loading profile of the 
system being studied, which can subse
quently be normalized to functional units 
that reflect the environmental assessment 
objectives of the study; 

• to provide necessary information for eval
uating environmental performance, ana
lyzing design and management options, 
and for making accurate environmental 
claims and product declarations; 

• to satisfy the requirements of DIS 14040 
and CD 14042 for comparative assertion 
and product declarations; 

• to eliminate, at an early stage, all unnec
essary life-cycle inventory work, concen
trating instead on environmentally sig
nificant parts — which greatly increases 
cost effectiveness. 

Stressor-effects networks 
The stressor-effects assessment becomes the 
driving force of the LCA process in the 
LCSEA (Figures 9 and 10). Stressor-effects 
networks are the interlocking physical, bi
ological and chemical events that connect a 
system's input, output or activity (that is, 
the stressor) to an observed effect on re
sources, the natural environment, or on 
human health. Stressor-effect networks may 
be simple or complex; often several inter
mediate effects, biological processes or 
chemical processes — called nodes - can be 
identified along the pathway between the 
initial stressors and the effect (for example, 
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the measurement endpoint). 
Stressor-effects networks may be trig

gered by any system-related activity. The 
most familiar stressor-effects networks are 
associated with environmental releases; for 
example, ground-level ozone, which is 
formed in the following manner: 

UV (sunlight) 
VOC + NO, + 0 ? -> VOC, + CO, + O, + NO„ -V 

where N O x acts as a catalyst in the presence 
of sunlight, oxidizing hydrocarbons into 
ozone. The reaction is non-linear, with a 
sharp spike of ozone formation when hy
drocarbons (HC) or nitrous oxides (NOx) are 
first introduced. Ground-level ozone has 
been linked to two major types of environ
mental effect: phytotoxicity and respiratory 
system effects, such as asthma in humans. In 
the above example, releases of NO x and 
VOCs from an industrial system are stres
sors; the formation of ground-level ozone is 
a nodal indicator along the stressor-effects 
network; documented phytotoxicity or res
piratory illness is the measurement end-
point. 

A single stressor may trigger multiple ef
fects in series or in parallel. For instance, the 
release of N O x into the environment results 
in acidification (series effect). This in turn, 
increases nutrient loading in a receiving 
body of water, which leads to eutrophica-
tion (second series effect). Similarly, a por
tion of the original N O x release lands di
rectly on water, causing immediate eu-
trophication (parallel effect). 

A group of stressors may also contribute 
to a single effect, as in the case of greenhouse 
gases. 

Stressor-effects netwotks are also associ
ated with resource extraction. Habitat de
pletion, for example, is caused by the bull
dozing and refilling of roads that are used 
for harvesting timber resources. The dig
ging and subsequent refilling of a mining 
pit is another example, which has signifi
cant effects on habitat and ground water. 
These effects, which are clearly linked to the 
system, would be overlooked entirely if we 
worked exclusively from input and output 
data. However, by identifying early on the 
stressor-effects networks associated with a 
given system, we can 
• help ensure that the right data (data need

ed for drawing meaningful conclusions) is 
collected; 

• avoid costly analysis of inventory data that 
has no environmental relevance. 

Not all system-related input and output ex

ceed an actual threshold. When this is so, 
the input or output is not considered a stres
sor. Thanks to the stressor-effect framework, 
we have a systematic approach for settling 
this issue. 

Integrating other assess
ment techniques into an 
expanded LCA framework 
The life-cycle stressor-effect assessment 
benefits from the research and methods 
practice that have evolved in other areas of 
environmental assessment, by integrating 
them under the umbrella of a unified life-
cycle assessment framework. Its cradle-to-
grave scope ensures total-system assess
ments, while the integration of data gener
ated by site-orientated impact and risk as
sessment techniques adds certainty to the 
relationship between calculated loading and 
effects. The extent of assessment tools and 
techniques that may be employed reflects 
the range of scientific disciplines involved 
in addressing environmental issues. These 
include resource management, toxicology, 
hydrology, field ecology, soil science, med
ical research, meteorology, climatology, and 
physics. 

The life-cycle stressor-effects assessment 
condenses all information into several rec
ognized categories of environmental im
pact, which are based on resource depletion 
and emission loading (Table 2). 

Figure 10 
Acid rain, which is the end result of virtually 
all burning processes, ultimately leads to 
water acidification and the death of fish. 
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Rgure 11 
Using LCSEA instead of the LCIA dramatical
ly improves the reliability of end results. 

Rgure 1 2 
Compared with all other branches of industry 
whose aim is to satisfy basic human needs, 
the infocom industry has an enviable environ
mental position. 

The uncertainty that plagued SETAC 
LCA development may largely be eliminat
ed. Previously, the level of uncertainty was 
quite high for all but a few impact cate
gories, owing to the lack of spatial, tempo
ral, threshold and linear/non-linear resolu
tion in traditional life-cycle impact assess
ments based on mass- and energy-oriented 
life-cycle inventories. 

The only impact categories that surmount 
the inherent shortcomings (spatial, tempo
ral, response shape, and threshold) of the in
ventory process are climate change and 
ozone depletion4. 

The purpose of the LCSEA framework is 
to reduce uncertainty by explicitly return
ing spatial, temporal, threshold and lin
ear/non-linear characterization to the 
process (Figure 11). 

Strategic significance 
and application of LCA 
techniques 
The life-cycle stressor-effects assessment 
completes the necessary LCA toolbox, en
abling stakeholders to ensure that their 

strategic direction into the next century is 
based on a sound environmental foundation. 
In principle, a telecommunications compa
ny needs only conduct the life-cycle stres
sor-effects assessment once. The results of 
the assessment identify — in qualitative as 
well as in quantitative terms - where and to 
what extent environmental problems exist. 
The assessment also identifies environmen
tal benefits. Currently, Ericsson and AT&T 
are jointly conducting a life-cycle stressor-
effects assessment. 

Another feature of the life-cycle stressor-
effects assessment is that it facilitates true 
comparison of the relative environmental 
load associated with fulfilling basic human 
needs for transportation, lodging, food and 
clothing. This information will be valuable 
in promoting IT-based solutions for lower
ing the total environmental load of societal 
activities in developed parts of the world 
(Figure 12). The life-cycle stressor-effects 
assessment may be used to prove the envi
ronmental superiority of telecommunica
tion solutions. 

Given the findings of a comprehensive 
life-cycle stressor-effects assessment, the 
life-cycle impact assessment and the life-
cycle inventory may be practiced within a 
very narrow scope, in principle concentrat
ing only on known problem areas. Prefer
ably, all product systems will use the life-
cycle impact assessment. 

In general, product systems undergo a 
product-development phase regardless of 
whether the product function is expanded 
or not. During this phase, it is interesting 
to compare, from an environmental point of 
view, the system functionality of old and 
new products (Figure 13). Ericsson and Telia 
are currently engaged in a study of this kind 
(green telecom services). 

After the product system has been inves
tigated, and necessary or desirable areas of 
improvement have been identified, design
ers may apply information from the life-
cycle inventory, designing for the environ
ment. Design and engineering departments 
are frequently called upon to improve a 
product undershort lead times. Toaid them, 
special software applications are being de
veloped that contain world environmental 
legislation. 

Future challenge 
In general, normal technical development 
and improved environmental performance 
neither exclude nor contradict one another. 
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Figure 13 
The contribution of environmental load from a 
typical product system of infocom products is 
represented by the areas colored in red. 

Whereas the main yardstick of technical de
velopment is cost-benefit analysis, environ
mental improvement is measured in terms 
of dematerialization (services instead of 
mass), design for environment, and end-of-
life (EOL) treatment. Offering customers 
more useful services that consume less mass 
and energy is a common denominator that 
also satisfies environmental requirements. 
However, environmental requirements re
strict 
• the use of certain kinds of mass (mercury, 

cadmium, etc.); 
• the waste of energy; 
• emissions of environmentally harmful 

waste materials. 

The life-cycle assessment has not matured 
to the point that it can handle connections 
between industrial product systems and 
their environmental effects and economic 
implications. Where industry is concerned, 
the real value of the life-cycle assessment 
will manifest itself when the LCA produces 
a credible link between molecular and 
money-accounting principles. 

End of Part 2. Part 1 dealt with various 
international perspectives of the environ
mental issue'. Part 3 describes how Ericsson 
can apply findings from the life-cycle as
sessment, designing for the environment 
and labeling products and services accord
ing to various developing ISO standards. 
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New patents within Ericsson 

OMT LOADING 
Benny Boman 

Patentnumber 5654901/P06340 

CALL BACK SERVICE 
Howard Hsu 

Patentnumber 5661790/P06739 

GENERIC INTERACTION MECHANISM 
Robert Khello 

Patentnumber 5657451/P06062 

TIMING RECOVERY TECHNIQUE 
Christer Solve 

Antoni Fertner 

Patentnumber 5675612/P06496 

ISOLATED RESURF BIP TRANSISTOR 2 
Andrej Li twin 

Patentnumber 5659190/P06231 
SOCKETFREE IC TEST 

Ake Gustafson 
Patentnumber 505869/P06264 

ASIC MODE SELECTION 
Dan Lindqvist 
Patentnumber 505556/P06711 

PROSHARE IN CAS NETWORKS 

Leif Isaksson 

Patentnumber 505905/P06693 

JOINT REGION CONTACT 
Karl-Erik heeb 
patentnumber 505658/P05853 

FUSION CURRENT CONTROL 
Wenxin Zheng 
Patentnumber 505782/P06403 

DEFORMED & DIFFUSED ATTENUATOR 
Wenxin Zheng 

Ola Hulten 

Patentnumber 505591/P06404 

TWIN-CORE TO SINGLE-CORE 
Wenxin Zheng 
Patentnumber 505771/P06268 

DETECTING BURST SIZE ON DCC 
Torbjb'rn Ward 
Patentnumber 5663958/P06876 

AUTH PAGER 
Johan Fa/k 
Bjornjonsson 

Patentnumber 5668876/P06151 

ROUTING VERIFICATION LOAD 
Roch Glitho 

Patentnumber 5544154/P06501 

VERIFICATION TEST SCHEDULING 
Roch Glitho 

Richard Holm 

Patentnumber 5638357/P06592 

WAVEGUIDE SYSTEM CONCEPT 
Anders Ovist 

Kennet Berntsson 

Per Olof G Under 

Patentnumber 505504/P07011 

MICRO-CELLS IN ATM-CELLS 
Lars-Giiran Petersen 

Mats O/stedt 

Patentnumber 505845/P06384 

POLARIZATION SELECTIVE SIDEWALLS 
Bjdrn Johannisson 

Peter Svedhem 

Lars-Erland Torstensson 

Patentnumber 505796/P06738 
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