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#### Abstract

Iterative functional differential equations are equations involving derivatives and iterates of the unknown function. Over the past fifty years, they have attracted the attention of many people and qualitative properties of such equations have been reported. In particular, there are now a number of existence results for smooth solutions of these equations. In this note, we present some of these results and explain the techniques that are involved in their derivation.


## 1 Introduction

Let $\left.x^{[0]}(t)=t, x^{[1]}(t)=x(t), x^{[2]}(t)=x(x(t)), x^{[3]}(t)=x(x(x(t)))\right)$, etc. be the iterates of the function $x(t)$. When the derivatives and the iterates of an unknown function appear in a well defined functional relation, we are then dealing with an iterative functional differential equation. As early as 1815, Babbage investigated the problem of finding a function such that its $n$-th iterate $x^{[n]}$ is equal to a given function. Later Cooke [7] and Eder [16] pointed out that equations of the form

$$
x^{(n)}(t)=H\left(t, x^{[1]}(t), \ldots, x^{[m]}(t)\right)
$$

arise in problems related to infection models and also to motions of charged particles with retarded interactions.

Since then similar equations such as

$$
G\left(t, x^{\prime}(t), \ldots, x^{(n)}, x^{[1]}(t), \ldots, x^{[m]}(t)\right)=0
$$

have attracted the attention of a number of authors in the recent years [1-86].

The theory of iterative functional differential equations is not fully developed at this point. Before any general theory is elaborated, a stock of significant examples would thus be helpful.

Although there are many such examples, we note that iterative functional differential equations are quite different from the usual differential equations, therefore the standard existence and uniqueness theorems cannot be applied and it is therefore of interest to present existence results for smooth solutions of iterative functional differential equations.

We will present some examples and explain some of the techniques that are involved in deriving such results. We also hope that the specific results in this review would lead to more general ones in the future.

## 2 Closed form solutions

For the equation

$$
\begin{equation*}
x^{\prime}(z)=x^{[m]}(z), \tag{1}
\end{equation*}
$$

we may consider solutions of the form

$$
x(z)=\beta z^{\gamma}
$$

which leads to

$$
\beta \gamma z^{\gamma-1}=\beta\left(\cdots \beta\left(\beta z^{\gamma}\right)^{\gamma} \cdots\right)^{\gamma}=\beta^{\gamma^{m-1}+\cdots+\gamma+1} z^{\gamma^{m}}
$$

Comparing coefficients, we obtain

$$
\begin{gathered}
\gamma^{m}=\gamma-1 \\
\beta^{\gamma^{m-1}+\cdots+\gamma}=\gamma .
\end{gathered}
$$

Thus for each solution $\left(\beta_{*}, \gamma_{*}\right)$ of the above system, we obtain a corresponding solution of $x^{\prime}(z)=x^{[m]}(z)$.

It is of interest to note that each root $\gamma_{*}$ of $\gamma^{m}-\gamma+1=0$ is a fixed point of the solution $x(z)=\beta_{*} z^{\gamma_{*}}$. Indeed,

$$
\begin{equation*}
x\left(\gamma_{*}\right)=\beta_{*} \gamma_{*}^{\gamma_{*}}=\gamma_{*}^{\left(\gamma_{*}-1\right) /\left(\gamma_{*}^{m}-\gamma_{*}\right)} \gamma_{*}^{\gamma_{*}}=\gamma_{*}^{-\left(\gamma_{*}-1\right)} \gamma_{*}^{\gamma_{*}}=\gamma_{*} . \tag{2}
\end{equation*}
$$

In particular, when $m=2$, the corresponding pair of equations is

$$
\begin{gathered}
\gamma^{2}-\gamma+1=0, \\
\beta^{\gamma}=\gamma,
\end{gathered}
$$

which yields

$$
\gamma_{ \pm}=\frac{1 \pm \sqrt{3} i}{2}, \quad \beta_{-}=\gamma_{-}^{1 / \gamma_{-}} \approx 2.145-1.238 i, \quad \beta_{+}=\gamma_{+}^{1 / \gamma_{+}} \approx 2.145+1.238 i
$$

Note that $\left|\gamma_{ \pm}\right|=1$ and $\gamma_{ \pm}^{6}=1$, thus both of them are roots of unity.
When $m=3$, the equation

$$
\gamma^{3}-\gamma+1=0
$$

has roots $\gamma_{1} \approx-1.3, \gamma_{ \pm}=0.6624 \pm 0.5625 i$. Note that $\left|\gamma_{1}\right|>1$. When $m=4$, two roots $(-0.727 \pm 0.934 i)$ have absolute values strictly greater than 1 .

The procedure for obtaining such solutions works equally well for more general equations. For instance, in [30], a similar procedure is applied to the equation

$$
\begin{equation*}
x^{(n)}(z)=a z^{j}\left(x^{[m]}(z)\right)^{k} \tag{3}
\end{equation*}
$$

where $k, m, n$ are positive integers, $j$ is a nonnegative integer, $m \geq 2$, and $a \neq 0$ is a complex number.

Let $\mu_{1}, \ldots, \mu_{m}$ be the roots of

$$
\begin{equation*}
k \mu^{m}+j=\mu-n, \tag{4}
\end{equation*}
$$

and $\lambda_{1}, \ldots, \lambda_{m}$ be defined by

$$
\begin{equation*}
\lambda_{i}=\left[\frac{\mu_{i}\left(\mu_{i}-1\right) \cdots\left(\mu_{i}-n+1\right)}{a}\right]^{\left(1-\mu_{i}\right) /(k+n+j-1)}, \quad i=1, \ldots, m . \tag{5}
\end{equation*}
$$

Theorem 1 [30] Let $\Omega$ be a domain of the complex plane $\mathbb{C}$ which does not include the negative real axis (nor the origin). Then there exist $m$ distinct (single valued and analytic) power functions of the form

$$
\begin{equation*}
x_{i}(z)=\lambda_{i} z^{\mu_{i}}, \quad i=1,2, \ldots, m \tag{6}
\end{equation*}
$$

which are solutions of (3) defined on $\Omega$.
Three other equations can be handled in similar manners.
The first is of the form [31]

$$
x^{(n)}(z)=a \prod_{i=1}^{l}\left(x^{\left[m_{i}\right]}\left(q_{i} z\right)\right)^{k_{i}}
$$

where $n, l, k_{1}, \ldots, k_{l}$ are positive integers, $m_{1}, m_{2}, \ldots, m_{l}$ are nonnegative integers such that $m_{l} \geq 2$ and

$$
0 \leq m_{1}<m_{2}<\cdots<m_{l},
$$

and $a$ as well as $q_{1}, \ldots, q_{l}$ are nonzero numbers.
The second is of the form [75]

$$
\begin{equation*}
\left(x^{\left(n_{1}\right)}(z)\right)^{N_{1}} \cdots\left(x^{\left(n_{a}\right)}(z)\right)^{N_{a}}=A z^{j}\left(x^{\left[m_{1}\right]}(z)\right)^{M_{1}} \cdots\left(x^{\left[m_{b}\right]}(z)\right)^{M_{b}} \tag{7}
\end{equation*}
$$

where $N_{1}, \ldots, N_{a}, M_{1}, \ldots, M_{b}, a, b, n_{1}, \ldots, n_{a}, m_{1}, \ldots, m_{b}$ are positive integers, $j$ is a nonnegative integer, $A \neq 0$ and $n_{1}>n_{2}>\cdots>n_{a}, m_{1}>m_{2}>\cdots>m_{b}$.

The third is of the form [70]

$$
\begin{equation*}
x^{\prime}(z)=\frac{1}{x^{[m]}(z)}, \quad m \geq 2 . \tag{8}
\end{equation*}
$$

Again, we seek solutions of the form $x(z)=\lambda z^{\mu}$. Setting it into (8), we obtain

$$
\lambda \mu z^{\mu-1}=\lambda^{-\left(1+\mu+\cdots+\mu^{m-1}\right)} z^{-\mu^{m}} .
$$

This prompts us to consider the equations

$$
\begin{equation*}
\mu \lambda^{2+\mu+\cdots+\mu^{m-1}}=1 \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu^{m}+\mu-1=0 . \tag{10}
\end{equation*}
$$

We can find $m$ distinct roots $\mu_{1}, \ldots, \mu_{m}$ of the polynomial equation (10), so that from (9) we can then solve

$$
\begin{equation*}
\lambda_{i}=\mu_{i}^{\left(\mu_{i}-1\right) /\left(2-\mu_{i}-\mu_{i}^{m}\right)}=\mu_{i}^{\mu_{i}-1}, \quad i=1,2, \ldots, m \tag{11}
\end{equation*}
$$

and find $m$ distinct solutions of (8) of the form

$$
\begin{equation*}
x_{i}(z)=\lambda_{i} z^{\mu_{i}}, \quad i=1,2, \ldots, m . \tag{12}
\end{equation*}
$$

Theorem 2 [70] Let $\mu_{1}, \ldots, \mu_{m}$ be the $m$ distinct roots of (10), and let $\alpha_{i}=1 / \mu_{i}$ for $i=1, \ldots, m$. Then in the neighborhood of each point $\alpha_{i}$ defined by $\left|z-\alpha_{i}\right|<\alpha_{i}$, equation (8) has an analytic solution of the form

$$
\begin{aligned}
x_{i}(z) & =\alpha_{i}^{1-\mu_{i}} z^{\mu_{i}}=\alpha_{i}\left(1+\frac{z-\alpha_{i}}{\alpha_{i}}\right)^{\mu_{i}} \\
& =\alpha_{i}\left[1+\frac{\mu_{i}}{1!}\left(\frac{z-\alpha_{i}}{\alpha_{i}}\right)+\frac{\mu_{i}\left(\mu_{i}-1\right)}{2!}\left(\frac{z-\alpha_{i}}{\alpha_{i}}\right)^{2}+\cdots\right],
\end{aligned}
$$

which satisfies $x_{i}\left(\alpha_{i}\right)=\alpha_{i}$.

For example, consider equation (8) where $m=2$. In this case, $\mu^{2}+\mu-1=0$ has roots $\mu_{ \pm}=(-1 \pm \sqrt{5}) / 2$. Thus we find two analytic solutions

$$
x_{+}(z)=\mu_{+}^{\mu_{+}-1} z^{\mu_{+}}, \text {and } x_{-}(z)=\mu_{-}^{\mu_{-}-1} z^{\mu_{-}},
$$

which are already known to Mckiernan [37].
We note that explicit solutions of equations of the form

$$
\left(x^{\left(n_{1}\right)}\left(p_{1} z\right)\right)^{N_{1}} \cdots\left(x^{\left(n_{a}\right)}\left(p_{a} z\right)\right)^{N_{a}}=\frac{A\left(x^{\left[s_{1}\right]}\left(r_{1} z\right)\right)^{T_{1}} \cdots\left(x^{\left[s_{c}\right]}\left(r_{c} z\right)\right)^{T_{c}}}{\left(x^{\left[m_{1}\right]}\left(q_{1} z\right)\right)^{M_{1}} \cdots\left(x^{\left[m_{b}\right]}\left(q_{b} z\right)\right)^{M_{b}}}
$$

can also be found and the corresponding results are under preparation.

## 3 Analytic solutions

Before finding analytic solutions of iterative functional differential equations, let us state some preparatory results. First we set $\mathbb{N}=\{0,1,2, \ldots\}$ and $\mathbb{Z}^{+}=\{1,2,3, \ldots\}$.

For motivation, let us consider finding power series solutions of the form

$$
x(z)=d_{0}+d_{1}(z-\mu)+d_{2}(z-\mu)^{2}+\cdots
$$

for the prototype equation

$$
x^{\prime}(z)=x(x(z)) .
$$

Note that if $x(\mu)=\mu$, then we may calculate $d_{0}=0$,

$$
\begin{gathered}
d_{1}=x^{\prime}(\mu)=x(x(\mu))=x(\mu)=\mu, \\
d_{2}=\frac{x^{\prime \prime}(\mu)}{2}=\frac{x^{\prime}(x(\mu)) x^{\prime}(\mu)}{2}=\frac{\mu^{2}}{2},
\end{gathered}
$$

etc. so that

$$
x(z)=\mu z+\frac{\mu^{2}}{2} z^{2}+\cdots
$$

The problem now is to determine whether the formal power series function converges in a neighborhood of the number $\mu$.

This is not an easy question since the coefficient $d_{n}$ is not known explicitly. Fortunately, we may employ a transformation technique in the form

$$
x(z)=y\left(\mu y^{-1}(z)\right)
$$

that transforms composition of functions into products of functions and then seek majorizing power series functions to show convergence.

Majorizing functions can be obtained in many ways. Two basic types can be obtained from the following two theorems.

Analytic Implicit Function Theorem Suppose $F=F(x, y)$ is analytic at the point $\left(x_{0}, y_{0}\right), F\left(x_{0}, y_{0}\right)=0$ and $F_{y}\left(x_{0}, y_{0}\right) \neq 0$. Then there exists a unique function

$$
f(x)=y_{0}-\frac{F_{x}\left(x_{0}, y_{0}\right)}{F_{y}\left(x_{0}, y_{0}\right)}\left(x-x_{0}\right)+\sum_{k=2}^{\infty} a_{k}\left(x-x_{0}\right)^{k}
$$

which is analytic on a neighborhood of $x_{0}$ and satisfies $F(x, f(x))=0$ for $x$ near $x_{0}$.

The above analytic implicit function theorem is well known and can be used to obtain analytic solutions for a polynomial functional equation. Given a polynomial $P(G)$ in the function $G=G(z)$ and a function $h=h(z)$, the equation

$$
P(G)(z)=h(z)
$$

is called a polynomial functional equation. For instance,

$$
G^{m}(z)+a_{m-1} G^{m-1}(z)+\cdots+a_{1} G(z)+a_{0} z=h(z)
$$

is such an equation. For example, we may show that the equation

$$
G^{2}(z)-M G(z)-M|\eta| z=0, \quad M>0
$$

has a solution

$$
G(z)=\sum_{n=0}^{\infty} g_{n} z^{n}
$$

which is analytic on a neighborhood of the origin and the sequence $g=\left\{g_{n}\right\}_{n \in \mathbb{N}}$ is given by $g_{0}=0, g_{1}=|\eta|$ and

$$
g_{n+1}=M^{-1} g_{n+1} g_{n-k}, \quad n \geq 1
$$

A complex number $\alpha$ is called a Siegel number if $|\alpha|=1, \alpha^{n} \neq 1$ for $n \in \mathbb{Z}^{+}$ and

$$
\begin{equation*}
\log \left|\alpha^{n}-1\right|^{-1} \leq T \log n, \quad n=2,3, \ldots \tag{13}
\end{equation*}
$$

for some positive constant $T$.
The following property of the Siegel number is also important in obtaining majorants of power series functions. Its proof is a variation of that of Siegel in [73].

Generalized Siegel Theorem Let $\alpha$ be a Siegel number. For each $n=2,3, \ldots$, let $P_{n}=P_{n}\left(x_{1}, \ldots, x_{n-1}\right)$ be a function of $n$ variables such that $(i)$ if $0 \leq x_{i} \leq y_{i}$
for $i=1, \ldots, n-1$, then $0 \leq P_{n}\left(x_{1}, \ldots, x_{n-1}\right) \leq P_{n}\left(y_{1}, \ldots, y_{n-1}\right)$, and (ii) if $d_{1}=1$ and $d_{n}$ is defined by

$$
\begin{equation*}
d_{n}=\frac{1}{\left|\alpha^{n-1}-1\right|} \max _{n_{1}+\cdots+n_{t}=n ; 0<n_{1} \leq \cdots \leq n_{t} ; 2 \leq t \leq n}\left\{d_{n_{1}} \cdots d_{n_{t}}\right\}, n \geq 2 \tag{14}
\end{equation*}
$$

then

$$
P_{n}\left(d_{1} x_{1}, \ldots, d_{n-1} x_{n-1}\right) \leq d_{n} P_{n}\left(x_{1}, \ldots, x_{n-1}\right)
$$

Let $u=\left\{u_{n}\right\}_{n \in \mathbb{N}}$ be a complex sequence which satisfies $u_{1}=\mu>0$ and

$$
u_{n}=\frac{1}{\left|\alpha^{n-1}-1\right|} P_{n}\left(u_{1}, \ldots, u_{n-1}\right), n \geq 2
$$

Let $v=\left\{v_{n}\right\}_{n \in \mathbb{N}}$ be a complex sequence which satisfies $v_{1}=\eta \geq \mu$ and

$$
v_{n}=P_{n}\left(v_{1}, \ldots, v_{n-1}\right), n \geq 2
$$

If there is $r>0$ such that $v_{n} \leq r^{n}$ for $n \in \mathbb{Z}^{+}$, then there is $\delta>0$ such that

$$
u_{n} \leq r^{n}\left(2^{5 \delta+1}\right)^{n-1} n^{-2 \delta}, n \geq 2
$$

### 3.1 Equations involving first derivatives

Next, we are interested in finding analytic solutions.
Theorem 3 [55] Suppose the complex number $\mu$ satisfies either $(A) 0<|\mu|<1$; or (B) $\mu$ is a Siegel number. Then equation (1) has an analytic solution of the form

$$
x(z)=\mu+\mu(z-\mu)+\frac{\mu^{m}}{2!}(z-\mu)^{2}+\frac{\mu^{2 m-1}\left(\mu^{m}-1\right)}{3!(\mu-1)}(z-\mu)^{3}+\cdots
$$

in a neighborhood of $\mu$.
In deriving the above theorem, we need to find (formal) power series solutions of the functional differential equation

$$
\begin{gather*}
y^{\prime}(\mu z)=\frac{1}{\mu} y^{\prime}(z) y\left(\mu^{m} z\right),  \tag{15}\\
y(0)=\mu \tag{16}
\end{gather*}
$$

Then we show that such a power series solution is majorized by a convergent power series. Then we show that

$$
\begin{equation*}
x(z)=y\left(\mu y^{-1}(z)\right) \tag{17}
\end{equation*}
$$

is an analytic solution of (1) in a neighborhood of $\mu$. These arguments are presented in [54] and repeated here since similar ideas can be used to obtain analytic solutions of other iterative functional differential equations.

We first show that when $0<|\mu|<1$, then for each complex number $\eta \neq 0$, equation (15) has a solution of the form

$$
\begin{equation*}
y(z)=\sum_{n=0}^{\infty} b_{n} z^{n} \tag{18}
\end{equation*}
$$

which is analytic on a neighborhood of the origin and satisfies $b_{0}=\mu$ and $b_{1}=\eta$.
Indeed, assume (15) has a solution of the form (18) which is analytic at 0 and satisfies $b_{0}=\mu$ and $b_{1}=\eta$. Substituting (18) into (15) and then comparing coefficients, we see that the sequence $\left\{b_{n}\right\}_{n=2}^{\infty}$ is successively determined by the condition

$$
\begin{equation*}
\left(\mu^{n+1}-\nu\right)(n+1) b_{n+1}=\sum_{k=0}^{n-1}(k+1) \mu^{m(n-k)} b_{k+1} b_{n-k}, \quad n \in \mathbb{Z}^{+}, \tag{19}
\end{equation*}
$$

in a unique manner. Furthermore, there is some $M>0$ such that

$$
\left|\frac{(k+1) \mu^{m(n-k)}}{(n+1)\left(\mu^{n+1}-\mu\right)}\right| \leq \frac{1}{\left|\mu^{n}-1\right|} \leq M^{-1}, \quad n \geq 2, \quad 0 \leq k \leq n-1 .
$$

Thus if we define a sequence $\left\{B_{n}\right\}_{n=0}^{\infty}$ by $B_{0}=\mu, B_{1}=|\eta|$ and $B_{n+1}=M^{-1} B_{n+1} B_{n-k}$ for $n \in \mathbb{Z}^{+}$, then in view of (19),

$$
\left|b_{n}\right| \leq B_{n}, \quad n \in \mathbb{Z}^{+}
$$

that is, $\left\{b_{n}\right\}$ is majorized by the sequence $\left\{B_{n}\right\}_{n \in \mathbb{N}}$. Therefore our proof will be complete if we can show that the radius of convergence of $\left\{B_{n}\right\}_{n \in \mathbb{N}}$ is positive.

To this end, we may check by means of the analytic implicit function theorem that the equation

$$
G^{2}(z)-M G(z)-M|\eta| z=0
$$

has a solution

$$
G(z)=\sum_{n=0}^{\infty} g_{n} z^{n}
$$

which is analytic on a neighborhood of the origin and the sequence $g=\left\{g_{n}\right\}_{n \in \mathbb{N}}$ is given by $g_{0}=0, g_{1}=|\eta|$ and

$$
g_{n+1}=M^{-1} g_{n+1} g_{n-k}, \quad n \geq 1 .
$$

Since $B_{0}=g_{0}$ and $B_{1}=g_{1}$, it is clear that $\left\{B_{n}\right\}_{n \in \mathbb{N}}=g$ so that $\left\{B_{n}\right\}_{n \in \mathbb{N}}$ has a positive radius of convergence. The proof is complete.

Next we suppose $\mu$ is a Siegel number. If $\eta=1$, then equation (15) has a solution of the form (18) which is analytic on a neighborhood of the origin and satisfies $b_{0}=\mu$ and $b_{1}=1$.

Indeed, as in the previous proof, assume the existence of an analytic solution of the form (18) with $b_{0}=\mu$ and $b_{1}=1$. Then (19) holds again, so that

$$
\begin{equation*}
\left|b_{n+1}\right| \leq \frac{1}{\left|\mu^{n}-1\right|} \sum_{k=0}^{n-1}\left|b_{k+1}\right|\left|b_{n-k}\right|, \quad n \in \mathbb{Z}^{+} \tag{20}
\end{equation*}
$$

By the analytic implicit function theorem, the equation

$$
G^{2}(z)-G(z)+z=0
$$

has a solution $G(z)$ which is analytic on a neighborhood of the origin and

$$
G(z)=\sum_{n=0}^{\infty} C_{n} z^{n}
$$

where the sequence $C=\left\{C_{n}\right\}_{n \in \mathbb{N}}$ is defined by $C_{0}=0, C_{1}=1$ and

$$
C_{n+1}=\sum_{k=0}^{n-1} C_{k+1} C_{n-k}=\sum_{n_{1}+n_{2}=n+1 ; 1 \leq n_{1}, n_{2} \leq n} C_{n_{1}} C_{n_{2}}, \quad n \in \mathbb{Z}^{+} .
$$

Thus by the Generalized Siegel Theorem, we may easily see that the sequence $\left\{b_{n}\right\}$ has a positive radius of convergence. Indeed, it suffices to take

$$
P_{n}\left(x_{1}, \ldots, x_{n-1}\right)=\sum_{k=0}^{n-2} x_{k+1} x_{n-1-k}
$$

and check directly that the conditions imposed in the Generalized Siegel Theorem are satisfied. The proof is complete.

We may now prove our Theorem 3 in two steps. First, we show that the power series function $y(z)$ generated by the sequence $\left\{b_{n}\right\}$ defined by $b_{0}=\alpha, b_{1}=\eta \neq 0$, and (19) satisfies (1). Indeed, since $y^{\prime}(0)=\eta \neq 0$, the function $y^{-1}(z)$ is analytic in a neighborhood of the point $y(0)=\mu$. If we now define $x(z)$ by means of (17), then

$$
\begin{aligned}
x^{\prime}(z) & =\mu y^{\prime}\left(\mu y^{-1}(z)\right)\left(y^{-1}\right)^{\prime}(z)=\mu y^{\prime}\left(\mu y^{-1}(z)\right) \frac{1}{y^{\prime}\left(y^{-1}(z)\right)} \\
& =y\left(\mu^{m} y^{-1}(z)\right)=x^{[m]}(z)
\end{aligned}
$$

as required. Second, note that

$$
y\left(\mu y^{-1}(\mu)\right)=y(\mu \cdot 0)=\mu,
$$

or, $\mu$ is a fixed point of the solution $x(z)$, we may assume (1) has an analytic solution of the form

$$
x(z)=\mu+d_{1}(z-\mu)+d_{2}(z-\mu)^{2}+d_{3}(z-\mu)^{3}+\cdots
$$

and then $d_{1}=x^{\prime}(\mu)=x^{[m]}(\mu)=\mu$,

$$
d_{2}=\frac{1}{2!} x^{\prime \prime}(\mu)=\frac{1}{2!}\left\{x^{\prime}\left(x^{[m-1]}(\mu)\right)\left(x^{[m-1]}\right)^{\prime}(\mu)\right\}=\frac{1}{2!}\{\mu \cdots \mu\}=\frac{\mu^{m}}{2!},
$$

etc. will lead to the conclusion of the proof of Theorem 3.
In the rest of this section, we will give several results along similar lines. For the equation

$$
\begin{equation*}
x^{\prime}(z)=c_{1} x(z)+c_{2} x^{[2]}(z)+\cdots+c_{m} x^{[m]}(z), \quad C \equiv c_{1}+\cdots+c_{m} \neq 0 \tag{21}
\end{equation*}
$$

we have the following theorem.
Theorem 4 [52] Suppose the complex number $\mu$ satisfies either $(A) 0<|\mu|<1$; or (B) $\mu$ is a Siegel number. Then equation (21) has an analytic solution of the form

$$
\begin{aligned}
x(z)= & \frac{\mu}{C}+\mu\left(z-\frac{\mu}{C}\right)+\frac{1}{2!}\left(\sum_{i=1}^{m} c_{i} \mu^{i}\right)\left(z-\frac{\mu}{C}\right)^{2} \\
& +\frac{1}{3!}\left(\sum_{i=1}^{m} c_{i} \mu^{i-1}\right)\left(\sum_{i=1}^{m} c_{i} \mu^{i}\left(\mu^{i-1}+\mu^{i-2}+\cdots+1\right)\right)\left(z-\frac{\mu}{C}\right)^{3} \\
& +\sum_{n=4}^{\infty} \frac{1}{n!} \lambda_{n}\left(z-\frac{\mu}{C}\right)^{n},
\end{aligned}
$$

in a neighborhood of $\mu / C$, where $\lambda_{4}, \lambda_{5}, \ldots$ are constants.
In deriving the above theorem, we need to find analytic solutions of the initial value problem

$$
y^{\prime}(\mu z)=\frac{1}{\mu} y^{\prime}(z) \sum_{i=1}^{m} c_{i} y\left(\mu^{i} z\right), \quad y(0)=\frac{\mu}{C} .
$$

Theorem 5 [80] Suppose the complex number $\mu$ satisfies either $(A) 0<|\mu|<1$ or (B) $\mu$ is a Siegel number together with $c_{0}=\cdots=c_{r-1}=0$ where $r \leq m$, or $(C)$ $|\mu|>1$ and $c_{0}=\cdots=c_{r-1}=0$ where $r \geq m$. Then equation (21) has a solution of the form

$$
\begin{gathered}
x(z)=\frac{\mu}{C}+\mu\left(z-\frac{\mu}{C}\right)+\frac{1}{2!}\left(\sum_{j=0}^{m} c_{j} \mu^{j-r}\right)\left(z-\frac{\mu}{C}\right)^{2} \\
+\frac{1}{3!\mu^{3 r+1}(\mu-1)}\left(\sum_{i=0}^{m} \sum_{j=0}^{m} c_{i} c_{j} \mu^{i+j}\left(\mu^{j}+2 \mu^{r}\right)-3 \mu^{r}\left(\sum_{j=0}^{m} c_{j} \mu^{j}\right)^{2}\right)\left(z-\frac{\mu}{C}\right)^{3}+\cdots
\end{gathered}
$$

which is analytic in a neighborhood of $\mu / C$.
For the equation

$$
\begin{equation*}
x^{\prime}(z)=x(a z+b x(z)) \tag{22}
\end{equation*}
$$

we have the following results.
When $b=0$ and $|a| \leq 1$, equation (22) has the following entire solution

$$
x(z)=\eta \sum_{n=0}^{\infty} \frac{a^{n(n-1) / 2}}{n!} z^{n} .
$$

When $a \neq 1$ and $b \neq 0$, we have the following
Theorem 6 [51] Suppose the number $\mu$ satisfies either $(A)$ or $(B)$ in Theorem 3. Then equation (22) has the following analytic solution

$$
\begin{aligned}
x(z)= & \frac{\mu-a}{b}+\frac{1}{b}(\mu-a)\left(z-\frac{\mu-a}{1-a}\right)+\frac{\mu(\mu-a)}{2!b}\left(z-\frac{\mu-a}{1-a}\right)^{2} \\
& +\frac{\beta(\beta-a)\left(\mu^{2}+\mu-a\right)}{3!b}\left(z-\frac{\mu-a}{1-a}\right)^{3}+\sum_{i=4}^{\infty} \frac{\lambda_{i, 0}}{i!}\left(z-\frac{\mu-a}{1-a}\right)^{i}
\end{aligned}
$$

in a neighborhood of $(\mu-a) /(1-a)$, where $\lambda_{4,0}, \lambda_{5,0}, \ldots$ are constants.
In deriving the above theorem, we need to find analytic solutions of the initial value problem

$$
y^{\prime}(\mu z)=\frac{1}{\mu} y^{\prime}(z)\left\{y\left(\mu^{2} z\right)-a y(\mu z)+a\right\}, \quad y(0)=\frac{\mu-a}{1-a} .
$$

For the equation

$$
\begin{equation*}
x^{\prime}(z)=x\left(x^{\prime}(z)\right) \tag{23}
\end{equation*}
$$

we can find the solution

$$
x(z)=c z-c^{2}+c .
$$

For the equation

$$
\begin{equation*}
\alpha z+\beta x^{\prime}(z)=x(a z), \quad a \neq 0, \beta \neq 0, \tag{24}
\end{equation*}
$$

we can find an analytic solution of the form

$$
x(z)=\sum_{n=0}^{\infty} c_{n} z^{n} .
$$

Indeed, by the method of undetermined coefficients, we find

$$
x(z)=c_{0}+\frac{c_{0}}{\beta} z+\frac{a c_{0}-\alpha \beta}{2 \beta^{2}} z^{2}+\left(a c_{0}-\alpha \beta\right) \sum_{n=3}^{\infty} \frac{1}{n!\beta^{n}} a^{(n-2)(n+1) / 2} z^{n},
$$

which is entire when $0<|a| \leq 1$.
For the equation

$$
\begin{equation*}
\alpha z+\beta x^{\prime}(z)=x\left(a z+b x^{\prime}(z)\right), \quad \alpha, \beta, a, b \in \mathbb{C}, \tag{25}
\end{equation*}
$$

we have the following theorem.
Theorem 7 [64] If the following conditions hold:
(1) If $a=1$, then $\beta \neq 0$ and $\beta \mu=a \beta-b \alpha$;
(2) If $a=1$, then $s$ is arbitrary;
(3) If $a \neq 1$, then $s=(\beta \mu+b \alpha-a \beta) /((1-a) \mu)$;
(4) $b \neq 0$ and $b \alpha-a \beta \neq 0$,
where $\mu$ satisfies the conditions $(A)$ or (B) in Theorem 3, then equation (25) has an analytic solution of the form

$$
\begin{aligned}
x(z)= & \frac{(b \alpha+(1-a) \beta) s}{b}+\frac{(1-a) s}{b}(z-s)+\frac{\mu-a}{2!b}(z-s)^{2} \\
& +\frac{\mu^{3}(\mu-a)}{3!b(a \beta-b \alpha)}(z-s)^{3}+\frac{\mu^{5}(\mu-a)\left(\mu^{2}+3 \mu-3 a\right)}{4!b(a \beta-b \alpha)^{2}}(z-s)^{4}+\cdots
\end{aligned}
$$

in a neighborhood of $s$.
In deriving the above theorem, we need to find analytic solutions of the initial value problem

$$
\mu y^{\prime}(\mu z)\left\{y\left(\mu^{2} z\right)-a y(\mu z)-\beta a\right\}=y^{\prime}(z)(b \alpha-a \beta), \quad y(0)=s .
$$

Next, we consider the following equation

$$
\begin{equation*}
x^{\prime}(z)=f\left(\sum_{s=0}^{m} c_{s} x^{[s]}(z)\right), \tag{26}
\end{equation*}
$$

where $m \geq 1$ is an integer, $c_{s}, s=0,1, \ldots, m$, are constants but not all equal to zero and $f$ is a given function analytic for $|z|<\sigma$.

We reduce the equation (26) to the auxiliary one

$$
\begin{equation*}
\alpha \phi^{\prime}(\alpha z)=\phi^{\prime}(z) f\left(\sum_{s=0}^{m} c_{s} \phi\left(\alpha^{s} z\right)\right), \quad z \in \mathbb{C}, \alpha=f(0) \tag{27}
\end{equation*}
$$

which is a functional differential equation without the iterates of the unknown function.

Theorem 8 [84] Assume (H1) $0<|\alpha|<1$, or (H2) $|\alpha|=1$ and there exist some constants $\gamma>0$ and $k>0$ such that $\left|\alpha^{n}-1\right| \geq \gamma^{-1} n^{-k}$ for $n \geq 1$. Then equation (26) has an analytic solution of the form $x(z)=\phi\left(\alpha \phi^{-1}(z)\right)$ in a neighborhood of the origin, where $\phi(z)$ is an analytic solution of the auxiliary equation (27) satisfying $\phi(0)=0$ and $\phi^{\prime}(0)=\tau$.

Theorem 9 [84] Assume that (H3) $\alpha^{p}=1$ for some $p \in \mathbb{N}, p \geq 2$ and $\alpha^{k} \neq 1$ for all $1 \leq k \leq p-1$. Assume further that for some $\tau \in \mathbb{C} \backslash\{0\}$ the system

$$
b_{1}=\tau
$$

and

$$
=\sum_{k=0}^{n-1}(k+1) b_{k+1} \alpha_{1 \leq t \leq n-k, l_{1}, \ldots, l_{t}>0, l_{1}+\cdots+l_{t}=n-k} a_{t} \prod_{j=1}^{t}\left(\sum_{s=0}^{m} c_{s} \alpha^{s l_{j}} b_{l_{j}}\right)
$$

has a solution $\left\{b_{i}\right\}_{i=1}^{\infty}$ satisfying $b_{l p+1}=0$ for $l=1,2, \ldots$. Then equation (26) has an analytic solution of the form $x(z)=\phi\left(\alpha \phi^{-1}(z)\right)$ in a neighborhood of the origin, where $\phi(z)$ is an analytic solution of the auxiliary equation (27) satisfying $\phi(0)=0, \phi^{\prime}(0)=\tau$ and $\phi^{(i)}(0)=i!b_{i}$ for $i=2,3, \ldots$.

Example Consider the equation

$$
\begin{equation*}
x^{\prime}(z)=f\left(x^{[2]}(z)\right) \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
f(z)=\frac{1}{2(1-z)}=\frac{1}{2} \sum_{n=0}^{\infty} z^{n},|z|<1 . \tag{30}
\end{equation*}
$$

Near the origin, equation (29) with $f$ in (30) has an analytic solution

$$
\begin{equation*}
x(z)=\frac{1}{2} z+\frac{1}{16} z^{2}+\frac{7}{384} z^{3}+\cdots \tag{31}
\end{equation*}
$$

### 3.2 Equations involving second order derivatives

Consider iterative functional differential equations of the form

$$
\begin{equation*}
x^{\prime \prime}\left(x^{[r]}(z)\right)=c_{0} z+c_{1} x(z)+\cdots+c_{m} x^{[m]}(z), \tag{32}
\end{equation*}
$$

where $r$ and $m$ are nonnegative integers, $c_{0}, c_{1}, \ldots, c_{m}$ are complex constants such that $\sum_{i=0}^{m}\left|c_{i}\right| \neq 0$.

Theorem 10 [59] Suppose ( $i$ ) $\alpha$ is a Siegel number; (ii) $|\alpha|>1$ and $r \geq m$ or (iii) $0<|\alpha|<1$ and either $0<r \leq m$ and $c_{0}=0, \ldots, c_{r-1}=0$, or $r=0$. Then, for any $\mu$, (32) has an analytic solution $x(z)$ in a neighborhood of $\mu$ satisfying the initial conditions $x(\mu)=\mu$ and $x^{\prime}(\mu)=\alpha$. This solution has the form $x(z)=$ $y\left(\alpha y^{-1}(z)\right)$, where $y(z)$ is an analytic solution of

$$
\alpha^{2} y^{\prime \prime}\left(\alpha^{r+1} z\right) y^{\prime}\left(\alpha^{r} z\right)=\alpha y^{\prime}\left(\alpha^{r+1} z\right) y^{\prime}\left(\alpha^{r} z\right)+\left[y^{\prime}\left(\alpha^{r} z\right)\right]^{3}\left[\sum_{i=0}^{m} c_{i} y\left(\alpha^{i} z\right)\right]
$$

under the condition

$$
y(0)=\mu, y^{\prime}(0)=\eta \neq 0 .
$$

We note that $x(z)$ is of the form

$$
x(z)=u+\alpha(z-u)+\frac{u \sum_{i=0}^{m} c_{i}}{2!}(z-u)^{2}+\frac{\sum_{i=0}^{m} c_{i} \alpha^{i-t}}{3!}(z-u)^{3}+\cdots .
$$

Next consider an iterative functional differential equation of the form

$$
\begin{equation*}
x^{\prime \prime}(z)=\left(x^{[m]}(z)\right)^{2} . \tag{33}
\end{equation*}
$$

Theorem 11 [62] Suppose $0<|\mu|<1$. Then equation (33) has an analytic solution $x(z)$ in a neighborhood of $s$. This solution has the form $x(z)=y\left(\mu y^{-1}(z)\right)$, where $y(z)$ is an analytic solution of the equation

$$
\begin{equation*}
\mu^{2} y^{\prime \prime}(\mu z) y^{\prime}(z)=\mu y^{\prime}(\mu z) y^{\prime \prime}(z)+\left[y^{\prime}(z)\right]^{3}\left[y\left(\mu^{m} z\right)\right]^{2} \tag{34}
\end{equation*}
$$

satisfying the condition

$$
\begin{equation*}
y(0)=s, y^{\prime}(0)=\eta \neq 0 . \tag{35}
\end{equation*}
$$

Theorem 12 [62] Suppose $\mu$ is a Siegel number. Suppose further that $0<|\eta| \leq 1$. Then equation (33) has an analytic solution $x(z)$ in a neighborhood of $s$. This solution has the form $x(z)=y\left(\mu y^{-1}(z)\right)$, where $y(z)$ is an analytic solution of the equation (34) satisfying (35).

We note that $x(z)$ is of the form

$$
x(z)=s+\mu(z-s)+\frac{s^{2}}{2!}(z-s)^{2}+\frac{2 s \mu^{m}}{3!}(z-s)^{3}+\sum_{n=1}^{\infty} \frac{\lambda_{n}}{(n+3)!}(z-s)^{n+3} .
$$

Existence of analytic solutions of second-order functional differential equations of the form

$$
x^{\prime \prime}(z)=x(a z+b x(z))
$$

and

$$
x^{\prime \prime}(z)=x\left(a z+b x^{\prime}(z)\right)
$$

where $a, b$ are complex numbers, have also been established in [60] and [58] respectively.

## 4 Differentiable solutions

We have discussed analytic solutions of iterative functional differential equations. Next, we will give some examples of $C^{(n)}$-solutions.

Again, let us consider the prototype equation

$$
x^{\prime}(t)=c x(x(t))
$$

under the additional condition

$$
x(\mu)=\mu .
$$

We note that the above condition is motivated by the fixed point condition (2).
A standard approach is to transform the above problem into a fixed point problem

$$
(T x)(t)=\mu+\int_{\mu}^{t} c x^{[2]}(s) d s
$$

in the Banach space $C^{(n)}[\mu-\delta, \mu+\delta]$ under the usual maximum norm. Under appropriate conditions on $c, \mu$ and $\delta$ as well as $x^{(1)}(\mu), \ldots, x^{(n)}(\mu)$, we may then show that $T$ is a contraction mapping and find a corresponding solution.

The same principle can be applied to the equation

$$
\begin{equation*}
x^{\prime}(t)=c_{1} x(t)+c_{2} x^{[2]}(t)+\cdots+c_{m} x^{[m]}(t)+F(t) \tag{36}
\end{equation*}
$$

and we can establish the following local existence theorem.

Theorem 13 [52] Let $I=[\xi-\delta, \xi+\delta]$ where $\xi$ and $\delta$ satisfy

$$
|\xi|<\frac{1}{1+\left|c_{1}\right|+\cdots+\left|c_{m}\right|}
$$

and

$$
0<\delta<\frac{1-|\xi|\left(1+\left|c_{1}\right|+\cdots+\left|c_{m}\right|\right)}{1+\left|c_{1}\right|+\cdots+\left|c_{m}\right|}
$$

Then when $F$ is a $C^{(n-1)}(I, I)$ function satisfying

$$
\left|F^{(i)}(t)\right| \leq M_{i}, \quad M_{i}>0, \quad i=1, \ldots, n-1, \quad t \in I
$$

and

$$
\begin{gathered}
\left|F^{(n-1)}(s)-F^{(n-1)}(t)\right| \leq M_{n}|s-t|, \quad M_{n}>0, \quad s, t \in I, \\
F^{(i)}(\xi)=\eta_{i}, \quad i=0,1, \ldots, n-1,
\end{gathered}
$$

equation (36) has a solution $x \in C^{(n)}(I, I)$ which satisfies $x(\xi)=\xi$, provided that the constants $M_{i}, \eta_{i}, c_{i}$ satisfy some compatibility conditions.

The idea of the proof is based on finding fixed points using Schauder's theorem:

$$
(T x)(t)=\xi+\sum_{j=1}^{m} c_{j} \int_{\xi}^{t} x^{[j]}(s) d s+\int_{\xi}^{t} F(s) d s
$$

We can also show that under more restrictive conditions on the constants $M_{i}, \eta_{i}, c_{i}$, the solution is unique and depends continuously on the nonhomogeneous function $F$.

By means of a more general fixed point problem of the form [56]

$$
(T x)(t)=\xi+\sum_{j=1}^{m} \int_{\xi}^{t} a_{j}(s) x^{[j]}(s) d s+\int_{\xi}^{t} F(s) d s
$$

and Schauder's theorem, we may show the following: Let $I=[\xi-\delta, \xi+\delta]$ where $\xi$ and $\delta$ satisfy

$$
|\xi|<\frac{\sqrt{1+4 m}-1}{2 m}
$$

and

$$
0<\delta<\frac{\sqrt{1+4 m}-1-2 m|\xi|}{2 m}
$$

Then when $a_{1}(t), a_{2}(t), \ldots, a_{m}(t)$ and $F(t)$ are $C^{(n-1)}(I, I)$ functions satisfying

$$
\left|F^{(i)}(t)\right| \leq N_{i}, \quad N_{i}>0, \quad i=1,2, \ldots, n-1, \quad t \in I
$$

and

$$
\begin{gathered}
\left|F^{(n-1)}(s)-F^{(n-1)}(t)\right| \leq N_{n}|s-t|, \quad N_{n}>0, \quad s, t \in I, \\
F^{(i)}(\xi)=\eta_{i}, \quad i=0,1, \ldots, n-1, \\
\left|a_{j}^{(i)}(t)\right| \leq L_{j i}, \quad L_{j i}>0, \quad j=1,2, \ldots, m, \quad i=1, \ldots, n-1, \quad t \in I \\
\left|a_{j}^{(n-1)}(s)-a_{j}^{(n-1)}(t)\right| \leq L_{j n}|s-t|, \quad L_{j n}>0, \quad s, t \in I
\end{gathered}
$$

and

$$
a_{j}^{(i)}(\xi)=\xi_{i}, \quad i=0,1, \ldots, n-1
$$

Then the following equation

$$
x^{\prime}(t)=\sum_{j=1}^{m} a_{j}(t) x^{[j]}(t)+F(t)
$$

has a solution $x \in C^{(n)}(I, I)$ and $x(\xi)=\xi$, where $N_{i}, \xi_{i}$ and $L_{j i}$ satisfy some "compatibility conditions".

We will be concerned with $C^{(n)}$-solutions of the initial value problem

$$
\begin{gather*}
x^{\prime}(t)=f\left(x^{[m]}(t)\right),  \tag{37}\\
x\left(a_{0}\right)=a_{0}, \tag{38}
\end{gather*}
$$

where we will also assume that $m, n \geq 1$ to avoid degenerate and trivial cases.
We write $g \in C^{(n)}(I, \mathbb{R})$ if $g=g^{(0)}, g^{\prime}=g^{(1)}, \ldots, g^{(n)}$ are continuous on the interval $I$, and we write $g \in C^{(n)}(I, I)$ if $g \in C^{(n)}(I, \mathbb{R})$ and maps the closed interval $I$ into $I$. It is well known that when endowed with the usual operations and the norm

$$
\|g\|_{n}=\sum_{k=0}^{n} \sup _{t \in I}\left|g^{(k)}(t)\right|
$$

$C^{(n)}(I, \mathbb{R})$ is a Banach space. Let $\mathbf{a}=\left(a_{0}, a_{1}, \ldots, a_{n}\right)$ and let $\mathbf{M}=\left(M_{1}, \ldots, M_{n+1}\right)$ be a vector of $n+1$ positive numbers $M_{1}, \ldots, M_{n+1}$, We will denote by $\Omega_{n}(\mathbf{M}, I)$ the subset of all $x \in C^{(n)}(I, I)$ each of which satisfies

$$
\left|x^{(i)}(t)\right| \leq M_{i}, \quad i=1,2, \ldots, n, \quad t \in I
$$

and

$$
\left|x^{(n)}\left(t_{1}\right)-x^{(n)}\left(t_{2}\right)\right| \leq M_{n+1}\left|t_{1}-t_{2}\right|, \quad t_{1}, t_{2} \in I
$$

and by $\Phi_{n}(\mathbf{a}, \mathbf{M}, I)$ the subset of all $x \in \Omega_{n}(\mathbf{M}, I)$ each of which satisfies

$$
x^{(i)}\left(a_{0}\right)=a_{i}, \quad i=0,1, \ldots, n .
$$

We will need a corresponding space for the function $f$ in (37). Let $\mathbf{b}=\left(b_{0}, b_{1}, \ldots, b_{n-1}\right)$, and let $\mathbf{N}=\left(N_{1}, \ldots, N_{n}\right)$ be a vector of positive numbers. The subset $\Omega_{n-1}(\mathbf{N}, I)$ has been defined. The subset of all $f \in \Omega_{n-1}(\mathbf{N}, I)$ each of which satisfies

$$
f^{(i)}\left(a_{0}\right)=b_{i}, i=0,1, \ldots, n-1
$$

and

$$
|f(t)| \leq \lambda|t|, \quad t \in I
$$

for some $\lambda>0$, will be denoted by $\Psi_{n-1}(\mathbf{b}, \mathbf{N}, I, \lambda)$.
Introduce the notations

$$
x_{i j}(t)=x^{(i)}\left(x^{[j]}(t)\right), \quad x_{j k}^{*}(t)=\left(x^{[j]}(t)\right)^{(k)}
$$

then we can show that for each $x_{j k}^{*}(t)$, there corresponds a unique and nontrivial multivariate polynomial $P_{j k}(\mathbf{z})$, where

$$
\mathbf{z}=\left(z_{10}, \ldots, z_{1, j-1} ; z_{20}, \ldots, z_{2, j-1} ; \ldots ; z_{k 0}, \ldots, z_{k, j-1}\right)
$$

such that $P_{j k}$ can be expressed as a nonnegative linear combinations of the products of powers of the components of $\mathbf{z}$, and such that

$$
x_{j k}^{*}(t)=P_{j k}\left(x_{10}(t), \ldots, x_{1, j-1}(t) ; x_{20}(t), \ldots, x_{2, j-1}(t) ; \ldots ; x_{k 0}(t), \ldots, x_{k, j-1}(t)\right) .
$$

Theorem 14 [5] Let $\lambda>0$ and $I=\left[a_{0}-\delta, a_{0}+\delta\right]$, where $0<\delta<1 / \lambda$ and $\left|a_{0}\right|<1 / \lambda-\delta$. Let $\mathbf{a}=\left(a_{0}, a_{1}, \ldots, a_{n}\right)$ and $\mathbf{b}=\left(b_{0}, b_{1}, \ldots, b_{n-1}\right)$, and let $\mathbf{M}=$ $\left(M_{1}, M_{2}, \ldots, M_{n+1}\right)$ as well as $\mathbf{N}=\left(N_{1}, \ldots, N_{n}\right)$ be two vectors of positive numbers. Let $\Lambda_{j k}=\left[0, M_{1}\right]^{j} \times\left[0, M_{2}\right]^{j} \times \cdots \times\left[0, M_{k}\right]^{j}$,

$$
H_{k}=P_{m k}\left(M_{1}, \ldots, M_{1} ; M_{2}, \ldots, M_{2} ; \ldots ; M_{k}, \ldots, M_{k}\right), \quad k=1,2, \ldots, n,
$$

and

$$
W_{l k}=\max _{\left(w_{1}, \ldots, w_{k}\right) \in \Xi_{k}}\left|Q_{l k}\left(w_{1}, \ldots, w_{k}\right)\right|, \quad l=1,2, \ldots, k ; k=1,2, \ldots, n,
$$

where $\Xi_{k}=\left[0, H_{1}\right] \times\left[0, H_{2}\right] \times \cdots \times\left[0, H_{k}\right]$. Let further

$$
\begin{equation*}
N_{u v}\left(\Lambda_{j k}\right)=\max _{\mathbf{z} \in \Lambda_{j k}}\left|\frac{\partial P_{j k}(\mathbf{z})}{\partial z_{u v}}\right|, \quad 1 \leq u \leq k, 0 \leq v \leq j-1 \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{s t}\left(\Xi_{k}\right)=\max _{\mathbf{w} \in \Xi_{k}}\left|\frac{\partial Q_{s k}(\mathbf{w})}{\partial w_{t}}\right| . \tag{40}
\end{equation*}
$$

Suppose $f$ is a function in $\Psi_{n-1}(\mathbf{b}, \mathbf{N}, I, \lambda)$. Suppose further the following conditions hold:
(i) $M_{1}=1, N_{1} \leq M_{2}$;
(ii) $a_{1}=b_{0}, a_{2}=b_{1} c_{1}^{m}$, and

$$
a_{r}=\sum_{v=0}^{k-2} \sum_{l=1}^{k-2-v}\binom{k-2}{v} \rho_{l, k-2-v} b_{l+1} c_{v+1}, \quad r=3,4, \ldots, n,
$$

where $c_{k}=P_{m k}\left(a_{1}, \ldots, a_{1} ; \ldots ; a_{k}, \ldots, a_{k}\right)$ for $k=1,2, \ldots, n$, and $\rho_{l k}=Q_{l k}\left(c_{1}, c_{2}, \ldots, c_{k}\right)$;
(iii)

$$
\sum_{v=0}^{k-2} \sum_{l=1}^{k-2-v}\binom{k-2}{v} W_{l, k-2-v} N_{l+1} H_{v+1} \leq M_{k}, k=3,4, \ldots, n
$$

(iv)

$$
\begin{aligned}
& \sum_{v=0}^{n-2} \sum_{l=1}^{n-2-v}\binom{n-2}{v}\left(N_{l+1} N_{v+1} \sum_{s=1}^{n-2-v} \sum_{\zeta=1}^{s} \sum_{\tau=0}^{m-1} K_{l s}\left(\Xi_{n-2-v}\right) N_{\zeta \tau}\left(\Lambda_{m s}\right) M_{\zeta+1}\right. \\
& \left.+W_{l, n-2-v} H_{v+1} N_{l+2}+W_{l, n-2-v} H_{l+1} \sum_{i=1}^{v+1} \sum_{j=1}^{m-1} N_{i j}\left(\Lambda_{m, v+1}\right) M_{i+1}\right) \leq M_{n+1} .
\end{aligned}
$$

Then the initial value problem (37), (38) has a solution in $\Phi_{n}(\mathbf{a}, \mathbf{M}, I)$.
The proof is accomplished by considering an operator $T$ from $\Phi_{n}$ into $C^{(n)}(I, I)$ defined by

$$
(T x)(t)=a_{0}+\int_{a_{0}}^{t} f\left(x^{[m]}(s)\right) d s, \quad x \in \Phi_{n}(\mathbf{a}, \mathbf{M}, I)
$$

and apply Schauder's fixed point theorem.
There are other similar approaches such as the monotone method, continuation theorems, etc. Some of them can be found in the following references.
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