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COMPLEX QUESTIONNAIRES

BY JACOB GLAZER AND ARIEL RUBINSTEIN1

We study a principal–agent model in which the agent is boundedly rational in his abil-
ity to understand the principal’s decision rule. The principal wishes to elicit an agent’s
true profile so as to determine whether or not to grant him a certain request. The prin-
cipal designs a questionnaire and commits himself to accepting certain responses. In
designing such a questionnaire, the principal takes into account the bounded rational-
ity of the agent and wishes to reduce the success probability of a dishonest agent who
is trying to game the system. It is shown that the principal can construct a sufficiently
complex questionnaire that will allow him to respond optimally to agents who tell the
truth and at the same time to almost eliminate the probability that a dishonest agent
will succeed in cheating.

KEYWORDS: Bounded rationality, persuasion games, questionnaires.

1. INTRODUCTION

IN MANY PRINCIPAL–AGENT SITUATIONS, a principal makes a decision based
on information provided to him by an agent. Since the agent and the principal
do not necessarily share the same objectives, the principal cannot simply ask
the agent to provide him with the relevant information (hereafter referred to
as the agent’s profile). He instead must utilize an additional tool to induce the
agent to provide accurate information. The economic literature has focused
on two such tools: verification (requiring the agent to present hard evidence)
and incentives (rewarding or penalizing the agent on the basis of the informa-
tion he provides). However, these tools are often prohibitively expensive or
insufficient to achieve the task.

The purpose of this paper is to analyze a different type of tool that can be
used by a principal to reduce the probability of an agent cheating successfully.
Instead of asking the agent direct questions to elicit the relevant information,
the principal can design a sufficiently complex questionnaire such that a bound-
edly rational agent who is considering lying will find it difficult to come up with
consistent answers that will induce the principal to take an action desired by
the agent.

The analysis is carried out in the context of a simple persuasion model.
A principal interacts on a routine basis with many different agents who present
him with requests. In each case, the principal must decide whether or not to ac-
cept the request. He would like to accept the request if and only if the agent’s
profile meets certain conditions, whereas the agent would like his request to
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be accepted regardless of his true profile. The agent’s profile is known only to
himself and cannot be verified by the principal. To obtain the information he
needs, the principal designs a questionnaire for the agent that contains a set
of yes/no questions regarding his profile. The principal accepts the agent’s re-
quest if the agent’s response to the questionnaire (i.e., the list of answers he
provides) is included within a set of acceptable responses.

At the core of our model are assumptions regarding the procedure used by a
boundedly rational agent, who instead of answering the questionnaire honestly
attempts to come up with a response that will be accepted. We assume that the
agent does not know (or does not fully understand) the principal’s policy (i.e.,
which responses to the questionnaire will be accepted). However, the agent can
detect (or is able to understand or is informed of) certain interdependencies
between the answers to the various questions in the set of acceptable responses.
We refer to such an interdependency as a regularity. An agent is characterized
by the level of regularities he can detect. The most boundedly rational agent
(an agent of level 0) is only able to determine whether an answer to a partic-
ular question must be positive or negative. An agent of level d will be able to
determine whether, within the set of acceptable responses, an answer to a set
of d questions uniquely determines the answer to an additional question.

Note that we assume the agents can detect regularities in the set of accept-
able responses but cannot imitate any particular acceptable response. What
we have in mind is that the agent perceives the set of acceptable responses in
an analogous way to how a person views a picture of an orchard during fruit
picking season. An unsophisticated observer will only be able to see that the
picture is green. A more observant individual will notice that the pixels form
the shapes of trees. A really astute individual will notice that next to each tree
with fruit on it, there is a person with a ladder. Even the most observant in-
dividuals, however, will not be able to draw or recall even a tiny part of the
picture later on.

The principal’s goal in designing the questionnaire is twofold: his first prior-
ity is to make the right decision (from his point of view) when an agent answers
the questionnaire honestly. His second priority is to minimize the acceptance
probability of a dishonest agent who has abandoned his true profile and, based
on the regularities he detects in the set of acceptable responses, tries to guess
an acceptable answer. We demonstrate that a complex questionnaire can serve
as a tool for the principal to achieve these two goals. The principal’s optimal
questionnaire depends on the agent’s level of bounded rationality. The more
boundedly rational the agent is, the lower will be the probability that he will
succeed in dishonestly responding to the optimal questionnaire.

Following the construction and discussion of the model, we prove two main
results: (i) if the principal uses an optimal questionnaire, a dishonest agent’s
ability to come up with an acceptable answer depends only on the size of the set
of profiles that the principal wishes to accept, and (ii) when the set of accept-
able profiles is large, the principal can design a questionnaire that will reduce
to almost zero the probability of a dishonest agent cheating effectively.
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2. THE MODEL

The Principal and the Agent

The agent possesses private information, referred to as his true profile, in the
form of an element ω in a finite set Ω. The principal needs to choose between
two actions: a (accept) and r (reject). The agent would like the principal to
choose the action a, regardless of his true profile. The principal’s desired action
depends on the agent’s true profile: he wishes to choose a if the agent’s profile
belongs to a set A, a proper subset of Ω, and to choose r if the profile is in
R= Ω−A. Denote the size of A by n. A persuasion problem is a pair (Ω�A).

A Questionnaire

A questionnaire is a (multi)set of questions. Each question is of the form,
“Does your profile belong to the set q?,” where q ⊆ Ω. We will denote the
question according the set that the question asks about.

The agent responds to each question with a “yes” (1) or a “no” (0). The
principal does not know the agent’s profile and cannot verify any of the answers
given by him.

Following are two examples of questionnaires:
(i) The one-click questionnaire, which consists of |Ω| questions of the

form {ω}. That is, each question asks whether the agent has a particular profile.
(ii) Let Ω= {0�1}K . A profile contains information about K relevant binary

characteristics. The simple questionnaire consists of K questions, each of which
asks about a distinct characteristic, that is, qk = {ω |ωk = 1}.

A response to a questionnaire Q is a function that assigns a value of 1 or 0 to
each question in Q. It will sometimes be convenient to order the questions in
Q (i.e., (q1� � � � � qL)) and to identify a response using an L-vector of 0’s and 1’s.
Let Θ(Q) be the set of all possible responses to Q. Let θ(Q�ω) be the response
to Q given by an honest agent whose profile is ω, that is, the vector of length L
whose ith component is 1 if ω ∈ qi and 0 otherwise.

For every A and Q, define the following three sets:
(i) Θ(Q�A) = {θ(Q�ω) | ω ∈ A} (the set of honest responses given by

agents whose profiles are in A).
(ii) Θ(Q�R) = {θ(Q�ω) |ω ∈Ω−A} (the set of honest responses given by

agents whose profiles are in R).
(iii) Inconsistent(Q) =Θ(Q)−{Θ(Q�ω) | ω ∈ Ω} (the set of responses that

are not given by any honest agent).
We say that a questionnaire Q identifies A if, when all agents are honest, the

responses of the agents whose profiles are in A differ from the responses of the
agents whose profiles are in R (that is, Θ(Q�A)∩Θ(Q�R) = ∅). The one-click
questionnaire (as well as the simple questionnaire) identifies any set A, since
any two profiles induce two different responses.
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An agent does not know the set of acceptable responses. We assume that he
is either (i) honest in the sense that he automatically tells the truth or (ii) a ma-
nipulator who, regardless of his true profile, tries to respond to the question-
naire successfully after learning some properties of the set of acceptable re-
sponses.

We assume that the principal’s first priority is to accept honest agents whose
profile is in A and to reject all others. In other words, he seeks a questionnaire
that identifies A and adheres to a policy of accepting a response if and only if it
is in Θ(Q�A). The principal’s second priority is to design a questionnaire that
makes it less likely for a manipulator to come up with an acceptable answer.

The Bounded Rationality Element

At the core of our model is the element of bounded rationality. Were a ma-
nipulative agent fully aware of the set of acceptable responses, Θ(Q�A), he
would always choose an acceptable response and the principal would be help-
less. However, we assume that an agent is limited in his ability to figure out the
set Θ(Q�A) and does not have any prior beliefs on it. In the spirit of the set
theoretic model of knowledge, we assume that an agent detects certain types
of regularities in the set. By regularity, we are referring to a sentence (in the
language of propositional logic with the variables being the names of the ques-
tions in Q) that is true in Θ(Q�A). The agent detects regularities but is not
able to cite any particular acceptable response. This phenomenon is common
in real life. For example, the fact that we observe that all papers accepted to
Econometrica contain formal models does not mean that we are able to cite
any of them.

The set of regularities detected by an agent is characterized by a rank, which
is an integer d ≥ 0. An agent of rank d can recognize propositions of the form
ϕ1 → ϕ2, where the antecedent ϕ1 is a conjunction of at most d clauses, each
of which is an affirmation or a negation of a question, and the consequent ϕ2

is a question (which does not appear in the antecedent) or its negation. We
will refer to such a proposition as a d-implication. Given a questionnaire Q,
an agent of rank d can figure out all the d-implications that are true for all
responses in Θ(Q�A). Thus, an agent of rank 0 observes only regularities such
as “In all accepted responses, the answer to the question q is N” (denoted
−q). An agent of rank 1 is also able to identify regularities of the type “In
all accepted responses, if the answer to q1 is N , then the answer to q3 is Y ”
(denoted −q1 → q3). The propositions −q1 ∧ −q2 → q3 constitute an example
of a regularity of rank 2.

Let Θd(Q�A) be the set of responses that satisfy all the d-implications that
are true for all responses in Θ(Q�A). By definition, Θd(Q�A)⊇ Θd+1(Q�A)⊇
Θ(Q�A) for all d.

We assume that if instead of responding honestly to the questionnaire, an
agent of rank d is interested in gaming the system (i.e., coming up with a re-
sponse in Θ(Q�A), regardless of his true profile), he will choose randomly
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from among the responses in Θd(Q�A). His probability of success is, therefore,
αd(Q�A) = |Θ(Q�A)|/|Θd(A�Q)|. Obviously, αd(Q�A) is weakly increasing
in d.

The Principal’s Problem

As mentioned, the principal has two objectives in designing a questionnaire:
His lexicographically first priority is to accept honest agents whose profile is in
A and to reject all others. Hence, the questionnaire needs to identify A and
the principal’s policy should be to accept only responses given by honest agents
whose profile is in A. His second priority is to minimize the probability that a
manipulator will be able to successfully deceive him (i.e., the principal wishes
to minimize αd(Q�A)). In other words, the principal’s problem is

min
{
αd(Q�A) |Q identifies A

}
�

The value of this optimization is denoted by βd(A).
Note that we are not following the standard mechanism design approach

according to which the principal faces a distribution of agents’ types and seeks
a policy that maximizes the principal’s expected payoff.

EXAMPLE 1: Recall that the one-click questionnaire, oneclick, contains |Ω|
questions (of the form {ω}), one for each profile. The set Θ(oneclick�A) con-
sists of all responses that assign the value 1 to precisely one question {ω}, where
ω ∈A.

An agent of rank 0 will learn to answer 0 to all the questions related to
profiles in R. If A contains at least two profiles, the agent will learn nothing
about how to respond to questions regarding profiles in A and thus α0(Q�A)=
n/2n (where n= |A|).

An agent of rank 1 will, in addition, observe the regularities {ω} → −{ω′},
where ω ∈ A and ω �= ω′. For n > 2, the agent will not detect any additional
regularities and, therefore, Θ1(oneclick�A) consists of the set Θ(oneclick�A)
and the “constant 0” response. Hence, α1(oneclick�A)= n/(n+ 1). For n= 2,
we have in addition −{ω} → {ω′} and, therefore, α1(oneclick�A)= 1.

EXAMPLE 2: We have in mind that a question is not necessarily phrased di-
rectly, but rather in an equivalent indirect way as demonstrated in the following
example:

A principal would like to identify scholars who are interested in at least two
of the following three fields: law, economics, and history. Thus, a profile can
be presented as a triple of 0’s and 1’s, indicating whether or not an agent is
interested in each field (Ω = {0�1}3), and A is the set of the four profiles in
which at least two characteristics receive the value 1.
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The principal can simply ask the agent three questions:
1. Are you interested in law?
2. Are you interested in economics?
3. Are you interested in history?
This is formalized as the simple questionnaire Q = {q1� q2� q3}, where qi is

the question about dimension i. The set of acceptable responses is Θ(Q�A)=
{(1�1�1)� (1�1�0)� (0�1�1)� (1�0�1)}. The set Θ(Q�R) consists of all other
possible responses.

An agent with d = 0 cannot detect any regularity in the set of acceptable
responses since interest in any particular field or lack thereof is not a necessary
requirement for a response to be accepted. That is, neither q nor −q is true in
Θ(Q�A). Thus, α0(Q�A)= 1/2.

An agent with d = 1 realizes that if he says he is not interested in one
field, then he should say that he is interested in the other two. That is, the
1-implications that are true in Θ(Q�A) are the six propositions −qj → qk,
where j �= k. The set of responses that satisfy these six propositions (Θ1(Q�A))
is exactly Θ(Q�A). Thus, an agent with d = 1 will fully understand the set of
acceptable responses, that is, α1(Q�A)= 1.

Suppose that instead of asking these three questions, the principal uses the
following questionnaire:

1. Are you familiar with the book Sex and Reason?
2. Are you familiar with the book The Book Club Murder?
3. Are you familiar with the book Which Road to the Past?
The first book was written by Richard Posner, a leading figure in law and

economics. The second book was written by Lawrence Friedman, a well known
scholar who bridges between law and history. The author of the third book is
the prominent economic historian Robert Fogel. Thus, each book spans two of
the three fields. For example, a scholar will be familiar with Sex and Reason if
and only if he is interested in both law and economics.

Notice that the acceptable responses to this questionnaire are either three
yes’s or a single yes. An agent with d = 1 cannot detect whether an answer of
yes or no to one question implies anything about the other two.

Formally, let Q′ be the questionnaire {q12� q13� q23}, where qij asks whether
the ith and jth characteristics have the value 1, that is, qij = {ω | ωi = ωj = 1}.
The questionnaire Q′ identifies A as Θ(Q′�A) = {(1�1�1)� (1�0�0)� (0�1�0)�
(0�0�1)} and Θ(Q′�R) = {(0�0�0)}. No 1-implication is true in Θ(Q′�A), and
thus Θ1(Q

′�A) contains all eight possible responses and α1(Q
′�A) = 1/2. As

we will see later, the principal can do even better and reduce this probability
to 1/3.

Notice that an agent with d = 2 realizes that any one of the four combina-
tions of answers to q12 and q13 in the set of acceptable responses uniquely de-
termines the answer to q23, and thus Θ2(Q

′�A)= Θ(Q′�A) and α2(Q
′�A)= 1.
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3. COMMENTS ON THE BOUNDED RATIONALITY ELEMENT

As always, when one departs from the model of the ultra-rational economic
agent, special assumptions are necessary. We believe that our model captures
some interesting aspects of the situation we have in mind, although there are
other assumptions that could be made and that would also yield interesting
results. In what follows, we discuss the assumptions made regarding the agent’s
bounded rationality.

a. What does the agent see? The agent focuses on the space of responses with-
out being able to relate to the space of profiles. If he was capable of “infer-
ring backward” from the space of responses to the space of profiles, he could
probably determine the set A and come up with an acceptable response to the
questionnaire, as if he indeed possessed one of the profiles in A. Furthermore,
since the agent does not relate to the space of profiles, he is not capable of
identifying inconsistent responses.

The question of whether a questionnaire can conceal the interest of the prin-
cipal in differentiating between profiles in A and profiles in R depends on the
language available to the principal when framing the questions. In Example 2,
the question q12 can be framed in two different ways: (i) “Are you interested
in both economics and law?” and (ii) “Are you familiar with the book Sex and
Reason?” The availability of the second option makes the second questionnaire
more attractive as a tool to elicit the agent’s information without hinting to the
agent regarding the principal’s real interest.

b. What does the agent notice in the set of acceptable responses? Our key as-
sumption is that the agent notices only certain regularities in the set of ac-
ceptable responses. A regularity of rank d is a dependency (within the set of
acceptable responses) of the answer to one question on the answers to some
d other questions. An agent with d ≥ 1 is able to detect the regularity q1 → q2

whenever such a regularity is true in the set Θ(Q�A). Notice that such a regu-
larity is true even if there is no acceptable response to Q with a positive answer
to q1. An alternative assumption would be that the agent discerns such a regu-
larity if in addition to it being logically true, there exists at least one acceptable
response with affirmative answers to q1 and q2. For example, the regularity
“All acceptable economists are theoreticians” is true if the acceptable set does
not include any economists. However, under the alternative assumption, the
agent would detect this regularity only if there exists one acceptable response
containing an affirmative answer to the question “Are you an economist?”

Another plausible assumption would be that the agent can detect statisti-
cal correlations such as “Among the acceptable responses, 80% of those who
answer yes to q1 answered yes to q2 as well.”

c. What does the agent not notice? We assume that the regularities are ob-
served in the set of acceptable responses but not in the set of rejected re-
sponses. This appears to a be reasonable assumption in cases where the agent
notices information about agents whose request has been accepted (such as job
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candidates who have been hired), but not about those whose request has been
rejected (those who did not get hired).

Furthermore, the agent does not understand that if his response satisfies a
certain proposition his request will be accepted. This is a reasonable assump-
tion in situations where it is easier for people to observe that, for example, “all
admitted students are males” rather than “all males who applied were admit-
ted.”

d. An agent is not able to exactly imitate an acceptable profile. Possession of
information about the set of acceptable responses does not necessarily imply
familiarity with any particular acceptable response that can be copied. For ex-
ample, assume you want to sneak into a party that you were not invited to. If
you are an agent with d = 0 who thinks that what you are wearing is relevant
to getting into the party, you will notice that all guests are wearing military
uniforms and, therefore, you will not arrive at the party in a business suit. If
you are an agent with d = 1, you will also notice that everyone wearing a white
uniform is also wearing a navy emblem and thus you will either not arrive in a
white uniform or you will wear a navy emblem if you do. However, this does
not mean that you know exactly what combination of uniforms, emblems and
insignia will keep you from getting caught and it will be impossible for you to
duplicate every detail of what any one of the admitted guests is wearing.

This is captured by our assumption that an agent is unable to exactly imi-
tate an acceptable response even though he knows some regularities about the
set of acceptable responses. This assumption is also appropriate in situations
where the agent is able to obtain partial information from people who have
access to the file of acceptable responses without he himself having access.

e. Framing our model as a conventional model of knowledge. The agent’s prob-
lem can be framed as a standard model of knowledge if we define the set of
feasible states as the set of all nonempty sets of responses. A state is inter-
preted as the set of acceptable responses used by the principal. Applying our
assumption to this framework would mean that the agent learns that certain
responses do not belong to the set of accepted responses. Thus, for example,
he cannot determine that there are three acceptable responses or that in 60%
of the acceptable responses to a certain question the answer is yes. Given this
kind of knowledge, an agent of rank d is able to determine that the acceptable
set of responses can be any nonempty subset of Θd(Q�A). If his prior does
not discriminate between the responses, he will conclude that any response in
Θd(Q�A) is equally likely to be accepted and that any response outside this set
will be rejected.

4. SOME OBSERVATIONS

The following claim embodies some simple observations about αd(Q�A).

CLAIM 1: (i) If a combination of answers to m questions in Q never appears in
Θ(Q�A), then such a combination will not appear in any element of Θd(Q�A)
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for d ≥ m − 1. (For example, if the response of “yes to all” to the questions q1,
q2, and q3 does not appear in Θ(Q�A), then an agent with d ≥ 2 will detect the
regularity q1 ∧ q2 → −q3.)

(ii) If Q consists of m questions, then αd(Q�A) ≡ 1 for all d ≥m− 1 (follows
from (i)).

(iii) If the answer to q′ is the same for all ω ∈A (that is, if q′ ⊇ A or −q′ ⊇A),
then αd(Q�A) = αd(Q ∪ {q′}�A) for all d.

(iv) Suppose that Q is a questionnaire that identifies A. Let Q′ be a question-
naire obtained from Q by replacing one of the questions q ∈ Q with −q. Then Q′

identifies A and αd(Q�A) = αd(Q
′�A) for all d.

Claim 2 states that the principal can limit himself to questionnaires that are
covers of A (where a questionnaire Q is a cover of A if for all q ∈ Q, q ⊆ A
and

⋃
q∈Q q = A) and that βd(A) depends only on the size of A (and not on

|Ω|).

CLAIM 2: (i) If Q identifies A, then there exists a questionnaire Q′, which is a
cover of A, that identifies A and αd(Q�A) = αd(Q

′�A) for all d.
(ii) βd(A) is a function of n= |A| and is independent of |Ω|.

PROOF: (i) Consider b ∈ R. Since Q identifies A, then b’s honest response
to Q is different from that of any profile in A. By Claim 1(iv), we can assume
that b /∈ q for all q ∈ Q, that is, b’s honest response to the questionnaire is a
constant 0. Since the questionnaire identifies A, every element in A belongs to
at least one q ∈Q.

Now let Q′ be the questionnaire {q∩A | there exists q ∈Q}. Q′ identifies A:
a response to Q′ by a profile outside of A is a constant 0; a profile in A belongs
to at least one q′ ∈ Q′ and thus Q′ is a cover of A. The honest response of each
profile in A to any q ∈ Q is the same as its honest response to q ∩A ∈ Q′ and,
therefore, αd(Q�A)= αd(Q

′�A).
(ii) By (i), we can assume that the optimal questionnaire is a cover of A and

thus the size of R is immaterial for any αd(Q�A). Q.E.D.

Claim 3 states that the ability of the principal to prevent dishonest agents
from successfully cheating depends on the relation between n and d. Thus, if
d ≥ n− 1, then a dishonest agent will be able to fully game the system.

CLAIM 3: αn−1(Q�A)= 1 for all Q.

PROOF: Let Θ(Q�A) = {z1� � � � � zm}, where m ≤ n. The claim is trivial for
the case of m = 1. Otherwise, we could (inductively) construct a set of m− 1
questions in Q, such that for any profile in A, an honest answer to these ques-
tions would determine the honest answers to all the others.
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In the first stage, let q be a question for which z1(q) �= z2(q). Define
Q(1)= {q}. In {z1� z2}, the answer to q determines the responses to all other
questions in Q.

By the end of the (t − 1)th stage, we have a set Q(t − 1) of at most t − 1
questions such that in {z1� � � � � zt}, a response to these questions uniquely de-
termines the responses to all the others.

In the tth stage, consider zt+1. If for every zs (s ≤ t), there is a question q ∈
Q(t − 1) such that zt+1(q) �= zs(q) (that is, a “signature” of zt+1 appears in the
answers to Q(t − 1)), then Q(t) = Q(t − 1). If for some s ≤ t, zt+1(q) = zs(q)
for all q in Q(t − 1), then there must be a question q /∈ Q(t − 1) for which
zt+1(q) �= zs(q). Let Q(t) = Q(t − 1) ∪ {q}. The answers to the (at most t)
questions in Q(t) uniquely determine the responses to all other questions in
{z1� � � � � zt+1}.

Finally, we reach the set Q(m− 1) of at most (m− 1) questions. Given that
d ≥ n − 1 ≥ m − 1, the agent detects all the dependencies of the answer to
any question outside Q(m− 1) on the response to the questions in Q(m− 1).
Furthermore, he is able to detect any combination of responses to Q(m − 1)
that never appear in Θ(Q�A). Thus, αn−1(Q�A)= 1. Q.E.D.

COMMENTS: (a) We use the above claims to find an optimal questionnaire
and to calculate βd(A) for d = 1 and some small values of n:

(i) From Claim 3, if n ≤ 2, then β1(A)= 1.
(ii) If n = 3, the one-click questionnaire is optimal and β1(A) = 3/4. To

see this, let Q be an optimal questionnaire. By Claim 1(iii), we can assume that
neither of the questions receives a constant truth value. Since d > 0, we can
assume that no two questions receive identical or opposing truth values for
profiles in A and thus Q is a set of singletons. By Claim 1(ii), Q contains at
least three questions. Thus, α1(Q�A)= α1(one click�A).

(iii) If A = {a�b� c�d}, then Q∗ = ({a�b}� {a� c}� {a�d}� {a}� {b}� {c}� {d}) is
an optimal questionnaire and β1(A) = 1/3. To see this, note that the four ac-
cepted responses to Q are

(1�1�1�1�0�0�0)�

(1�0�0�0�1�0�0)�

(0�1�0�0�0�1�0)�

(0�0�1�0�0�0�1)�

The question {ω} “identifies” ω. That is, for any question q, we have {ω} → q
if ω ∈ q and {ω} → −q if ω /∈ q. Thus, Θ(Q∗�A) consists of the four honest re-
sponses given by profiles in A, and the eight responses that answer the last four
questions negatively and the first three questions with an arbitrary combination
of truth values. Thus, α1(Q

∗�A)= 1/3.
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To show that α1(Q�A) ≥ 1/3 for all Q that identify A, we can assume that Q
is a cover of A. By Claim 1, we can assume that Q =Q1 ∪Q2, where Qk consists
of sets of size k, and that |Q1| ≤ 4 and |Q2| ≤ 3. Each affirmative response to
a question {ω} ∈ Q1 determines (in Θ(Q�A)) the answers to all other ques-
tions. Thus, the set Θ1(Q�A) contains at most the four responses of members
of A and at most 2|Q2| responses θ for which θ(q) = 0 for all q ∈ Q1. Thus,
|Θ1(Q�A)| ≤ |Q1| + 2|Q2| ≤ 12 and α1(Q�A) ≥ 4/12.

(b) Increasing the number of questions may increase the probability that
a manipulator will succeed. Consider the case of A = {a�b� c�d}. Let
Q1 = {{a�b}� {c}� {d}} and Q2 = {{a�b}� {c}� {d}� {a}}. Then Θ(Q1�A) =
{(1�0�0)� (0�1�0)� (0�0�1)} and Θ1(Qi�A) = Θ(Q1�A) ∪ {(0�0�0)}, and thus
α1(Q1�A) = 3/4. However, Θ(Q2�A) = {(1�0�0�1)� (1�0�0�0)� (0�1�0�0)�
(0�0�1�0)}, Θ1(Q2�A)= Θ(Q2�A)∪ {(0�0�0�0)}, and thus α1(Q2�A)= 4/5.

5. PREVENTING (ALMOST ALL) SUCCESSFUL CHEATING

Our last claim states that whatever the value of d, βd(A) decreases very
rapidly with the size of A. The proof uses a concept from combinatorics: a col-
lection C of subsets of A is said to be k-independent if for every k distinct mem-
bers Y1� � � � �Yk of the collection, all the 2k intersections

⋂k

j=1 Zj are nonempty,
where Zj is either Yj or −Yj .

For example, a collection C is 2-independent if for every two subsets of C,
Y1 and Y2, the four sets Y1 ∩ Y2, −Y1 ∩ Y2, Y1 ∩ −Y2, and −Y1 ∩ −Y2 are
nonempty. In other words, the fact that a particular element either does or
does not belong to a certain set in the collection is not by itself evidence that it
does or does not belong to any other set in the collection. For A = {a�b� c�d},
the collection C = {{a�b}� {a� c}� {a�d}} is a maximal 2-independent collection.

We will now use a result due to Kleitman and Spencer (1973) that states that
the size of the maximal k-independent collections is exponential in the number
of elements in the set A.

PROPOSITION: Let (Ωn�An) be a sequence of problems where |An| = n. For
every d, βd(A

n) converges double exponentially to 0 when n → ∞.

PROOF: By Kleitman and Spencer (1973), there exists a sequence Cn of
(d + 1)-independent collections of subsets of An such that the size of Cn is
exponential in n. Thus, for every n large enough, the size of Cn is larger
than n and, therefore, we can assume that Cn is a cover of An (if not, then
there exists a set Z in the collection such that any of its members also be-
longs to another set in the collection; by replacing Z with An − Z, we ob-
tain a new (d + 1)-independent collection of subsets of An that is a cover of
An). Let Qn = {q | q ∈ Cn}. Since Cn is a cover of An, the questionnaire Qn

identifies An. No d-implication involving these questions is true in An. Thus,
βd(A

n)≤ αd(Q
n�An)= n

2|Qn | . Q.E.D.
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Note that the proposition refers to any fixed d. If d increases with n, then the
result would not necessarily hold (by Claim 3, if dn = n− 1, then βdn(A

n)≡ 1).
Note also that there are many sequences of questionnaires that can ensure
that the manipulation probability goes to 0. Thus, the principal does not have
to choose an optimal questionnaire to make the success of a manipulation very
unlikely.

6. RELATED LITERATURE

The main purpose of this paper is to formally present the intuition that com-
plex questionnaires may assist a principal in eliciting nonverifiable information
from agents. In other words, the principal can design a sufficiently complex
questionnaire that makes it difficult for dishonest responders to game the sys-
tem successfully, while treating honest responders fairly.

Kamien and Zemel (1990) is an early paper that models the difficulty of
cheating successfully. The most closely related paper to ours is Glazer and Ru-
binstein (2012). Both that paper and the current one examine a persuasion sit-
uation with a boundedly rational agent, although they differ in the procedure
used by the agent to come up with a persuasive story. In Glazer and Rubin-
stein (2012), an agent’s profile is a vector of characteristics. The agent is asked
to declare a profile after the principal has announced a set of conditions that
these characteristics must satisfy for the request to be accepted. The principal’s
conditions are of the same form as the regularities in the current paper. A cru-
cial assumption in Glazer and Rubinstein (2012) is that the agent’s (boundedly
rational) procedure of choice is an algorithm that is initiated from his true pro-
file. The principal’s problem is to design the set of conditions cleverly enough
to be able to differentiate between the agents he wishes to accept and those
he wishes to reject. In the current paper, the principal chooses a questionnaire
and commits himself to accept a particular set of responses. The agent is lim-
ited in his ability to understand the set of acceptable responses. If he decides to
lie, he will then fully abandon his true profile and randomly choose a response
to the questionnaire that is compatible with the regularities he has detected.

The current paper is related to the growing literature on “behavioral mecha-
nism design.” Rubinstein (1993) studies a monopolist’s pricing decision where
the buyers (modeled using the concept of perceptrons) differ in their ability
to process the information contained in a price offer. Glazer and Rubinstein
(1998) introduce the idea that the mechanism itself can affect agents’ prefer-
ences and a designer can sometimes utilize these additional motives to achieve
goals he could not otherwise achieve. Eliaz (2002) investigates an implementa-
tion problem in which some of the agents are “faulty,” in the sense that they fail
to act optimally. Piccione and Rubinstein (2003) demonstrate how a discrim-
inatory monopolist can exploit the correlation between a consumer’s reserva-
tion values and his ability to recognize temporal price patterns. Cabrales and
Serrano (2011) look for a mechanism that induces players’ actions to converge
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to the desired outcome when they follow best-response dynamics. Jehiel (2011)
shows how an auctioneer, by providing partial information about past bids, can
exploit the fact that present bidders see only some of the regularities in the dis-
tribution of bids as a function of types. de Clippel (2011) and Korpela (2012)
extend standard implementation theory by assuming that agents’ decisions are
determined by choice functions that are not necessarily rationalizable.
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