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Abstract. We provide an introduction to theoretical and practical as-
pects of Boosting and Ensemble learning, providing a useful reference for
researchers in the field of Boosting as well as for those seeking to enter
this fascinating area of research. We begin with a short background con-
cerning the necessary learning theoretical foundations of weak learners
and their linear combinations. We then point out the useful connection
between Boosting and the Theory of Optimization, which facilitates the
understanding of Boosting and later on enables us to move on to new
Boosting algorithms, applicable to a broad spectrum of problems. In or-
der to increase the relevance of the paper to practitioners, we have added
remarks, pseudo code, “tricks of the trade”, and algorithmic considera-
tions where appropriate. Finally, we illustrate the usefulness of Boosting
algorithms by giving an overview of some existing applications. The main
ideas are illustrated on the problem of binary classification, although sev-
eral extensions are discussed.

1 A Brief History of Boosting

The underlying idea of Boosting is to combine simple “rules” to form an en-
semble such that the performance of the single ensemble member is improved,
i.e. “boosted”. Let hy,ho,...,hr be a set of hypotheses, and consider the com-
posite ensemble hypothesis

T
F@) =3 ahi(@). M
t=1

Here a; denotes the coefficient with which the ensemble member h; is combined;
both a; and the learner or hypothesis h; are to be learned within the Boosting
procedure.

The idea of Boosting has its roots in PAC learning (cf. [188]). Kearns and
Valiant [101] proved the astonishing fact that learners, each performing only
slightly better than random, can be combined to form an arbitrarily good en-
semble hypothesis (when enough data is available). Schapire [163] was the first
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to provide a provably polynomial time Boosting algorithm, while [55] were the
first to apply the Boosting idea to a real-world OCR task, relying on neural
networks as base learners.

The AdaBoost (Adaptive Boosting) algorithm by [67, 68, 70] (cf. Algo-
rithm 2.1) is generally considered as a first step towards more practical Boosting
algorithms. Very similar to AdaBoost is the Arcing algorithm, for which con-
vergence to a linear programming solution can be shown (cf. [27]). Although
the Boosting scheme seemed intuitive in the context of algorithmic design, a
step forward in transparency was taken by explaining Boosting in terms of
a stage-wise gradient descent procedure in an exponential cost function (cf.
[27, 63, T4, 127, 153]). A further interesting step towards practical applicabil-
ity is worth mentioning: large parts of the early Boosting literature persistently
contained the misconception that Boosting would not overfit even when run-
ning for a large number of iterations. Simulations by [81, 153] on data sets with
higher noise content could clearly show overfitting effects, which can only be
avoided by regularizing Boosting so as to limit the complexity of the function
class (cf. Section 6).

When trying to develop means for achieving robust Boosting it is important
to elucidate the relations between Optimization Theory and Boosting procedures
(e.g. [71, 27, 48, 156, 149]). Developing this interesting relationship opened the
field to new types of Boosting algorithms. Among other options it now became
possible to rigorously define Boosting algorithms for regression (cf. [58, 149]),
multi-class problems [3, 155], unsupervised learning (cf. [32, 150]) and to estab-
lish convergence proofs for Boosting algorithms by using results from the The-
ory of Optimization. Further extensions to Boosting algorithms can be found in
[32, 150, 74, 168, 169, 183, 3, 57, 129, 53].

Recently, Boosting strategies have been quite successfully used in various
real-world applications. For instance [176] and earlier [55] and [112] used boosted
ensembles of neural networks for OCR. [139] proposed a non-intrusive monitoring
system for assessing whether certain household appliances consume power or not.
In [49] Boosting was used for tumor classification with gene expression data. For
further applications and more details we refer to the Applications Section 8.3
and to http://wuw.boosting.org/applications.

Although we attempt a full and balanced treatment of most available liter-
ature, naturally the presentation leans in parts towards the authors’ own work.
In fact, the Boosting literature, as will become clear from the bibliography, is so
extensive, that a full treatment would require a book length treatise. The present
review differs from other reviews, such as the ones of [72, 165, 166], mainly in the
choice of the presented material: we place more emphasis on robust algorithms
for Boosting, on connections to other margin based approaches (such as support
vector machines), and on connections to the Theory of Optimization. Finally,
we discuss applications and extensions of Boosting.

The content of this review is organized as follows. After presenting some ba-
sic ideas on Boosting and ensemble methods in the next section, a brief overview
of the underlying theory is given in Section 3. The notion of the margin and its
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connection to successful Boosting is analyzed in Section 4, and the important
link between Boosting and Optimization Theory is discussed in Section 5. Sub-
sequently, in Section 6, we present several approaches to making Boosting more
robust, and proceed in Section 7 by presenting several extensions of the basic
Boosting framework. Section 8.3 then presents a short summary of applications,
and Section 9 summarizes the review and presents some open problems.

2 An Introduction to Boosting and Ensemble Methods

This section includes a brief definition of the general learning setting addressed
in this paper, followed by a discussion of different aspects of ensemble learning.

2.1 Learning from Data and the PAC Property

We focus in this review (except in Section 7) on the problem of binary clas-
sification [50]. The task of binary classification is to find a rule (hypothesis),
which, based on a set of observations, assigns an object to one of two classes.
We represent objects as belonging to an input space X, and denote the possible
outputs of a hypothesis by Y. One possible formalization of this task is to es-
timate a function f : X — Y, using input-output training data pairs generated
independently at random from an unknown probability distribution P(x,y),

(mlayl)a ey (mn:yn) € Rd X {_17 +1}

such that f will correctly predict unseen examples (x,y). In the case where
Y = {—1,+1} we have a so-called hard classifier and the label assigned to an
input x is given by f(x). Often one takes Y = R, termed a soft classifier, in
which case the label assignment is performed according to sign(f(x)). The true
performance of a classifier f is assessed by

L(f) = / A (), 9)dP(z, ), @)

where A denotes a suitably chosen loss function. The risk L(f) is often termed the
generalization error as it measures the expected loss with respect to examples
which were not observed in the training set. For binary classification one often
uses the so-called 0/1-loss A(f(x),y) = I(yf(x) < 0), where I(E) = 1 if the
event F occurs and zero otherwise. Other loss functions are often introduced
depending on the specific context.

Unfortunately the risk cannot be minimized directly, since the underlying
probability distribution P(x,y) is unknown. Therefore, we have to try to esti-
mate a function that is close to the optimal one based on the available informa-
tion, i.e. the training sample and properties of the function class F from which
the solution f is chosen. To this end, we need what is called an induction prin-
ciple. A particularly simple one consists of approximating the minimum of the
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risk (2) by the minimum of the empirical risk

E() = 3 SN @), wm). )

From the law of large numbers (e.g. [61]) one expects that L(f) — L(f) as N —
0. However, in order to guarantee that the function obtained by minimizing L(f)
also attains asymptotically the minimum of L(f) a stronger condition is required.
Intuitively, the complexity of the class of functions F needs to be controlled,
since otherwise a function f with arbitrarily low error on the sample may be
found, which, however, leads to very poor generalization. A sufficient condition
for preventing this phenomenon is the requirement that L(f) converge uniformly
(over F) to L(f); see [50, 191, 4] for further details.

While it is possible to provide conditions for the learning machine which
ensure that asymptotically (as N — oo) the empirical risk minimizer will perform
optimally, for small sample sizes large deviations are possible and overfitting
might occur. Then a small generalization error cannot be obtained by simply
minimizing the training error (3). As mentioned above, one way to avoid the
overfitting dilemma, — called regularization — is to restrict the size of the function
class F that one chooses the function f from [190, 4]. The intuition, which will
be formalized in Section 3, is that a “simple” function that explains most of the
data is preferable to a complex one which fits the data very well (Occam’s razor,
e.g. [21)).

For Boosting algorithms which generate a complex composite hypothesis as
in (1), one may be tempted to think that the complexity of the resulting function
class would increase dramatically when using an ensemble of many learners. How-
ever this is provably not the case under certain conditions (see e.g. Theorem 3),
as the ensemble complexity saturates (cf. Section 3). This insight may lead us to
think that since the complexity of Boosting is limited we might not encounter the
effect of overfitting at all. However when using Boosting procedures on noisy real-
world data, it turns out that regularization (e.g. [103, 186, 143, 43]) is mandatory
if overfitting is to be avoided (cf. Section 6). This is in line with the general expe-
rience in statistical learning procedures when using complex non-linear models,
for instance for neural networks, where a regularization term is used to appropri-
ately limit the complexity of the models (e.g. [2, 159, 143, 133, 135, 187, 191, 36]).

Before proceeding to discuss ensemble methods we briefly review the strong
and weak PAC models for learning binary concepts [188]. Let S be a sample
consisting of N data points {(,,y,)}~_,, where x,, are generated independently
at random from some distribution P(x) and y,, = f(x,), and f belongs to some
known class F of binary functions. A strong PAC learning algorithm has the
property that for every distribution P, every f € F and every 0 < ¢€,6 < 1/2
with probability larger than 1—4, the algorithm outputs a hypothesis h such that
Pr[h(x) # f(x)] < €. The running time of the algorithm should be polynomial
in 1/e,1/8,n,d, where d is the dimension (appropriately defined) of the input
space. A weak PAC learning algorithm is defined analogously, except that it is
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only required to satisfy the conditions for particular € and §, rather than all
pairs. Various extensions and generalization of the basic PAC concept can be
found in [87, 102, 4].

2.2 Ensemble Learning, Boosting and Leveraging

Consider a combination of hypotheses in the form of (1). Clearly there are many
approaches for selecting both the coefficients a; and the base hypotheses h;. In
the so-called Bagging approach [25], the hypotheses {h;}}_, are chosen based
on a set of T' bootstrap samples, and the coefficients a; are set to ay = 1/T (see
e.g. [142] for more refined choices). Although this algorithm seems somewhat
simplistic, it has the nice property that it tends to reduce the variance of the
overall estimate f(x) as discussed for regression [27, 79] and classification [26, 75,
51]. Thus, Bagging is quite often found to improve the performance of complex
(unstable) classifiers, such as neural networks or decision trees [25, 51].

For Boosting the combination of the hypotheses is chosen in a more sophis-
ticated manner. The evolution of the AdaBoost algorithm can be understood
from Figure 1. The intuitive idea is that examples that are misclassified get
higher weights in the next iteration, for instance the examples near the decision
boundary are usually harder to classify and therefore get high weights after a few
iterations. This idea of iterative reweighting of the training sample is essential
to Boosting.
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Fig. 1. Nllustration of AdaBoost on a 2D toy data set: The color indicates the label
and the diameter is proportional to the weight of the examples in the first, second,
third, 5th, 10th and 100th iteration. The dashed lines show the decision boundaries of
the single classifiers (up to the 5th iteration). The solid line shows the decision line of
the combined classifier. In the last two plots the decision line of Bagging is plotted for
a comparison. (Figure taken from [153].)
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Algorithm 2.1 The AdaBoost algorithm [70].
1. Input: S = {(z1,¥1),.--, (x~,yn)}. Number of Iterations T
2. Initialize: d\ = 1/N foralln=1,...,N
3. Dofort=1,...,T,
(a) Train classifier with respect to the weighted sample set {S,d®} and
obtain hypothesis h; : @ — {—1,+1}, i.e. by = L(S,d®)
(b) Calculate the weighted training error &; of hy:

N
e =D i I(yn # hu(@n)) |
n=1
(c) Set:
ar = l1 1 e
t= 2 o8 Et

(d) Update weights:
dStY = dP exp {—awynhi(an)} [ Z¢

where Z; is a normalization constant, such that 32, d{ ") = 1.

4. Break ife; =0ore; > 1 andset T =t — 1.
T

5. Output: fr(x) = Z ot

=7 h(x)
t=1 erzl Qr

More formally, a non-negative weighting d®*) = (dgt), ey dgf,)) is assigned to
the data at step ¢, and a weak learner hy; is constructed based on d¥). This
weighting is updated at each iteration ¢ according to the weighted error incurred
by the weak learner in the last iteration (see Algorithm 2.1). At each step ¢, the
weak learner is required to produce a small weighted empirical error defined by

eu(hi,d®) = 3 dDL(y, # hilwa)- (4)

After selecting the hypothesis h;, its weight a; is computed such that it minimizes
a certain loss function (cf. step (3c)). In AdaBoost one minimizes

N

GAP (@) = ) exp{—yn (ahy(zn) + fi1(2a)}, (5)

n=1

where f; ; is the combined hypothesis of the previous iteration given by

ftfl(mn) = z_: arhr(mn)' (6)

Another very effective approach, proposed in [74], is the LogitBoost algorithm,
where the cost function analogous to (5) is given by

G ) =) log {1+ exp (—yn(ahe(@n) + fi-1(20)))} - (7)

n=1
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An important feature of (7) as compared to (5) is that the former increases only
linearly for negative values of y, (ah:(x,) + fi—1(2,)), while the latter increases
exponentially. It turns out that this difference is important in noisy situations,
where AdaBoost tends to focus too much on outliers and noisy data. In Section 6
we will discuss other techniques to approach this problem. Some further details
concerning LogitBoost will be given in Section 5.2.

For AdaBoost it has been shown [168] that a; in (5) can be computed analyt-
ically leading to the expression in step (3c) of Algorithm 2.1. Based on the new
combined hypothesis, the weighting d of the sample is updated as in step (3d)
of Algorithm 2.1. The initial weighting d*) is chosen uniformly: d(nl) =1/N.

The so-called Arcing algorithms proposed in [27] are similar to AdaBoost,
but use a different loss function.® Each loss function leads to different weighting
schemes of the examples and hypothesis coefficients. One well-known example
is Arc-X4 where one uses a fourth order polynomial to compute the weight of
the examples. Arcing is the predecessor of the more general leveraging algo-
rithms discussed in Section 5.2. Moreover, for one variant, called Arc-GV, it has

been shown [27] to find the linear combination that solves a linear optimization
problem (LP) (cf. Section 4).

The AdaBoost algorithm presented above is based on using binary (hard)
weak learners. In [168] and much subsequent work, real-valued (soft) weak learn-
ers were used. One may also find the hypothesis weight a; and the hypothesis
hy in parallel, such that (5) is minimized. Many other variants of Boosting al-
gorithms have emerged over the past few years, many of which operate very
similarly to AdaBoost, even though they often do not possess the PAC-boosting
property. The PAC-boosting property refers to schemes which are able to guar-
antee that weak learning algorithms are indeed transformed into strong learning
algorithms in the sense described in Section 2.1. Duffy and Helmbold [59] reserve
the term ‘boosting’ for algorithms for which the PAC-boosting property can be
proved to hold, while using ‘leveraging’ in all other cases. Since we are not overly
concerned with PAC learning per se in this review, we use the terms ‘boosting’
and ‘leveraging’ interchangeably.

In principle, any leveraging approach iteratively selects one hypothesis h; €
H at a time and then updates their weights; this can be implemented in different
ways. Ideally, given {hi,...,h:}, one solves the optimization problem for all
hypothesis coefficients {1, ..., a:}, as proposed by [81, 104, 48]. In contrast to
this, the greedy approach is used by the original AdaBoost/Arc-GV algorithm
as discussed above: only the weight of the last hypothesis is selected, while
minimizing some appropriate cost function [27, 74, 127, 153]. Later we will show
in Sections 4 and 5 that this relates to barrier optimization techniques [156]
and coordinate descent methods [197, 151]. Additionally, we will briefly discuss
relations to information geometry [24, 34, 110, 104, 39, 147, 111] and column
generation techniques (cf. Section 6.2).

3 Any convex loss function is allowed that goes to infinity when the margin goes to
minus infinity and to zero when the margin goes to infinity.
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An important issue in the context of the algorithms discussed in this review
pertains to the construction of the weak learner (e.g. step (3a) in Algorithm 2.1).
At step t, the weak learner is constructed based on the weighting d¥). There are
basically two approaches to taking the weighting into consideration. In the first
approach, we assume that the learning algorithm can operate with reweighted
examples. For example, if the weak learner is based on minimizing a cost func-
tion (see Section 5), one can construct a revised cost function which assigns a
weight to each of the examples, so that heavily weighted examples are more in-
fluential. For example, for the least squares error one may attempt to minimize
2521 d¥ (yn — h(zy))?. However, not all weak learners are easily adaptable to
the inclusion of weights. An approach proposed in [68] is based on resampling
the data with replacement based on the distribution d®. The latter approach
is more general as it is applicable to any weak learner; however, the former ap-
proach has been more widely used in practice. Friedman [73] has also considered
sampling based approaches within the general framework described in Section 5.
He found that in certain situations (small samples and powerful weak learners) it
is advantageous to sample a subset of the data rather than the full data set itself,
where different subsets are sampled at each iteration of the algorithm. Overall,
however, it is not yet clear whether there is a distinct advantage to using either
one of the two approaches.

3 Learning Theoretical Foundations of Boosting

3.1 The Existence of Weak Learners

We have seen that AdaBoost operates by forming a re-weighting d of the data
at each step, and constructing a base learner based on d. In order to gauge the
performance of a base learner, we first define a baseline learner.

Definition 1. Letd = (di,...,dn) be a probability weighting of the data points
S. Let Sy be the subset of the positively labeled points, and similarly for S_. Set
D, = En:yn=+1 d, and similarly for D_. The baseline classifier fg; is defined
as fp(x) = sign(Dy — D_) for all x. In other words, the baseline classifier
predicts +1 if Dy > D_ and —1 otherwise. It is immediately obvious that for
any weighting d, the error of the baseline classifier is at most 1/2.

The notion of weak learner has been introduced in the context of PAC learn-
ing at the end of Section 2.1. However, this definition is too limited for most
applications. In the context of this review, we define a weak learner as follows.
A learner is a weak learner for sample S if, given any weighting d on S, it is able
to achieve a weighted classification error (see (4)) which is strictly smaller than
1/2.

A key ingredient of Boosting algorithms is a weak learner which is required
to exist in order for the overall algorithm to perform well. In the context of
binary classification, we demand that the weighted empirical error of each weak
learner is strictly smaller than % - %7, where 7 is an edge parameter quantifying



127

the deviation of the performance of the weak learner from the baseline classifier
introduced in Definition 1. Consider a weak learner that outputs a binary clas-
sifier h based on a data set, S = {(zn,yn)}_, each pair (x,,y,) of which is
weighted by a non-negative weight d,,. We then demand that

N
e(h,d) = dnIyn # h(zn)] <

n=1

v (v>0). (8)

N | =
N =

For simple weak learners, it may not be possible to find a strictly positive
value of « for which (8) holds without making any assumptions about the
data. For example, consider the two-dimensional xor problem with N = 4,
x; = (—1,-1), 2y = (+1,+1),x3 = (—1,+1),z4 = (+1,+1), and corresponding
labels {—1,—1, 41, +1}. If the weak learner h is restricted to be an axis-parallel
half-space, it is clear that no such h can achieve an error smaller than 1/2 for a
uniform weighting over the examples.

We consider two situations, where it is possible to establish the strict positiv-
ity of 7, and to set a lower bound on its value. Consider a mapping f from the bi-
nary cube X = {—1,+1}¢to Y = {—1, 1}, and assume the true labels y,, are given
by v, = f(x,). We wish to approximate f by combinations of binary hypotheses
ht belonging to H. Intuitively we expect that a large edge v can be achieved if
we can find a weak hypothesis h which correlates well with f (cf. Section 4.1).
Let H be a class of binary hypotheses (Boolean functions), and let D be a distri-
bution over X. The correlation between f and H, with respect to D, is given by
Ch,p(f) = suppecy Ep{f(x)h(x)}. The distribution-free correlation between f
and H is given by Cu(f) = inf p Ch,p(f)- [64] shows that if T > 21og(2)dCh(f) 2

then f can be represented exactly as f(x) = sign (Zthl hy (:1:)) In other words,

if H is highly correlated with the target function f, then f can be exactly repre-
sented as a convex combinations of a small number of functions from H. Hence,
after a sufficiently large number of Boosting iterations, the empirical error can
be expected to approach zero. Interestingly, this result is related to the Min-Max
theorem presented in Section 4.1.

Fig.2. A single convex set con-
taining the positively labeled ex-
amples separated from the nega-
tive examples by a gap of 7.
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The results of [64] address only the case of Boolean functions and a known
target function f. An important question that arises relates to the establishment
of geometric conditions for which the existence of a weak learner can be guaran-
teed. Consider the case where the input patterns & belong to R?, and let H, the
class of weak learners, consisting of linear classifiers of the form sign(w "z + b).
It is not hard to show [122], that for any distribution d over a training set of
distinct points, e(h,d) < ; — ¢/N, where ¢ is an absolute constant. In other
words, for any d one can find a linear classifier that achieves an edge of at least
¢/N. However, as will become clear in Section 3.4 such an advantage does not
suffice to guarantee good generalization. This is not surprising, since the claim
holds even for arbitrarily labeled points, for which no generalization can be ex-
pected. In order to obtain a larger edge, some assumptions need to be made
about the data. Intuitively, we expect that situations where the positively and
negatively labeled points are well separated are conducive to achieving a large
edge by linear classifiers. Consider, for example, the case where the positively
labeled points are enclosed within a compact convex region in K C R?, while
the remaining points are located outside of this region, such that the distance
between the oppositely labeled points is at least 1, for some 1 > 0 (see Figure 2).
It is not hard to show that in this case [122] v > v > 0, namely the edge is
strictly larger than zero, independently of the sample size (7o is related to the
number of faces of the smallest convex polytope that covers only the positively
labeled points, see also discussion in Section 4.2).

In general situations, the data may be strongly overlapping. In order to deal
with such cases, much more advanced tools need to be wielded based on the
theory of Geometric Discrepancy [128]. The technical details of this develop-
ment are beyond the scope of this paper. The interested reader is referred to
[121, 122] for further details. In general, there has not been much work on estab-
lishing geometric conditions for the existence of weak learners for other types of
classifiers.

3.2 Convergence of the Training Error to Zero

As we have seen in the previous section, it is possible under appropriate condi-
tions to guarantee that the weighted empirical error of a weak learner is smaller
than 1 — 17, v > 0. We now show that this condition suffices to ensure that
the empirical error of the composite hypothesis converges to zero as the number
of iterations increases. In fact, anticipating the generalization bounds in Sec-
tion 3.4, we present a somewhat stronger result. We establish the claim for the
AdaBoost algorithm; similar claims can be proven for other Boosting algorithms
(cf. Section 4.1 and [59]).

Keeping in mind that we may use a real-valued function f for classification,
we often want to take advantage of the actual value of f, even though classifica-
tion is performed using sign(f). The actual value of f contains information about
the confidence with which sign(f) is predicted (e.g. [4]). For binary classification
(y € {—1,+1}) and f € R we define the margin of f at example (,,y,) as

pn(f) = ynf(wn) (9)
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Consider the following function defined for 0 < 6 < 1,
1 if 2 <0,
po(z) =¢1—2/0 if0<z<80,
0 otherwise .

Let f be a real-valued function taking values in [—1, +1]. The empirical margin
error is defined as

A

)= D eolnf (). (10)

It is obvious from the definition that the classification error, namely the fraction
of misclassified examples, is given by 8 = 0, i.e. L(f) = L°(f). In addition,
L?(f) is monotonically increasing in §. We note that one often uses the so-called
0/1-margin error defined by

1 N
_NZ ynfwn <0)

Notlng that @g(yf(z)) < I(yf(x) < ), it follows that Lf(f) < L?(f). Since we
use L?(f) as part of an upper bound on the generalization error in Section 3.4,
the bound we obtain using it is tighter than would be obtained using L?(f).

Theorem 1 ([167]). Consider AdaBoost as described in Algorithm 2.1. Assume
that at each round t, the weighted empirical error satisfies e(hy,d®)) < % - %”yt.
Then the empirical margin error of the composite hypothesis fr obeys

+6

(1—%) (1+%) el (11)

=

LP(fr) <

t=1

Proof. We present a proof from [167] for the case where h; € {—1,+1}. We begin
by showing that for every {a:}

T T
L(fr) < exp (0204t> (H Zt) : (12)
t=1

t=1

By definition
N
Zt ] Z dg)efynatht(zn)

n=1
S dleat Y dDe

nyn=hs(Tn) n:YnZhe (Tn)
=1 —e)e™™ +ee™
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From the definition of fr it follows that

T T
yfr(z) <0 = exp (—yZatht(z) +62at) >1,
t=1 t=1
which we rewrite as

I[Y fr(X) < 0] < exp <—y D ahi(z) +0) at> . (13)

=1
Note that
g+ _ 4 exp (—aryahr (@)
n Zr
exp (— Ethl Ottynht(ﬂfn))

= (by induction). (14)
NI, 2

Using (13) and (14) we find that

< % Z [GXP <_yn ; aghy(zn) + 6 z at)]

t=1

1 T N T
= &P (0 Z ozt) Z exp (—yn Z atht(xn)>
, t=1 ;_1 h t=1
= exp (0 Z ozt) (H Zt> Z d(nT+1)
t=1 t=1

n=1

() i)

Next, set oz = (1/2)log((1 — &¢)/e¢) as in Algorithm 2.1, which easily implies

that
Zt = 2\/6,5(1 - 6t).

Substituting this result into (12) we find that

=1

T
() < [ aei " — et
t=1

which yields the desired result upon recalling that &; = 1/2 — /2, and noting
that £7(f) < L°(f).
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In the special case that 8 = 0, i.e. one considers the training error, we find that
i(fT) <e~ s 73/27

from which we infer that the condition 23:1 v — oo suffices to guarantee that
L(fr) — 0. For example, the condition ~; > ¢/+/t suffices for this.* Clearly
this holds if 74 > v > 0 for some positive constant vp. In fact, in this case
LO(fr) — 0 for any 6 < /2.

In general, however, one may not be interested in the convergence of the
empirical error to zero, due to overfitting (see discussion in Section 6). Sufficient
conditions for convergence of the error to a nonzero value can be found in [121].

3.3 Generalization Error Bounds

In this section we consider binary classifiers only, namely f : X — {—1,+1}.
A learning algorithm can be viewed as a procedure for mapping any data set
S = {(xn,yn)}_, to some hypothesis h belonging to a hypothesis class H
consisting of functions from X to {—1,+1}. In principle, one is interested in
quantifying the performance of the hypothesis f on future data. Since the data
S consists of randomly drawn pairs (x,, y,), both the data-set and the generated
hypothesis f are random variables. Let Ay, f(x)) be a loss function, measuring
the loss incurred by using the hypothesis f to classify input x, the true label
of which is y. As in Section 2.1 the expected loss incurred by a hypothesis f is
given by L(h) = E{\(y, f(x))}, where the expectation is taken with respect to
the unknown probability distribution generating the pairs (z,,y,). In the sequel
we will consider the case of binary classification and 0/1-loss

My, f(@)) =1y # f(2)],

where I[€] = 1, if the event £ occurs and zero otherwise. In this case it is easy
to see that L(f) = Pry # h(z)], namely the probability of misclassification.

A classic result by Vapnik and Chervonenkis relates the empirical classifi-
cation error of a binary hypothesis f, to the probability of error Prly # f(x)].
For binary functions f we use the notation P(y # f(z)) for the probability of
error and P(y # f(x) for the empirical classification error. Before presenting
the result, we need to define the VC-dimension of a class of binary hypotheses
F. Consider a set of N points X = (x1,...,xy). Each binary function f defines
a dichotomy (f(x1),...,f(zn)) € {—1,+1}" on these points. Allowing f to
run over all elements of F, we generate a subset of the binary N-dimensional
cube {—1,+1}¥, denoted by Fx, i.e. Fx = {(f(x1),...,f(zn)) : f € F}. The
VC-dimension of F, VCdim(F), is defined as the maximal cardinality of the set
of points X = (xy,...,xy) for which |Fx| = 2¥. Good estimates of the VC
dimension are available for many classes of hypotheses. For example, in the d-
dimensional space R? one finds for hyperplanes a VC dimension of d + 1, while

* When one uses binary valued hypotheses, then v; > ¢/t is already sufficient to
achieve a margin of at least zero on all training examples (cf. [146], Lemma 2.2, 2.3).



132

for rectangles the VC dimension is 2d. Many more results and bounds on the
VC dimension of various classes can be found in [50] and [4].
We present an improved version of the classic VC bound, taken from [11].

Theorem 2 ([192]). Let F be a class of {—1, +1}-valued functions defined over
a set X. Let P be a probability distribution on X x {—1,+1}, and suppose that
N-samples S = {(x1,y1),...,(xN,yn)} are generated independently at random
according to P. Then, there is an absolute constant ¢, such that for any integer
N, with probability at least 1 — & over samples of length N, every f € F satisfies

Pl # f@) < Ply # f(a) + oy LImOLI8/0) g

We comment that the original bound in [192] contained an extra factor of
log N multiplying VCdim(F) in (15).

The finite-sample bound presented in Theorem 2 has proved very useful in
theoretical studies. It should also be stressed that the bound is distribution
free, namely it holds independently of the underlying probability measure P.
Moreover, it can be shown ([50], Theorem 14.5) to be optimal in rate in a precise
minimax sense. However, in practical applications it is often far too conservative
to yield useful results.

3.4 Margin based Generalization Bounds

In spite of the claimed optimality of the above bound, there is good reason to
investigate bounds which improve upon it. While such an endeavor may seem
futile in light of the purported optimality of (15), we observe that the bound
is optimal only in a distribution-free setting, where no restrictions are placed
on the probability distribution P. In fact, one may want to take advantage of
certain regularity properties of the data in order to improve the bound. However,
in order to retain the appealing distribution-free feature of the bound (15), we
do not want to impose any a-priori conditions on P. Rather, the idea is to
construct a so-called luckiness function based on the data [179], which yields
improved bounds in situations where the structure of the data happens to be
‘simple’. In order to make more effective use of a classifier, we now allow the
class of classifiers F to be real-valued. In view of the discussion in Section 3.1, a
good candidate for a luckiness function is the margin-based loss L?(f) defined
in (10). The probability of error is given by L(f) = P(y # sign(f(x)))-

For real-valued classifiers F, define a new notion of complexity, related to the
VC dimension but somewhat more general. Let {o1,...,0n} be a sequence of
{-1,+1}-valued random variables generated independently by setting each o,
to {—1,+1} with equal probability. Additionally, let {z1,...,zx} be generated
independently at random according to some law P. The Rademacher complexity
[189] of the class F is given by

RN (F) = Esup
feF

?

1 N
n=1
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where the expectation is taken with respect to both {o,} and {z,}. The Rade-
macher complexity has proven to be essential in the derivation of effective gen-
eralization bounds (e.g. [189, 11, 108, 10]).

The basic intuition behind the definition of Ry (F) is its interpretation as
a measure of correlation between the class F and a random set of labels. For
very rich function classes F we expect a large value of Ry (F) while small func-
tion classes can only achieve small correlations with random labels. In the
special case that the class F consists of binary functions, one can show that
Rn(F) = 0(y/VCdim(F)/N). For real-valued functions, one needs to extend the
notion of VC dimension to the so-called pseudo-dimension (e.g. [4]), in which
case one can show that Ry (F) = O(y/Pdim(F)/N). It is not hard to show that
VCdim(sign(F)) < Pdim(F).

The following theorem (cf. [108]) provides a bound on the probability of
misclassification using a margin-based loss function.

Theorem 3 ([108]). Let F be a class of real-valued functions from X to [—1, +1],
and let § € [0,1]. Let P be a probability distribution on X x {—1,+1}, and sup-
pose that N-samples S = {(x1,v1),--.,(xN,yn)} are generated independently
at random according to P. Then, for any integer N, with probability at least 1—46
over samples of length N, every f € F satisfies

4RN(F) , [log2/0)
0 2N

In order to understand the significance of Theorem 3, consider a situation
where one can find a function f which achieves a low margin error L(f) for
a large value of the margin parameter 6. In other words, Lf(f) ~ L(f) for
large values of 6. In this case the second term on the r.h.s. in (16) can be
made to be smaller than the corresponding term in (15) (recall that Ry (F) =
O(y/Pdim(F)/N) for classes with finite pseudo-dimension), using the standard
VC bounds. Note that Theorem 3 has implications concerning the size of the
margin 0. In particular, assuming F is a class with finite VC dimension, we have
that the second term on the r.h.s. of (16) is of the order O(,/VCdim(F)/N6?).
In order that this term decrease to zero it is mandatory that 6 > 1/v/N. In
other words, in order to lead to useful generalization bounds the margin must
be sufficiently large with respect to the sample size N.

However, the main significance of (16) arises from its application to the spe-
cific class of functions arising in Boosting algorithms. Recall that in Boosting,
one generates a hypothesis f which can be written as fr(x) = Zthl athy(x),
namely a linear combination with non-negative coefficients of base hypotheses
hi,...,hs, each belonging to the class H. Consider the class of functions

L(f) <LP(f) + (16)

T T
COT(F):{f:f(m):Zatht(m) toyg 20, Zat=1; htEH};
t=1 t=1

corresponding to the ¢;-normalized function output by the Boosting algorithm.
The convex hull is given by letting T' — oo in cor.
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The key feature in the application of Theorem 3 to Boosting is the observation
that for any class of real-valued functions H, Ry (cor(H)) = Ry (H) for any T
(e.g. [11]), namely the Rademacher complexity of cor(H) is not larger than that
of the base class H itself. On the other hand, since h;(x) are in general non-linear
functions, the linear combination Zthl athi(x) represents a potentially highly
complex function which can lead to very low margin error L?(fr). Combining
these observations, we obtain the following result, which improves upon the first
bounds of this nature presented in [167].

Corollary 1. Let the conditions of Theorem 3 hold, and set F = cor(H). Then,
for any integer N, with probability at least 1 — 6§ over samples of length N, every
f € cor(H) satisfies

4RN(H)+ log(2/4)
0 2N

L(f) <L°(f) + (17)
Had we used a bound of the form of (15) for f € cor(H), we would have obtained
a bound depending on Pdim(cor(H)), which often grows linearly in T', leading to
inferior results. The important observation here is that the complexity penalty
in (17) is independent of T', the number of Boosting iterations.

As a final comment we add that a considerable amount of recent work has
been devoted to the derivation of so-called data-dependent bounds (e.g. [5, 9,
92]), where the second term on the r.h.s. of (16) is made to depend explicitly on
the data. Data-dependent bounds depending explicitly on the weights a; of the
weak learners are given in [130]. In addition, bounds which take into account
the full margin distribution are presented in [180, 45, 181]. Such results are
particularly useful for the purpose of model selection, but are beyond the scope
of this review.

3.5 Consistency

The bounds presented in Theorems 2 and 3, depend explicitly on the data, and
are therefore potentially useful for the purpose of model selection. However,
an interesting question regarding the statistical consistency of these procedures
arises. Consider a generic binary classification problem, characterized by the class
conditional distribution function P(y|x), where 7(x) = P(y = 1|x) is assumed
to belong to some target class of functions T. It is well known [50] that in this
case the optimal classifier is given by the Bayes classifier fp(x) = sign(r(z)—1),
leading to the minimal error Lg = L(fg). We say that an algorithm is strongly
consistent with respect to T if, based on a sample of size N, it generates an
empirical classifier fx for which L(fn) — Lp almost surely for N — oo, for every
7 € J. While consistency may seem to be mainly of theoretical significance, it
is reassuring to have the guarantee that a given procedure ultimately performs
optimally. However, it turns out that in many cases inconsistent procedures
perform better for finite amounts of data, than consistent ones. A classic example
of this is the so-called James-Stein estimator ([96, 160], Section 2.4.5).
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In order to establish consistency one needs to assume (or prove in specific
cases) that as T' — oo the class of functions cor(H) is dense in T. The consistency
of Boosting algorithms has recently been established in [116, 123], following
related previous work [97]. The work of [123] also includes rates of convergence
for specific weak learners and target classes T. We point out that the full proof
of consistency must tackle at least three issues. First, it must be shown that
the specific algorithm used converges as a function of the number of iterations
- this is essentially an issue of optimization. Furthermore, one must show that
the function to which the algorithm converges itself converges to the optimal
estimator as the sample size increases - this is a statistical issue. Finally, the
approximation theoretic issue of whether the class of weak learners is sufficiently
powerful to represent the underlying decision boundary must also be addressed.

4 Boosting and Large Margins

In this section we discuss AdaBoost in the context of large margin algorithms.
In particular, we try to shed light on the question of whether, and under what
conditions, boosting yields large margins. In [67] it was shown that AdaBoost
quickly finds a combined hypothesis that is consistent with the training data.
[167] and [27] indicated that AdaBoost computes hypotheses with large margins,
if one continues iterating after reaching zero classification error. It is clear that
the margin should be as large as possible on most training examples in order to
minimize the complexity term in (17). If one assumes that the base learner always
achieves a weighted training error ¢, < 1/2 — /2 with v > 0, then AdaBoost
generates a hypothesis with margin larger than /2 [167, 27]. However, from the
Min-Max theorem of linear programming [193] (see Theorem 4 below) one finds
that the achievable margin p* is at least ~ [69, 27, 72].

We start with a brief review of some standard definitions and results for the
margin of an example and of a hyperplane. Then we analyze the asymptotic
properties of a slightly more general version, called AdaBoost,, which is equiv-
alent to AdaBoost for ¢ = 0, while assuming that the problem is separable.
We show that there will be a subset of examples — the support patterns [153] —
asymptotically having the same smallest margin. All weights d are asymptoti-
cally concentrated on these examples. Furthermore, we find that AdaBoost, is
able to achieve larger margins, if ¢ is chosen appropriately. We briefly discuss
two algorithms for adaptively choosing ¢ to maximize the margin.

4.1 Weak learning, Edges and Margins

The assumption made concerning the base learning algorithm in the PAC-
Boosting setting (cf. Section 3.1) is that it returns a hypothesis h from a fixed
set H that is slightly better than the baseline classifier introduced in Definition 1.
This means that for any distribution, the error rate ¢ is consistently smaller than
1_1

5 — 37 for some fixed v > 0.
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Recall that the error rate € of a base hypothesis is defined as the weighted
fraction of points that are misclassified (cf. (8)). The weighting d = (dy, ..., dn)
of the examples is such that d, > 0 and Ele d, = 1. A more convenient
quantity to measure the quality of the hypothesis h is the edge [27], which is
also applicable and useful for real-valued hypotheses:

N
v(h,d) = Z dnynh(,). (18)

The edge is an affine transformation of £(h, d) in the case when h(z) € {—1,+1}:
e(h,d) = £ — 1v(h,d) [68, 27, 168]. Recall from Section 3.2 that the margin of a
function f for a given example (€, yy) is defined by p,(f) = ynf(xns) (cf. (9)).

Assume for simplicity that H is a finite hypothesis class H = {h; | j =
1,...,J}, and suppose we combine all possible hypotheses from H. Then the
following well-known theorem establishes the connection between margins and
edges (first noted in connection with Boosting in [68, 27]). Its proof follows

directly from the duality of the two optimization problems.

Theorem 4 (Min-Max-Theorem, [193]).

w 1<n<N
n=1 - =

N J
* = min max dn nil Ty =max min y, ’IUil Tn — *’ 19
v d e {Z Ynh( )} Yy J; ihj(@n) 0", (19)

where d € PV, w € P’ and P* is the k-dimensional probability simplex.

Thus, the minimal edge v* that can be achieved over all possible weightings d
of the training set is equal to the maximal margin ¢* of a combined hypothesis
from H. We refer to the left hand side of (19) as the edge minimization problem.
This problem can be rewritten as a linear program (LP):

min
77OSdERN
N N B B (20)
st. Y dp=1and Y dpyah(z,) <y VheH.
n=1 n=1

For any non-optimal weightings d and w we always have maxj y(h,d) > v* =

0" > minp—1, . N Ynfw(Tn), where
fu(®) =Y wih;(@). (21)

If the base learning algorithm is guaranteed to return a hypothesis with edge
at least v for any weighting, there exists a combined hypothesis with margin
at least . If v = ~*, i.e. the lower bound = is as large as possible, then there
exists a combined hypothesis with margin exactly v = ¢* (only using hypotheses
that are actually returned by the base learner). From this discussion we can
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derive a sufficient condition on the base learning algorithm to reach the maximal
margin: If it returns hypotheses whose edges are at least v*, there exists a linear
combination of these hypotheses that has margin v* = p*. This explains the
termination condition in Algorithm 2.1 (step (4)).

Remark 1. Theorem 4 was stated for finite hypothesis sets H. However, the same
result holds also for countable hypothesis classes. For uncountable classes, one
can establish the same results under some regularity conditions on H, in partic-
ular that the real-valued hypotheses h are uniformly bounded (cf. [93, 149, 157,
147]).

To avoid confusion, note that the hypotheses indexed as elements of the
hypothesis set H are marked by a tilde, i.e. hi,...,hy, whereas the hypotheses
returned by the base learner are denoted by hy, ..., hr. The output of AdaBoost
and similar algorithms is a sequence of pairs (a4, h;) and a combined hypothesis
fi(z) = Eizl ah,. (). But how do the a’s relate to the w’s used in Theorem 4%
At every step of AdaBoost, one can compute the weight for each hypothesis ﬁj
in the following way:5

wh =Y o X(hy = hy), j=1,...,0. (22)

It is easy to verify that Zf,zl aphy(x) = E;.Izl w’ hj(x). Also note, if the a’s are

positive (as in Algorithm 2.1), then ||w||; = ||e||1 holds.

4.2 Geometric Interpretation of p-Norm Margins

Margins have been used frequently in the context of Support Vector Machines
(SVMs) [22, 41, 190] and Boosting. These so-called large margin algorithms fo-
cus on generating hyperplanes/functions with large margins on most training
examples. Let us therefore study some properties of the maximum margin hy-
perplane and discuss some consequences of using different norms for measuring
the margin (see also Section 6.3).

Suppose we are given N examples in some space F: S = {(x,,y,)}\_,, where
(xn,yn) C F x {-1,1}. Note that we use x as elements of the feature space F
instead of x as elements of the input space X (details below). We are interested
in the separation of the training set using a hyperplane A through the origin®
A ={x| (x,w) = 0} in F determined by some vector w, which is assumed to
be normalized with respect to some norm. The £,-norm margin of an example
(xn,yn) with respect to the hyperplane A is defined as

Yn{Tn, W)

Pal) = el

% For simplicity, we have omitted the normalization implicit in Theorem 4.
5 This can easily be generalized to general hyperplanes by introducing a bias term.

?
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where the superscript p € [1,00] specifies the norm with respect to which w is
normalized (the default is p = 1). A positive margin corresponds to a correct
classification. The margin of the hyperplane A is defined as the minimum margin
over all N examples, p?(w) = min,, p? (w).

To maximize the margin of the hyperplane one has to solve the following
convex optimization problem [119, 22]:

max pP(w) = max min M (23)
w wo1sn<N - flwllp

The form of (23) implies that without loss of generality we may take ||Jw]||, =1,
leading to the following convex optimization problem:

max p

pyw

st ynl{xn,w)>p, n=12,...,N (24)
llwll, = 1.

Observe that in the case where p =1 and w; > 0, we obtain a Linear Program
(LP) (cf. (19)). Moreover, from this formulation it is clear that only a few of
the constraints in (24) will typically be active. These constraints correspond to
the most difficult examples, called the support patterns in boosting and support
vectors in SVMs.”

The following theorem gives a geometric interpretation to (23): Using the £,-
norm to normalize w corresponds to measuring the distance to the hyperplane
with the dual £;-norm, where 1/p+1/¢ = 1.

Theorem 5 ([120]). Let x € F be any point which is not on the plane A :=
{X | (X,w) =0}. Then for p € [1,0]:

Rl = = (29)

where ||x — A||; = mingea |[|x — X||; denotes the distance of x to the plane A
measured with the dual norm £,.

Thus, the £,-margin of x,, is the signed £,-distance of the point to the hyperplane.
If the point is on the correct side of the hyperplane, the margin is positive (see
Figure 3 for an illustration of Theorem 5).

Let us discuss two special cases: p=1 and p = 2:

Boosting (p = 1) In the case of Boosting, the space F is spanned by the base
hypotheses. One considers the set of base hypotheses that could be generated by
the base learner — the base hypothesis set — and constructs a mapping & from
the input space X to the “feature space” F:

le(w)
&(x) = |l2(x)| . X 5 F. (26)

7 In Section 4.4 we will discuss the relation of the Lagrange multipliers of these con-
straints and the weights d on the examples.
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Fig. 3. The maximum margin so-

-04r % x lution for different norms on a toy
example: £e-norm (solid) and £2-
-05 norm (dashed). The margin ar-

eas are indicated by the dash-

-0.6 dotted lines. The examples with la-
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-0.7 and ‘o’; respectively. To maximize
- O----= - the £o-norm and ¢>-norm margin,
08 o we solved (23) with p = 1 and
p = 2, respectively. The foo-norm

-0.9 .
-0.5 0 0.5 1 15 often leads to fewer supporting ex-

amples and sparse weight-vectors.

In this case the margin of an example is (cf. (22))

_ Yn(Xn, w) _Yn > w;h; (@) _Yn > athe(@n)

1
pr(w) =
2= Ty S a0

as used before in Algorithm 2.1, where we used the ¢;-norm for normalization
and without loss of generality assumed that the w’s and a’s are non-negative
(assuming H is closed under negation). By Theorem 5, one therefore maximizes
the /o-norm distance of the mapped examples to the hyperplane in the feature
space F. Under mild assumptions, one can show that the maximum margin
hyperplane is aligned with most coordinate axes in the feature space, i.e. many
wj;’s are zero (cf. Figure 3 and Section 6.3).

Support Vector Machines (p = 2) Here, the feature space F is implicitly defined
by a Mercer kernel k(x,y) [131], which computes the inner product of two ex-
amples in the feature space F [22, 175]. One can show that for every such kernel
there exists a mapping @ : X — F, such that k(z,y) = (®(x),P(y)) for all
x,y € X. Additionally, one uses the £y-norm for normalization and, hence, the
Euclidean distance to measure distances between the mapped examples and the
hyperplane in the feature space F:

||w||2 \/Eﬁj:l /32133 k(mz’, iI}j)

where we used the Representer Theorem [103, 172] that shows that the maximum
margin solution w can be written as a sum of the mapped examples, i.e. w =

YN Bad(x).

4.3 AdaBoost and Large Margins

We have seen in Section 3.4 that a large value of the margin is conducive to good
generalization, in the sense that if a large margin can be achieved with respect
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to the data, then an upper bound on the generalization error is small (see also
discussion in Section 6). This observation motivates searching for algorithms
which maximize the margin.

Convergence properties of AdaBoost We analyze a slightly generalized
version of AdaBoost. One introduces a new parameter, g, in step (3c) of Algo-
rithm 2.1 and chooses the weight of the new hypothesis differently:

1 1+
at:510g1_zz

1+e
1-po

10
2

This algorithm was first introduced in [27] as unnormalized Arcing with expo-
nential function and in [153] as AdaBoost-type algorithm. Moreover, it is similar
to an algorithm proposed in [71] (see also [177]). Here we will call it AdaBoost,.
Note that the original AdaBoost algorithm corresponds to the choice g = 0.

Let us for the moment assume that we chose g at each iteration differently,
i.e. we consider sequences {g;}L_;, which might either be specified before running
the algorithm or computed based on results obtained during the running of the
algorithm. In the following we address the issue of how well this algorithm,
denoted by AdaBoosty,,}, is able to increase the margin, and bound the fraction
of examples with margin smaller than some value 6.

We start with a result generalizing Theorem 1 (cf. Section 3.2) to the case
0 # 0 and a slightly different loss:

Proposition 1 ([153]). Let ; be the edge of h; at the t-th step of AdaBoost,.
Assume —1 < gt <y fort =1,...,T. Then for all § € [-1,1]

N

1460
1 L—% T+y) >
)< — nfr(Tn) < 0) < 2
B € 3 X Tanfr(en) a_g(l_gt) <1+gt> (27)

The algorithm makes progress, if each of the products on the right hand side of
(27) is smaller than one.

Suppose we would like to reach a margin 8 on all training examples, where
we obviously need to assume 6 < g* (here p* is defined in (19)). The question
arises as to which sequence of {g;}~ ; one should use to find such a combined
hypothesis in as few iterations as possible (according to (27)). One can show
that the right hand side of (27) is minimized for g; = 6 and, hence, one should
always use this choice, independent of how the base learner performs.

Using Proposition 1, we can determine an upper bound on the number of
iterations needed by AdaBoost, for achieving a margin of p on all examples,
given that the maximum margin is ¢* (cf. [167, 157]):

Corollary 2. Assume the base learner always achieves an edge v, > o*. If 0 <
0< " —v, v >0, then AdaBoost, will converge to a solution with margin of at

2
least o on all examples in at most f%] + 1 steps.
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Maximal Margins Using the methodology reviewed so far, we can also analyze
to what value the maximum margin of the original AdaBoost algorithm converges
asymptotically. First, we state a lower bound on the margin that is achieved by
AdaBoost,. We find that the size of the margin is not as large as it could be
theoretically based on Theorem 4. We briefly discuss below two algorithms that
are able to maximize the margin.

As long as each factor on the r.h.s. of (27) is smaller than 1, the bound
decreases. If it is bounded away from 1, then it converges exponentially fast to
zero. The following corollary considers the asymptotic case and provides a lower
bound on the margin when running AdaBoost, forever.

Corollary 3 ([153]). Assume AdaBoost, generates hypotheses hi, ha, ... with
edges vi, v2, .... Let v = infi—1 2 v and assume v > p. Then the smallest
margin p of the combined hypothesis is asymptotically (¢ — oc) bounded from
below by

log(1 — 0%) —log(1-7*) _ v+o
= 1 1 = 92
log (;_;) _log (gg)

From (28) one can understand the interaction between ¢ and +: if the difference
between v and p is small, then the middle term of (28) is small. Thus, if g is
large (assuming ¢ < ), then p must be large, i.e. choosing a larger g results in
a larger margin on the training examples.

(28)

Remark 2. Under the conditions of Corollary 3, one can compute a lower bound
on the hypothesis coeflicients in each iteration. Hence the sum of the hypothesis
coefficients will increase to infinity at least linearly. It can be shown that this
suffices to guarantee that the combined hypothesis has a large margin, i.e. larger
than g (cf. [147], Section 2.3).

However, in Section 4.1 we have shown that the maximal achievable margin
is at least . Thus if p is chosen to be too small, then we guarantee only a
suboptimal asymptotic margin. In the original formulation of AdaBoost we have
o = 0 and we guarantee only that AdaBoosty achieves a margin of at least
/2.8 This gap in the theory led to the so-called Arc-GV algorithm [27] and the
Marginal AdaBoost algorithm [157].

Arc-GV The idea of of Arc-GV [27] is to set ¢ to the margin that is currently
achieved by the combined hypothesis, i.e. depending on the previous performance
of the base learner:®

Q¢ = max (Qtl; n:I{linNynftl(mn)> . (29)

8 Experimental results in [157] confirm this analysis and illustrate that the bound
given in Corollary 3 is tight.

9 The definition of Arc-GV is slightly modified. The original algorithm did not use the
max.
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There is a very simple proof using Corollary 3 that Arc-GV asymptotically
maximizes the margin [147, 27]. The idea is to show that g; converges to p* —
the maximum margin. The proof is by contradiction: Since {g;} is monotonically
increasing on a bounded interval, it must converge. Suppose {g;} converges to a
value p* smaller than p*, then one can apply Corollary 3 to show that the margin
of the combined hypothesis is asymptotically larger than 2 *2;" ", This leads to a
contradiction, since g; is chosen to be the margin of the previous iteration. This
shows that Arc-GV asymptotically maximizes the margin.

Marginal AdaBoost Unfortunately, it is not known how fast Arc-GV converges
to the maximum margin solution. This problem is solved by Marginal AdaBoost
[157]. Here one also adapts g, but in a different manner. One runs AdaBoost,
repeatedly, and determines p by a line search procedure: If AdaBoost, is able to
achieve a margin of g then it is increased, otherwise decreased. For this algorithm
one can show fast convergence to the maximum margin solution [157].

4.4 Relation to Barrier Optimization

We would like to point out how the discussed algorithms can be seen in the
context of barrier optimization. This illustrates how, from an optimization point
of view, Boosting algorithms are related to linear programming, and provide
further insight as to why they generate combined hypotheses with large margins.

The idea of barrier techniques is to solve a sequence of unconstrained op-
timization problems in order to solve a constrained optimization problem (e.g.
[77, 136, 40, 156, 147]). We show that the exponential function acts as a barrier
function for the constraints in the maximum margin LP (obtained from (24) by
setting p = 1 and restricting w; > 0):

max p
pow

st. ypl{xn,w) >p n=12,...,N (30)
w; >0, Yw;=1.

Following the standard methodology and using the exponential barrier func-
tion'® Bexp(—z/B) [40], we find the barrier objective for problem (30):

Fo(w.p) = —p+ B exp [% <p— y"f“’(”“")ﬂ , (31)

n=1 Ej wj

which is minimized with respect to p and w for some fixed 8. We denote the
optimum by wgs and pg. One can show that any limit point of (wg, pg) for § — 0
is a solution of (30) [136, 19, 40]. This also holds when one only has a sequence
of approximate minimizers and the approximation becomes better for decreasing
A [40]. Additionally, the quantities d,, = exp(ps 3. ;Wi — Ynfuws (Tn))/Z (where

Z is chosen such that )" dn = 1) converge for 8 — 0 to the optimal Lagrange

10 Other barrier functions are Slog(z) (log-barrier) and Bzlog(z) (entropic barrier).
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multipliers d}, of the constraints in (30) (under mild assumptions, see [40], Theo-
rem 2, for details). Hence, they are a solution of the edge minimization problem
(20).

To see the connection between Boosting and the barrier approach, we chose

-1
B = (Z j wj) . If the sum of the hypothesis coefficients increases to infinity
(cf. Remark 2 in Section 4.3), then 3 converges to zero. Plugging in this choice

of 8 into (31) one obtains: —p + (35; w;) " Zle exp [p > Wi — ynfw(:z:n)].
Without going into further details [147, 150], one can show that this function
is minimized by the AdaBoost, algorithm. Thus, one essentially obtains the
exponential loss function as used in AdaBoost, for p = .

Seen in this context, AdaBoost, is an algorithm that finds a feasible solution,
i.e. one that has margin at least p. Also, it becomes clear why it is important
that the sum of the hypothesis coefficients goes to infinity, an observation already
made in the previous analysis (cf. Remark 2): otherwise 8 would not converge
to 0 and the constraints may not be enforced. Arc-GV and Marginal AdaBoost
are extensions, where the parameter p is optimized as well. Hence, AdaBoost,
AdaBoost,, Arc-GV and Marginal AdaBoost can be understood as particular
implementations of a barrier optimization approach, asymptotically solving a
linear optimization problem.

5 Leveraging as Stagewise Greedy Optimization

In Section 4 we focused mainly on AdaBoost. We now extend our view to more
general ensemble learning methods which we refer to as leveraging algorithms
[56]. We will relate these methods to numerical optimization techniques. These
techniques served as powerful tools to prove the convergence of leveraging algo-
rithms (cf. Section 5.4).

We demonstrate the convergence of ensemble learning methods such as Ada-
Boost [70] and Logistic Regression (LR) [74, 39], although the techniques are
much more general. These algorithms have in common that they iteratively call
a base learning algorithm L (a.k.a. weak learner) on a weighted training sam-
ple. The base learner is expected to return at each iteration ¢ a hypothesis h;
from the hypothesis set H that has small weighted training error (see (4)) or
large edge (see (18)). These hypotheses are then linearly combined to form the
final or composite hypothesis fr as in (1). The hypothesis coefficient oy is deter-
mined at iteration ¢, such that a certain objective is minimized or approximately
minimized, and it is fixed for later iterations.

For AdaBoost and the Logistic Regression algorithm [74] it has been shown
[39] that they generate a composite hypothesis minimizing a loss function G -
in the limit as the number of iterations goes to infinity. The loss depends only
on the output of the combined hypothesis fr on the training sample. However,
the assumed conditions (discussed later in detail) in [39] on the performance of
the base learner are rather strict and can usually not be satisfied in practice.
Although parts of the analysis in [39] hold for any strictly convex cost function
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of Legendre-type (cf. [162], p. 258), one needs to demonstrate the existence of a
so-called auziliary function (cf. [46, 39, 114, 106]) for each cost function other
than the exponential or the logistic loss. This has been done for the general case
in [147] under very mild assumptions on the base learning algorithm and the
loss function.

We present a family of algorithms that are able to generate a combined
hypothesis f converging to the minimum of some loss function G[f] (if it exists).
Special cases are AdaBoost [70], Logistic Regression and LS-Boost [76]. While
assuming rather mild conditions on the base learning algorithm and the loss
function G, linear convergence rates (e.g. [115]) of the type G[fiy1] — G[f*] <
n(G[fi] — G[f*]) for some fixed 5 € [0,1) has been shown. This means that the
deviation from the minimum loss converges exponentially to zero (in the number
of iterations). Similar convergence rates have been proven for AdaBoost in the
special case of separable data (cf. Section 4.3 and [70]). In the general case these
rates can only be shown when the hypothesis set is finite. However, in practice
one often uses infinite sets (e.g. hypotheses parameterized by some real valued
parameters). Recently, Zhang [199] has shown order one convergence for such
algorithms, i.e. G[fi1+1] — G[f*] < ¢/t for some fixed ¢ > 0 depending on the loss
function.

5.1 Preliminaries

In this section and the next one we show that AdaBoost, Logistic Regression and
many other leveraging algorithms generate a combined hypothesis f minimizing
a particular loss G on the training sample.

The composite hypothesis f,, is a linear combination of the base hypotheses:

fw €lin(H) :=< Y wih | he Hw; € Ry,
heH
where the w’s are the combination coefficients. Often one would like to find

a combined function with small classification error, hence one would like to
minimize the 0/1-loss:

N

GN(£,8) =Y Lyn # sign(fuw(@n)))-

n=1

However, since this loss is non-convex and not even differentiable, the problem of
finding the best linear combination is a very hard problem. In fact, the problem is
provably intractable [98]. One idea is to use another loss function which bounds
the 0/1-loss from above. For instance, AdaBoost employs the exponential loss

GAB(fu,, S) = Z exp(_ynf'uJ(mn));
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and the LogitBoost algorithm [74] uses the Logistic loss:

N
G ' (fw, 8) =) logy (1 + exp(~yn fu(n))).-

n=1

As can be seen in Figure 4, both loss functions bound the classification error
GO/1(f,S) from above. Other loss functions have been proposed in the literature,
e.g. [74, 127, 154, 196].

b\ | Fig. 4. The exponential (dashed)
3 \ and logistic (solid) loss func-
ar ] tions,plotted against p = yf(z).

\ | Both bound the 0/1-loss from
\ above.

-15 -1 -05 0 yf(:l!) 1 15 2

It can be shown [116, 196, 28] that in the infinite sample limit, where the
sample average converges to the expectation, minimizing either GA%(f,,,S) or
GLB(f,,S) leads to the same classifier as would be obtained by minimizing
the probability of error. More precisely, let GAZ(f) = E{exp(—yf(z))}, and
set G (f) = E{Ily # sign(f(x))]} = Prly # sign(f())]. Denote by f* the
function minimizing G*#(f). Then it can be shown that f* minimizes Prly #
sign(f(x))], namely achieves the Bayes risk. A similar argument applies to other
loss functions. This observation forms the basis for the consistency proofs in
[116, 123] (cf. Section 3.5).

Note, that the exponential and logistic losses are both convex functions.
Hence, the problem of finding the global optimum of the loss with respect to
the combination coefficients can be solved efficiently. Other loss functions have
been used to approach multi-class problems [70, 3, 164], ranking problems [95],
unsupervised learning [150] and regression [76, 58, 149]. See Section 7 for more
details on some of these approaches.

5.2 A Generic Algorithm

Most Boosting algorithms have in common that they iteratively run a learn-
ing algorithm to greedily select the next hypothesis h € H. In addition, they
use in some way a weighting on the examples to influence the choice of the
base hypothesis. Once the hypothesis is chosen, the algorithm determines the
combination weight for the newly obtained hypothesis. Different algorithms use
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Algorithm 5.2 — A Leveraging algorithm for the loss function G.

. Input: S = ((®1,91),...,(x~,yn)), No. of Iterations T'
Loss function G : RY - R

. Initialize: fo =0, d = g’ (fo(xn),yn) foralln=1...N
.Dofort=1,...,T,

(a) Train classifier on {S,d'} and obtain hypothesis H € h; : X — Y

(b) Set ay = argmin, g G[f: + ahs)

(C) Update fi+1 = ft + athy and d»(n,H_l) = g’(ft+1(mn),yn), n=1...,N
. Output: fr

different schemes to weight the examples and to determine the new hypothesis
weight.

In this section we discuss a generic method (cf. Algorithm 5.2) and the
connection between the loss function minimized and the particular weighting
schemes. Many of the proposed algorithms can be derived from this scheme.
Let us assume the loss function G(f, S) has the following additive form®!

N
G(£,S) =Y g(f(@n),yn), (32)
n=1
and we would like to solve the optimization problem
N
min G(f,S5) = min w(Xn), Yn) ¢ - 33
min G(f,5) = mi {n;g(f (), )} (33)

In step (2) of Algorithm 5.2 the example weights are initialized using the deriva-
tive g’ of the loss function g with respect to the first argument at (fo(xr),yn)

(i-e. at (0,yn))-
At each step t of Algorithm 5.2 one can compute the weight wj assigned to

each base hypothesis &, such that (cf. (22))

¢
f,wt = ft = Zw%h = Zatht.
heH r=1

In iteration t of Algorithm 5.2 one chooses a hypothesis h;, which corresponds
to a weight (coordinate) wy,. This weight is then updated to minimize the loss
(cf. step (3b)): w;ffl) = wg) + ay. Since one always selects a single variable for
optimization at each time step, such algorithms are called coordinate descent
methods.

Observe that if one uses AdaBoost’s exponential loss in Algorithm 5.2, then
di = g (fe(®n),yn) = ynexp(—ynfi(xn)). Hence, in distinction from the

1 More general loss functions are possible and have been used, however, for the sake
of simplicity, we chose this additive form.
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original AdaBoost algorithm (cf. Algorithm 2.1), the d’s are multiplied by the
labels. This is the reason why we will later use a different definition of the edge
(without the label).

Consider what would happen, if one always chooses the same hypothesis
(or coordinate). In this case, one could not hope to prove convergence to the
minimum. Hence, one has to assume the base learning algorithm performs well
in selecting the base hypotheses from H. Let us first assume the base learner
always find the hypothesis with maximal edge (or minimal classification error in
the hard binary case):

N
hy = argmax {Z dﬁlﬁ(wn)} . (34)

heH n—1

This is a rather restrictive assumption, being one among many that can be made
(cf. [168, 199, 152]). We will later significantly relax this condition (cf. (40)).

Let us discuss why the choice in (34) is useful. For this we compute the
gradient of the loss function with respect to the weight wj of each hypothesis A
in the hypothesis set:

N N
%ﬁ = ;gl(ft(a:n),yn)fz(mn) = ngl d h(zy,). (35)

Hence, h; is the coordinate that has the largest component in the direction of
the gradient vector of G evaluated at w?.!2 If one optimizes this coordinate one
would expect to achieve a large reduction in the value of the loss function.

This method of selecting the coordinate with largest absolute gradient com-
ponent is called Gauss-Southwell-method in the field of numerical optimization
(e.g. [115]). It is known to converge under mild assumptions [117] (see details in
[152] and Section 5.4).

Performing the explicit calculation in (35) for the loss functions GAZ (see (5))
yields the AdaBoost approach described in detail in Algorithm 2.1. In this case
8(/(@),y) = exp(~y () implying that dy o y, exp(~ynfi—1(2)), which, up
to a normalization constant and the factor y,, is the form given in Algorithm 2.1.

The LogitBoost algorithm [74] mentioned in Section 2.2 can be derived in
a similar fashion using the loss function G® (see (7)). In this case we find

that d oc Yn/(1 + exp(ynfi—1(xy))). Observe that in this case, the weights
assigned to misclassified examples with very negative margins is much smaller
than the exponential weights assigned by AdaBoost. This may help to explain
why LogitBoost tends to be less sensitive to noise and outliers than AdaBoost
[74]. Several extensions of the AdaBoost and LogitBoost algorithms based on
Bregman distances were proposed in [39] following earlier work of [104] and
[110] (cf. Section 5.3).

12 If one assumes the base hypothesis set to be closed under negation (h € H =
—h € H), then this is equivalent to choosing the hypothesis with largest absolute
component in the direction of the gradient.
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5.3 The Dual Formulation

AdaBoost was originally derived from results on online-learning algorithms [70],
where one receives at each iteration one example, then predicts its label and
incurs a loss. The important question in this setting relates to the speed at
which the algorithm is able to learn to produce predictions with small loss. In
[35, 106, 105] the total loss was bounded in terms of the loss of the best predic-
tor. To derive these results, Bregman divergences [24] and generalized projections
were extensively used. In the case of boosting, one takes a dual view [70]: Here
the set of examples is fixed, whereas at each iteration the base learning algo-
rithm generates a new hypothesis (the “online example”). Using online-learning
techniques, the convergence in the online learning domain — the dual domain —
has been analyzed and shown to lead to convergence results in the primal do-
main (cf. Section 4.3). In the primal domain the hypothesis coefficients w are
optimized, while the weighting d are optimized in the dual domain.

In [104, 110] AdaBoost was interpreted as entropy projection in the dual
domain. The key observation is that the weighting d*+1) on the examples in the
t-th iteration is computed as a generalized projection of d) onto a hyperplane
(defined by linear constraints), where one uses a generalized distance A(d,d)
measure. For AdaBoost the unnormalized relative entropy is used, where

A(d,d) =Y dylog(dn/dy) — dp + dp. (36)

The update of the distribution in steps (3c) and (3d) of Algorithm 2.1 is the
solution to the following optimization problem (“generalized projection”):

1 .
= argmingery A(d, ) (37)

with Zn:l dnynhy (wn) =0,
Hence, the new weighting d**1) is chosen such that the edge of the previous hy-
pothesis becomes zero (as e.g. observed in [70]) and the relative entropy between
the new d**Y) and the old d® distribution is as small as possible [104]. After
the projection the new d lies on the hyperplane defined by the corresponding
constraint (cf. Figure 5).

The work of [104, 110] and later of [39, 47, 111, 196] lead to a more general
understanding of Boosting methods in the context of Bregman distance opti-
mization and Information Theory. Given an arbitrary strictly convex function
G: Rf — R (of Legendre-type), called a Bregman function, one can define a
Bregman divergence (“generalized distance”):

Ag(z,y) = 9(z) — 9(y) — (VS(y),z — v). (38)

AdaBoost, Logistic regression and many other algorithms can be understood
in this framework as algorithms that iteratively project onto different hyper-
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Fig. 5. Illustration of generalized projections:
one projects a point d® onto a plane H by
finding the point d**V) on the plane that has
the smallest generalized distance from d‘®).
.- If §(d) = %|/d||3, then the generalized dis-
.-~ .~ tance is equal to the squared Euclidean dis-
tance, hence, the projected point dg"'l) is the
/ closest (in the common sense) point on the
/ hyperplane. For another Bregman function G,
=+ 77— hyperplane one finds another projected point dg+1), since

T closeness is measured differently.

Bregman prgj.ecﬁé,n»"xz

d(t)/
Euclidean

projection— .1

planes.'® A precursor of such algorithms is the Bregman algorithm [24, 34] and
it is known that the sequence {d(®} converges to a point on the intersection
of all hyperplanes which minimizes the divergence to the first point d(®© — in
AdaBoost the uniform distribution. Hence they solve the following optimization
problem:!*
mingepy Ag(d,d®)
with YN daynh(z,) =0 VheH.
An interesting questions is how generalized projections relate to coordinate
descent discussed in Section 5.2. It has been shown [147] (see also [117, 107])
that a generalized projection in the dual domain onto a hyperplane (defined by
h; cf. (37)) corresponds to the optimization of the variable corresponding to h in
the primal domain. In particular, if one uses a Bregman function G(d), then this

corresponds to a coordinate-wise descent in the loss function G(Z;-Izl wih; (X)+

(VS)~1(d®)), where h;j(X) = (hj(z1),---,hj(xNn)) and G : RN — R is the
convex conjugate of §.'® In the case of AdaBoost one uses §(d) = Y, dy, log d,,
leading to the relative entropy in (36) and (VG) ' (d(®) is zero, if d(%) is uniform.

(39)

5.4 Convergence Results

There has recently been a lot of work on establishing the convergence of several
algorithms, which are all very similar to Algorithm 5.2. Since we cannot discuss
all approaches in detail, we only provide an overview of different results which
have been obtained in the past few years (cf. Table 1). In the following few
paragraphs we briefly discuss several aspects which are important for proving
convergence of such algorithms.

3 In [48] a linear programming approach (“column generation”) for simultaneously
projection onto a growing set of hyperplanes has been considered. Some details are
described in Section 6.2.

4 These algorithms also work, when the equality constraints in (37) are replaced by
inhomogeneous inequality constraints: Then one only projects to the hyperplane,
when the constraint is not already satisfied.

!5 In the case of Bregman functions, the convex conjugate is given by G(o) =

(V)™ (0),0) = S((VS) ' (o))
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Conditions on the Loss Function In order to prove convergence to a global
minimum one usually has to assume that the loss function is convez (then every
local minimum is a global one). If one allows arbitrary loss functions, one can only
show convergence to a local minimum (i.e. gradient converges to zero, e.g. [127]).
Moreover, to prove convergence one usually assumes the function is reasonably
smooth, where some measure of smoothness often appears in convergence rates.
For some results it is important that the second derivatives are strictly positive,
i.e. the loss function is strictly conver (“function is not flat”) — otherwise, the
algorithm might get stuck.

Relaxing Conditions on the Base learner In Section 5.2 we made the
assumption that the base learner always returns the hypothesis maximizing the
edge (cf. (34)). In practice, however, it might be difficult to find the hypothesis
that exactly minimizes the training error (i.e. maximizes the edge). Hence, some
relaxations are necessary. One of the simplest approaches is to assume that the
base learner always returns a hypothesis with some edge larger that say v (“y-
relaxed”, e.g. [70, 57]). This condition was used to show that AdaBoost’s training
error converges exponentially to zero. However, since the edge of a hypothesis
is equal to the gradient with respect to its weight, this would mean that the
gradient will not converge to zero. In the case of AdaBoost this actually happens
and one converges to the minimum of the loss, but the length of the solution
vector does not converge (cf. Section 3.2). More realistically one might assume
that the base learner returns a hypothesis that approximately maximizes the
edge — compared to the best possible hypothesis. [197] considered an additive
term converging to zero (“a-relaxed”) and [152] used a multiplicative term (“S-
relaxed”). We summarize some senses of approximate edge-maximization (e.g.
[70, 197, 151, 147])'¢

N N
a-relaxed: Z d’ hy(z,) > argmax {Z dflh(:z:n)} —a,

n=1 heH n=1
N
7y-relaxed: Z d! he(x,) > 7,
n=1
N N
T-relaxed: Z dbh(zn) > 7 (argmax{z dfbh(m")}) ,
n=1 heH n=1
N N
B-relaxed: Z d’ hy(x,) > B argmax { Z dfbh(m")} , (40)
n=1 heH n=1

for some fixed constants a > 0,8 > 0,7 > 0 and some strictly monotone and
continuous function 7 : R — R with 7(0) = 0.

16 Note that the label 3, may be absorbed into the d’s.
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Size of the Hypothesis Set For most convergence results the size of the
hypothesis set does not matter. However, in order to be able to attain the min-
imum, one has to assume that the set is bounded and closed (cf. [149]). In
[39, 48, 151] finite hypothesis sets have been assumed in order to show con-
vergence and rates. In the case of classification, where the base hypotheses are
discrete valued, this holds true. However, in practice, one often wants to use
real valued, parameterized hypotheses. Then the hypothesis set is uncountable.
[197, 199] presents rather general convergence results for an algorithm related
to that in Algorithm 5.2, which do not depend on the size of the hypothesis sets
and is applicable to uncountable hypothesis sets.

Regularization Terms on the Hypothesis Coefficients In Section 6 we
will discuss several regularization approaches for leveraging algorithms. One im-
portant ingredient is a penalty term on the hypothesis coeflicients, i.e. one seeks
to optimize

N
nin, {Zg(fw(wn),yn) +CP(w)} (41)
n=1

where C' is the regularization constant and P is some regularization operator
(e.g. some £p-norm). We have seen that AdaBoost implicitly penalizes the ;-
norm (cf. Section 4.3); this is also true for the algorithm described by [183, 154,
147,197, 199]. The use of the ¢2-norm has been discussed in [56, 57, 183]. Only a
small fraction of the analyses found in the literature allow the introduction of a
regularization term. Note, when using regularized loss functions, the optimality
conditions for the base learner change slightly (there will be one additional term
depending on the regularization constant, cf. [147, 199]). Some regularization
functions will be discussed in Section 6.3.

Convergence Rates The first convergence result was obtained [70] for Ada-
Boost and the 7y-relaxed condition on the base learner. It showed that the objec-
tive function is reduced at every step by a factor. Hence, it decreases exponen-
tially. Here, the convergence speed does not directly depend on the size of the
hypothesis class and the number of examples. Later this was generalized to es-
sentially exponentially decreasing functions (like in Logistic Regression, but still
a-relaxed condition, cf. [59]). Also, for finite hypothesis sets and strictly con-
vex loss one can show the exponential decrease of the loss towards its minimum
[151] (see also [117]) — the constants, however, depend heavily on the size of the
training set and the number of base hypotheses. The best known rate for convex
loss functions and arbitrary hypothesis sets is given in [197]. Here the rate is
O(1/t) and the constants depend only on the smoothness of the loss function.
In this approach it is mandatory to regularize with the ¢;-norm. Additionally,
the proposed algorithm does not exactly fit into the scheme discussed above (see
[197] for details).



152

Convexity with respect to parameters In practical implementations of
Boosting algorithms, the weak learners are parameterized by a finite set of pa-
rameters @ = (01,...,60;), and the optimization needs to be performed with
respect to @ rather than with respect to the weak hypothesis h directly. Even if
the loss function G is convex with respect to h, it is not necessarily convex with
respect to @. Although this problem may cause some numerical problems, we do
not dwell upon it in this review.

6 Robustness, Regularization and Soft-margins

It has been shown that Boosting rarely overfits in the low noise regime (e.g.
[54, 70, 167]); however, it clearly does so for higher noise levels (e.g. [145, 27, 81,
153, 127, 12, 51]). In this section, we summarize techniques that yield state-of-
the-art results and extend the applicability of boosting to the noisy case.

The margin distribution is central to the understanding of Boosting. We
have shown in Section 4.3 that AdaBoost asymptotically achieves a hard margin
separation, i.e. the algorithm concentrates its resources on a few hard-to-learn
examples. Since a hard margin is clearly a sub-optimal strategy in the case of
noisy data, some kind of regularization must be introduced in the algorithm to
alleviate the distortions that single difficult examples (e.g. outliers) can cause
the decision boundary.

We will discuss several techniques to approach this problem. We start with
algorithms that implement the intuitive idea of limiting the influence of a single
example. First we present AdaBoostgre, [153] which trades off the influence with
the margin, then discuss BrownBoost [65] which gives up on examples for which
one cannot achieve large enough margins within a given number of iterations.
We then discuss SmoothBoost [178] which prevents overfitting by disallowing
overly skewed distributions, and finally briefly discuss some other approaches of
the same flavor.

In Section 6.2 we discuss a second group of approaches which are motivated
by the margin-bounds reviewed in Section 3.4. The important insight is that
it is not the minimal margin which is to be maximized, but that the whole
margin distribution is important: one should accept small amounts of margin-
errors on the training set, if this leads to considerable increments of the margin.
First we describe the DOOM approach [125] that uses a non-convex, monotone
upper bound to the training error motivated from the margin-bounds. Then we
discuss a linear program (LP) implementing a soft-margin [17, 153] and outline
algorithms to iteratively solve the linear programs [154, 48, 146].

The latter techniques are based on modifying the AdaBoost margin loss
function to achieve better noise robustness. However, DOOM as well as the
LP approaches employ f.-margins, which correspond to a ¢;-penalized cost
function. In Section 6.3 we will discuss some issues related to other choices of
the penalization term.
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Table 1. Summary of Results on the Convergence of Greedy Approximation Methods

Ref. Cost Function Base Hypothesis  Convergence Rate Regula-
Learner  Set rization
[70] exponential y-relaxed uncountable global minimum, O(e”?) no
loss if loss zero
[127] Lipschitz differ- strict uncountable gradient zero no no
entiable
[127]convex,  Lip- strict uncountable global minimum no | 1
schitz differen- possible
tiable
[27] convex, posi- strict countable global minimum no | 1
tive, differen- mandatory
tiable
[56] essentially exp. y-relaxed uncountable global minimum, O(t_%), no
decreasing if loss zero then
O(e™)
[39] strictly  con- strict™  finite global optimum no no
vex, differen- (dual problem)
tiable* * *
[48] linear® strict finite global minimum no 1 . [l1
mandatory
[68] squared loss, - y-relaxed uncountable global minimum - e
loss mandatory
[151]strictly  con- B-relaxed finite global minimum, O(e™®) || - |
vex, differen- unique dual sol. possible
tiable* * *
[149]linear*™ [B-relaxed uncountable, global minimum no 1 . [l1
compact possible
[147]strictly convex 7-relaxed uncountable, global minimum no |1
compact mandatory
[197] convex strict uncountable global infimum O(1/t) || - |
mandatory

* This also includes piecewise linear, convex functions like the soft-margin or
the e-insensitive loss.
** Extended to 7-relaxed in [147].
*** There are a few more technical assumptions. These functions are usually ref-
ereed to as functions of Legendre-type [162, 13].
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6.1 Reducing the Influence of Examples

The weights of examples which are hard to classify are increased at every step
of AdaBoost. This leads to AdaBoost’s tendency to exponentially decrease the
training error and to generate combined hypotheses with large minimal margin.
To discuss the suboptimal performance of such a hard margin classifier in the
presence of outliers and mislabeled examples in a more abstract way, we analyze
Figure 6. Let us first consider the noise free case [left]. Here, we can estimate a
separating hyperplane correctly. In Figure 6 [middle] we have one outlier, which
corrupts the estimation. Hard margin algorithms will concentrate on this outlier
and impair the good estimate obtained in the absence of the outlier. Finally,
let us consider more complex decision boundaries (cf. Figure 6 [right]). Here the
overfitting problem is even more pronounced, if one can generate more and more
complex functions by combining many hypotheses. Then all training examples
(even mislabeled ones or outliers) can be classified correctly, which can result in
poor generalization.

Fig. 6. The problem of finding a maximum margin “hyperplane” on reliable data [left],
data with outlier [middle] and with a mislabeled example [right]. The solid line shows
the resulting decision boundary, whereas the dashed line marks the margin area. In
the middle and on the left the original decision boundary is plotted with dots. The
hard margin implies noise sensitivity, because only one example can spoil the whole
estimation of the decision boundary. (Figure taken from [153].)

From these cartoons, it is apparent that AdaBoost and any other algorithm
with large hard margins are noise sensitive. Therefore, we need to relax the hard
margin and allow for a possibility of “mistrusting” the data. We present several
algorithms which address this issue.

AdaBoostrey, Examples that are mislabeled and usually more difficult to clas-
sify should not be forced to have a positive margin. If one knew beforehand which
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examples are “unreliable”, one would simply remove them from the training set
or, alternatively, not require that they have a large margin. Assume one has
defined a non-negative mistrust parameter (,, which expresses the “mistrust” in
an example (2,,y,). Then one may relax the hard margin constraints (cf. (23)
and (24)) leading to:

max p st. pp(w)>p—C¢, n=1,....N (42)
where p,(w) = yn{xn, w)/||w||1, C is an a priori chosen constant.!” Now one
could maximize the margin using these modified constraints (cf. Section 4).

Two obvious questions arise from this discussion: first, how can one determine
the (’s and second, how can one incorporate the modified constraints into a
boosting-like algorithm. In the AdaBoostge, algorithm [153] one tries to solve
both problems simultaneously. One uses the example weights computed at each
iteration to determine which examples are highly influential and hard to classify.
Assuming that the hard examples are “noisy examples”, the algorithm chooses
the mistrust parameter at iteration ¢, C,(f), as the amount by which the example
(xn, yn) influenced the decision in previous iterations:

Zi:l ardsf)
Ef‘:l Qp ’

where the a;’s and dgf)’s are the weights for the hypotheses and examples, re-
spectively. Moreover, one defines a new quantity, the soft margin p,(w) =
pn(w) + C¢, of an example (x,,y,), which is used as a replacement of the mar-
gin in the AdaBoost algorithm. So, the idea in AdaBoostg, is to find a solution
with large soft margin on all examples, i.e. maximize p w.r.t. w and p such that
pn(w) > p,n=1,...,N. In this case one expects to observe less overfitting.

One of the problems of AdaBoostreg is that it lacks a convergence proof.
Additionally, it is not clear what the underlying optimization problem is. The
modification is done at an algorithmic level, which makes it difficult to relate
to an optimization problem. Nevertheless, it was one of the first boosting-like
algorithm that achieved state-of-the art generalization results on noisy data (cf.
[146]). In experimental evaluations, it was found that this algorithm is among
the best performing ones (cf. [153]).

G =

BrownBoost The BrownBoost algorithm [65] is based on the Boosting by Ma-
jority (BBM) algorithm [64]. An important difference between BBM and Ada-
Boost is that BBM uses a pre-assigned number of boosting iterations. As the
algorithm approaches its predetermined termination, it becomes less and less
likely that examples which have large negative margins will eventually become
correctly labeled. Then, the algorithm “gives up” on those examples and con-
centrates its effort on those examples whose margin is, say, a small negative

7 Note that we use w to mark the parameters of the hyperplane in feature space and
a to denote the coefficients generated by the algorithm (see Section 4.1).
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number [65]. Hence, the influence of the most difficult examples is reduced in
the final iterations of the algorithm. This is similar in spirit to the AdaBoostgeg
algorithm, where examples which are difficult to classify are assigned reduced
weights in later iterations.

To use BBM one needs to pre-specify two parameters: (i) an upper bound
on the error of the weak learner & < 1 — 1 (cf. Section 3.1) and (i) a “target
error” € > 0. In [65] it was shown that one can get rid of the y-parameter as in
AdaBoost. The target error € is interpreted as the training error one wants to
achieve. For noisy problems, one should aim for non-zero training error, while
for noise free and separable data one can set € to zero. It has been shown that
letting € in the BrownBoost algorithm approach zero, one recovers the original
AdaBoost algorithm.

To derive BrownBoost, the following “thought experiment” [65] — inspired by
ideas from the theory of Brownian motion — is made: Assume the base learner
returns a hypothesis A with edge larger than «. Fix some 0 < § < « and define
a new hypothesis A’ which is equal to h with probability §/ and random oth-
erwise. It is easy to check that the expected edge of h' is §. Since the edge is
small, the change of the combined hypothesis and the example weights will be
small as well. Hence, the same hypothesis may have an edge greater than ¢ for
several iterations (depending on §) and one does not need to call the base learner
again. The idea in BrownBoost is to let § approach zero and analyze the above
“dynamics” with differential equations. The resulting BrownBoost algorithm is
very similar to AdaBoost but has some additional terms in the example weight-
ing, which depend on the remaining number of iterations. In addition, in each
iteration one needs to solve a differential equation with boundary conditions to
compute how long a given hypothesis “survives” the above described cycle, which
determines its weight. More details on this algorithm and theoretical results on
its performance can be found in [65]. Whereas the idea of the algorithm seems
to be very promising, we are not aware of any empirical results illustrating the
efficiency of the approach.

SmoothBoost The skewness of the distributions generated during the Boost-
ing process suggests that one approach to reducing the effect of overfitting is
to impose limits on this skewness. A promising algorithm along these lines was
recently suggested in [178] following earlier work [53]. The SmoothBoost algo-
rithm was designed to work effectively with malicious noise, and is provably
effective in this scenario, under appropriate conditions. The algorithm is similar
to AdaBoost in maintaining a set of weights dgf) at each boosting iteration, ex-
cept that there is a cutoff of the weight assigned to examples with very negative
margins. The version of SmoothBoost described in [178] requires two parame-
ters as input: (i) x, which measures the desired error rate of the final classifier,
(ii) and v which measures the guaranteed edge of the hypothesis returned by
the weak learner. Given these two parameters SmoothBoost can be shown to
converge within a finite number of steps to a composite hypothesis f such that
{n : ynf(xn) < 0} < &N, where 8 < k. Moreover, it can be shown that the
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weights generated during the process obey dg) < 1/&N, namely the weights
cannot become too large (compare with the v-LP in Section 6.2). Although the
convergence time of SmoothBoost is larger than AdaBoost, this is more than
compensated for by the robustness property arising from the smoothness of the
distribution. We observe that SmoothBoost operates with binary or real-valued
hypotheses.

While SmoothBoost seems like a very promising algorithm for dealing with
noisy situations, it should be kept in mind that it is not fully adaptive, in that
both k and 7 need to be supplied in advance (cf. recent work by [30]). We are
not aware of any applications of SmoothBoost to real data.

Other approaches aimed at directly reducing the effect of difficult examples
can be found in [109, 6, 183].

6.2 Optimization of the Margins

Let us return to the analysis of AdaBoost based on margin distributions as
discussed in Section 3.4. Consider a base-class of binary hypotheses H, char-
acterized by VC dimension VCdim(H). From (16) and the fact that Ry(H) =
0(y/VCdim(H)/N) we conclude that with probability at least 1 — & over the
random draw of a training set S of size N the generalization error of a function
f € co(H) with margins py,...,pn can be bounded by

N

WS 5 Y T6n <)+ 0 ( vedmt) |/ 10g2<]1\7/5)) (13

where 6 € (0,1] (cf. Corollary 1). We recall again that, perhaps surprisingly, the
bound in (43) is independent of the number of hypotheses h; that contribute
to defining f = >, ayhy € co(H). It was stated that a reason for the success
of AdaBoost, compared to other ensemble learning methods (e.g. Bagging [25]),
is that it generates combined hypotheses with large margins on the training
examples. It asymptotically finds a linear combination f,, of base hypotheses
satisfying

()= Ynde@) o N 44
i) = BLEBE 2 p m= 1N, (4)
for some large margin p (cf. Section 4). Then the first term of (43) can be made
zero for § = p and the second term becomes small, if p is large. In [27, 81, 157]
algorithms have been proposed that generate combined hypotheses with even
larger margins than AdaBoost. It was shown that as the margin increases, the
generalization performance can become better on data sets with almost no noise
(see also [167, 138, 157]). However, on problems with a large amount of noise,
it has been found that the generalization ability often degrades for hypotheses
with larger margins (see also [145, 27, 153]).
In Section 4 we have discussed connections of boosting to margin maximiza-
tion. The algorithms under consideration approximately solve a linear program-
ming problem, but tend to perform sub-optimally on noisy data. From the margin



158

bound (43), this is indeed not surprising. The minimum on the right hand side
of (43) is not necessarily achieved with the maximum (hard) margin (largest 8).
In any event, one should keep in mind that (43) is only an upper bound, and
that more sophisticated bounds (e.g. [180, 45, 181]), based on looking at the full
margin distribution as opposed to the single hard margin 6, may lead to different
conclusions.

In this section we discuss algorithms, where the number of margin errors can
be controlled, and hence one is able to control the contribution of both terms in
(43) separately. We first discuss the DOOM approach [125] and then present an
extended linear program — the v-LP problem — which allows for margin errors.
Additionally, we briefly discuss approaches to solve the resulting linear program
[48, 154, 147].

DOOM (Direct Optimization Of Margins) The basic idea of [125, 127, 124] is
to replace AdaBoost’s exponential loss function with another loss function with
£1-normalized hypothesis coefficients. In order to do this one defines a class of
B-admissible margin cost functions, parameterized by some integer M.

These loss functions are motivated from the margin bounds of the kind dis-
cussed in Section 3.4, which have a free parameter 6. A large value of M ~ 515
corresponds to a “high resolution” and a high effective complexity of the convex
combination (small margin ), whereas smaller values of M correspond to larger
6 and therefore smaller effective complexity.

The B-admissibility condition ensures that the loss functions appropriately
take care of the trade-off between complexity and empirical error. Following
some motivation (which we omit here), [125, 127, 124] derived an optimal family
of margin loss functions (according to the margin bound). Unfortunately, this
loss function is non-monotone and non-convex (cf. Figure 7, [left]), leading to a
very difficult optimization problem (NP hard).

The idea proposed in [125] is to replace this loss function with a piece-wise
linear loss function, that is monotone (but non-convex, cf. Figure 7, [right]):

1.1-0.12 1 —-1<2<0,
Co(z)=<¢ 11—2/6 1 0<2<6,
011-2)/1-6) : 0<z<1.

The optimization of this margin loss function to a global optimum is still very
difficult, but good heuristics for optimization have been proposed [125, 127, 124].
Theoretically, however, one can only prove convergence to a local minimum (cf.
Section 5.4).

Despite the above mentioned problems the DOOM approach seems very
promising. Experimental results have shown that, in noisy situations, one can
considerably improve the performance compared to AdaBoost. However, there
is the additional regularization parameter 6 (or M), which needs to be chosen
appropriately (e.g. via cross validation).
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Fig. 7. [left] The “optimal” margin loss functions Cis(z), for M = 20,50 and 200,
compared to the 0/1-loss. [right] Piecewise linear upper bound on the functions Car(z)
and the 0/1-loss (Figure taken from [125].)

Linear Programming Approaches We now discuss ideas aimed at directly
controlling the number of margin errors. Doing so, one is able to directly control
the contribution of both terms on the r.h.s. of (43) separately. We first discuss
an extended linear program, the v-LP problem, analyze its solution and review
a few algorithms for solving this optimization problem.

The v-LP Problem Let us consider the case where we have given a set H = {h; :
z— [-1,1],5 = 1,...,J} of J hypotheses. To find the coefficients w for the
combined hypothesis f,, () in (21), we extend the linear problem (30) and solve
the following linear optimization problem (see also [17, 154]), which we call the
v-LP problem:

1 N
o {”‘m;gn}

=1

S.t. Ynfw(@n)>p—& n=1,...,N (45)
&ny w; 20 j=1,...,J, n=1,...,N
J
Zj:lezla

where v € (1/N, 1] is a parameter of the algorithm. Here, one does not force all
margins to be large and obtains a soft margin hyperplane.'® The dual optimiza-
tion problem of (45) (cf. (46)) is the same as the edge minimization problem
(20) with one additional constraint: d, < -%. Since d,, is the Lagrange multi-
plier associated with the constraint for the n-th example, its size characterizes
how much the example influences the solution of (45). In this sense, the v-LP
also implements the intuition discussed in Section 6.1. In addition, there seems
to be a direct connection to the SmoothBoost algorithm.

The following proposition shows that v has an immediate interpretation:

Proposition 2 (v-Property, e.g. [174, 78, 150]). The solution to the opti-

mization problem (45) possesses the following properties:
1. v upper-bounds the fraction of margin errors.

2. 1 —v is greater than the fraction of examples with a margin larger than p.

18 See Figure 4 for the soft margin loss, here one uses a scaled version.



160

Since the slack variables &, only enter the cost function linearly, their gra-
dient is constant (once &, > 0) and the absolute size is not important. Loosely
speaking, this is due to the fact that for the optimum of the primal objective
function, only derivatives w.r.t. the primal variables matter, and the derivative
of a linear function is constant. This can be made more explicit: Any example
outside the margin area, i.e. satisfying y, fuw () > p, can be shifted arbitrarily,
as long as it does not enter the margin area. Only if the example is exactly on the
edge of the margin area, i.e. Yy, fu (€,) = p, then (almost) no local movement is
possible without changing the solution. If the example (z,,,y,) is in the margin
area, i.e. &, > 0, then it has been shown that almost any local movements are
allowed (cf. [147] for details).

A Column Generation Approach Recently, an algorithm for solving (45) has been
proposed [48] (see also in the early work of [81]). It uses the Column Genera-
tion (CG) method known since the 1950’s in the field of numerical optimization
(e.g. [136], Section 7.4). The basic idea of column generation is to iteratively con-
struct the optimal ensemble for a restricted subset of the hypothesis set, which is
iteratively extended. To solve (45), one considers its dual optimization problem:

Ialin ot
Y
N .
st. Y1 Yndnhj(xn) <v j=1,...,J (46)
d>0, ¥V d,=1
dn < n=1,...,N.

At each iteration ¢, (46) is solved for a small subset of hypotheses H;y C H.
Then the base learner is assumed to find a hypothesis h; that violates the first
constraint in (46) (cf. T-relaxation in Section 5.4). If there exists such an hy-
pothesis, then it is added to the restricted problem and the process is continued.
This corresponds to generating a column in the primal LP (45). If all hypotheses
satisfy their constraint, then the current dual variables and the ensemble (primal
variables) are optimal, as all constraints of the full master problem are fulfilled.

The resulting algorithm is a special case of the set of algorithms known as
exchange methods (cf. [93], Section 7 and references therein). These methods are
known to converge (cf. [48, 149, 93] for finite and infinite hypothesis sets). To the
best of our knowledge, no convergence rates are known, but if the base learner
is able to provide “good” hypotheses/columns, then it is expected to converge
much faster than simply solving the complete linear program. In practice, it
has been found that the column generation algorithm halts at an optimal solu-
tion in a relatively small number of iterations. Experimental results in [48, 149]
show the effectiveness of the approach. Compared to AdaBoost, one can achieve
considerable improvements of the generalization performance [48].

A Barrier Algorithm Another idea is to derive a barrier algorithm for (45) along

the lines of Section 4.4. Problem (45) is reformulated: one removes the constant
—L- in the objective of (45), fixes p = 1 and adds the sum of the hypothesis

coefficients multiplied with another regularization constant C (instead of -%-).
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One can in fact show that the modified problem has the same solution as (45):
for any given v one can find a C such that both problems have the same solution
(up to scaling) [48]. The corresponding barrier objective Fg for this problem
can be derived as in Section 4.4. It has two sets of parameters, the combination
coefficients w and the slack variables £ € RV. By setting V¢ Fg = 0, we can
find the minimizing € for given  and w, which one plugs in and obtains

Fa(w) = ciwj +8 ilog [1 + exp (Py"ff‘"(“’"))] FAN.  (47)

Jj=1 n=1
If one sets S =1 and C' = 0 (i.e. if we do not regularize), then one obtains a
formulation which is very close to the logistic regression approach as in [74, 39].
The current approach can indeed be understood as a leveraging algorithm as in
Section 5.2 with regularization. Furthermore, if we let 8 approach zero, then the
scaled logistic loss in (47) converges to the soft-margin loss 25:1 max(0,1 —
Ynfw(Tn))-

Using the techniques discussed in Section 5, one can easily derive algorithms
that optimize (47) for a fixed 8 up to a certain precision. Here one needs to
take care of the £;-norm regularization, which can be directly incorporated into
a coordinate descent algorithm (e.g. [147]). The idea is to reduce (8, when a
certain precision is reached and then the optimization is continued with the
modified loss function. If one chooses the accuracy and the rate of decrease
of B appropriately, one obtains a practical algorithm, for which one can show
asymptotic convergence (for finite hypothesis sets see [147, 149)]).

An earlier realization of the same idea was proposed in [154], and termed
v-Arc. The idea was to reformulate the linear program with soft margin into a
non-linear program with maximum hard margin, by appropriately redefining the
margin (similar to AdaBoostg., in Section 6.1). Then, as a heuristic, Arc-GV
(cf. Section 4.3) was employed to maximize this newly defined margin.'®

The barrier approach and v-Arc led to considerable improvements compared
to AdaBoost on a large range of benchmark problems [154, 147]. Since they
try to solve a similar optimization problem as the column generation algorithm,
one would expect very minor differences. In practice, the column generation
algorithm often converges faster, however, it has a problem in combination with
some base learners [48]: In the CG approach, most of the example weights will be
zero after a few iterations (since the margin in these examples is larger than p and
the margin constraints are not active). Then the base learner may have problems
to generate good hypotheses. Since the barrier approach is much “smoother”,
this effect is reduced considerably.

6.3 Regularization Terms and Sparseness

We will now discuss two main choices of regularizers that have a drastic influence
on the properties of the solution of regularized problems. Let us consider opti-

19 A MATLAB implementation can be downloaded at
http://mlg.anu.edu.au/ raetsch/software.
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mization problems as in Section 5 with a regularization term in the objective:20

N J
min {n;g(fw(mn),yn) +C gp(“ﬁ)} (48)
st. 0<weR’,

where C is a regularization constant, g is a loss function and p: Ry — Ry is a
differentiable and monotonically increasing function with p(0) = 0. For simplicity
of the presentation we assume the hypothesis set is finite, but the statements
below also hold for countable hypothesis sets; in the case of uncountable sets
some further assumptions are required (cf. [93], Theorem 4.2, and [149, 148,
198]).

We say a set of hypothesis coefficients (see (21)) is sparse, if it contains
O(N) non-zero elements. The set is not sparse if it contains e.g. O(J) non-zero
elements, since the feature space is assumed to be much higher dimensional than
N (e.g. infinite dimensional). We are interested in formulations of the form (48)
for which the optimization problem is tractable, and which, at the same time,
lead to sparse solutions. The motivation for the former aspect is clear, while the
motivation for sparsity is that it often leads to superior generalization results
(e.g. [91, 90]) and also to smaller, and therefore computationally more efficient,
ensemble hypotheses. Moreover, in the case of infinite hypothesis spaces, sparsity
leads to a precise representation in terms of a finite number of terms.

Let us first consider the /;-norm as regularizer, i.e. p(w;) = w;. Assume fur-
ther that w* is the optimal solution to (48) for some C' > 0. Since the regularizer
is linear, there will be a (J — 1)-dimensional subspace of w’s having the same
f1-norm as w*. By further restricting fu(2,) = fw+(Z,), n = 1,...,N, one
obtains N additional constraints. Hence, one can choose a w froma J — N — 1
dimensional space that leads to the same objective value as w*. Therefore, there
exists a solution that has at most N + 1 non-zero entries and, hence, the solution
is sparse. This observations holds for arbitrary loss functions and any concave
regularizer such as ¢;-norm [147]. Note that N + 1 is an upper bound on the
number of non-zero elements — in practice much sparser solutions are observed
[37, 48, 23, 8].

In neural networks, SVMs, matching pursuit (e.g. [118]) and many other
algorithms, one uses the fo-norm for regularization. In this case the optimal
solution w* can be expressed as a linear combination of the mapped examples
in feature space (cf. (26)),

N
w* =) Bud(xn).
n=1

Hence, if the vectors &(x,,) are not sparse and the §’s are not all zero, the solution
w* is also unlikely to be sparse (since it is a linear combination of non-sparse vec-
tors). Consider, for instance, the case where the J vectors (hj(x1),...,hj(zN))

20 Here we force the w’s to be non-negative, which can be done without loss of gener-
ality, if the hypothesis set is closed under negation.
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(j =1,...,J), interpreted as points in an N dimensional space are in general
position (any subset of N points span the full N dimensional space. For instance,
this occurs with probability 1 for points drawn independently at random from
a probability density supported over the whole space). If J > N, then one can

show that there is a fraction of at most O (J_LN) coefficients that are zero.

Hence, for large J almost all coefficients are non-zero and the solution is not
sparse. This holds not only for the ¢;-norm regularization, but for any other
strictly convex regularizer [147]. This observation can be intuitively explained
as follows: There is a J — N dimensional subspace leading to the same output
fw(xy) on the training examples. Assume the solution is sparse and one has a
small number of large weights. If the regularizer is strictly convex, then one can
reduce the regularization term by distributing large weights over many other
weights which were previously zero (while keeping the loss term constant).

We can conclude that the type of regularizer determines whether there ex-
ists an optimal hypothesis coefficient vector that is sparse or not. Minimizing a
convex loss function with a strictly concave regularizer will generally lead to non-
convex optimization problems with potentially many local minima. Fortunately,
the ¢1-norm is concave and conver. By employing the ¢;-norm regularization,
one can obtain sparse solutions while retaining the computational tractability of
the optimization problem. This observation seems to lend strong support to the
£1-norm regularization.

7 Extensions

The bulk of the work discussed in this review deals with the case of binary
classification and supervised learning. However, the general Boosting framework
is much more widely applicable. In this section we present a brief survey of
several extensions and generalizations, although many others exist, e.g. [76,
158, 62, 18, 31, 3, 155, 15, 44, 52, 82, 164, 66, 38, 137, 147, 16, 80, 185, 100, 14].

7.1 Single Class

A classical unsupervised learning task is density estimation. Assuming that the
unlabeled observations 1, ...,xx were generated independently at random ac-
cording to some unknown distribution P(x), the task is to estimate its related
density function. However, there are several difficulties to this task. First, a den-
sity function need not always exist — there are distributions that do not possess
a density. Second, estimating densities exactly is known to be a hard task. In
many applications it is enough to estimate the support of a data distribution
instead of the full density. In the single-class approach one avoids solving the
harder density estimation problem and concentrate on the simpler task, i.e. es-
timating quantiles of the multivariate distribution.

So far there are two independent algorithms to solve the problem in a boosting-
like manner. They mainly follow the ideas proposed in [184, 173] for kernel
feature spaces, but have the benefit of better interpretability of the generated
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combined hypotheses (see discussion in [150]). The algorithms proposed in [32]
and [150] differ in the way they solve very similar optimization problems — the
first uses column generation techniques whereas the latter uses barrier optimiza-
tion techniques (cf. Section 6.2). For brevity we will focus on the underlying
idea and not the algorithmic details. As in the SVM case [173], one computes
a hyperplane in the feature space (here spanned by the hypothesis set H, cf.
Section 4.2) such that a pre-specified fraction of the training example will lie
beyond that hyperplane, while at the same time demand that the hyperplane
has maximal £,-distance (margin) to the origin — for an illustration see Figure 8.
This is realized by solving the following linear optimization problem:

° o F
Oo °©
o %, % 8o o
o]
N OOO o Fig. 8. Illustration of single-class
OOO ° idea. A hyperplane in the feature
[e]
0 space F is constructed that max-
imizes the distance to the origin
°/uN outliers while allowing for v outliers. (Fig-
J o ure taken from [134].)
P
origin
1 N
min —vp+
weREERN per ¢ N n; n (49)
J
s.t. 2= Wihi(@n) 2 p—&, n=1,....,N
lwly =1, >0, n=1,...,N

which is essentially the same as in the two-class soft-margin approach (cf. Sec-
tion 6.2), but with all labels equal to +1. Hence, the derivation appropriate
optimization algorithms is very similar.

7.2 Multi-Class

There has been much recent interest in extending Boosting to multi-class prob-
lems, where the number of classes exceeds two. Let S = {(21,91),---, (N, yn)}
be a data set, where, for a K-class problem, y,, is a K-dimensional vector of the
form (0,0,...,0,1,0,...,0) with a 1 in the k-th position if, and only if, x,, be-
longs to the k-th class. The log-likelihood function can then be constructed as
[20] (see also Page 84)

N K
G=3" > {ynrlogp(klaes) + (1 - ynx)log(l — p(k|za))}, (50)

n=1 k=1
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where y, 1, is the k’th component of the vector y,, and p(k|z,) is the model
probability that x, belongs to the k’th class. Using the standard softmax rep-

resentation,
eFk (=)

Eli(’—l e (@)’

and substituting in (50) we obtain a function similar in form to others considered
so far. This function can then be optimized in a stagewise fashion as described
in Section 5.2, yielding a solution to the multi-class problem. This approach was
essentially the one used in [74].

Several other approaches to multi-category classification were suggested in
[168] and applied to text classification in [169]. Recall that in Boosting, the
weights of examples which are poorly classified by previous weak learners be-
come amplified. The basic idea in the methods suggested in [168] was to maintain
a set of weights for both examples and labels. As boosting progresses, training
examples and their corresponding labels that are hard to predict correctly get in-
creasingly higher weights. This idea led to the development of two multi-category
algorithms, titled AdaBoost.MH and AdaBoost.MR. Details of these algorithms
can be found in [168].

In addition to these approaches, there has recently been extensive activity
on recoding multi-class problems as a sequence of binary problems, using the
idea of error-correcting codes [52]. A detailed description of the approach can
be found in [3] in a general context as well as in the Boosting setup. Two spe-
cial cases of this general approach are the so-called one-against-all and all-pairs
approaches, which were extensively used prior to the development of the error
correcting code approach. In the former case, given a k-class classification prob-
lem, one constructs k (usually soft) binary classifiers each of which learns to
distinguish one class from the rest. The multi-category classifier then uses the
highest ranking soft classifier. In the all-pairs approach, all possible (%) pairs of
classification problems are learned and used to form the multi-category classifier
using some form of majority voting. Using soft classifiers helps in removing pos-
sible redundancies. Connections of multi-class boosting algorithms with column
generations techniques are discussed in [155].

Finally, we comment that an interesting problem relates to situations where
the data is not only multi-class, but is also multi-labeled in the sense that each
input  may belong to several classes [168]. This is particularly important in
the context of text classification, where a single document may be relevant to
several topics, e.g. sports, politics and violence.

p(klz) =

7.3 Regression

The learning problem for regression is based on a data set S = {(Tn,yn)} 1,
where in contrast to the classification case, the variable y can take on real val-
ues, rather than being restricted to a finite set. Probably the first approach to
addressing regression in the context of Boosting appeared in [70], where the
problem was addressed by translating the regression task into a classification
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problem (see also [18]). Most of the Boosting algorithms for binary classifica-
tion described in this review, are based on a greedy stage-wise minimization of a
smooth cost function. It is therefore not surprising that we can directly use such a
smooth cost function in the context of regression where we are trying to estimate
a smooth function. Probably the first work to discuss regression in the context of
stage-wise minimization appeared in [76] (LS-Boost and other algorithms), and
later further extended by others (e.g. [158, 182, 195]). The work in [156] further
addressed regression in connection with barrier optimization (essentially with a
two-sided soft-margin loss — the e-insensitive loss). This approach is very simi-
lar in spirit to one of the approaches proposed in [57] (see below). Later it was
extended in [149, 147] to arbitrary strictly convex loss functions and discussed
in connection with infinite hypothesis sets and semi-infinite programming. The
resulting algorithms were shown to be very useful in real world problems.

We briefly describe a regression framework recently introduced in [57], where
several Boosting like algorithms were introduced. All these algorithms operate
using the following scheme, where different cost functions are used for each algo-
rithm. (i) At each iteration the algorithm modifies the sample to produce a new
sample S = {(21,71), ..., (@, §n)} where the y’s have been modified, based on
the residual error at each stage. (ii) A distribution d over the modified samples
S is constructed and a base regression algorithm is called. (iii) The base learner
produces a function f € F with some edge on S under d (for a definition of
an edge in the regression context see [57]). (iv) A new composite regressor of
the form F + af is formed, where « is selected by solving a one-dimensional
optimization problem.

Theoretical performance guarantees for the regression algorithms introduced
in [57] were analyzed in a similar fashion to that presented in Section 3 for
binary classification. Under the assumption that a strictly positive edge was ob-
tained at each step, it was shown that the training error converges exponentially
fast to zero (this is analogous to Theorem 1 for classification). Significantly, the
optimality of the base learners was not required for this claim, similarly to re-
lated results described in Section 5 for classification. Finally, generalization error
bounds were derived in [57], analogous to Theorem 3. These bounds depend on
the edge achieved by the weak learner.

7.4 Localized Boosting

All of the Boosting approaches discussed in this review construct a composite
ensemble hypothesis of the form ), ayh¢(x). Observe that the combination pa-
rameters a; do not depend on the input x, and thus contribute equally at each
point in space. An alternative approach to the construction of composite classi-
fiers would be to allow the coefficients a; themselves to depend on x, leading to
a hypothesis of the form ), as(2)h:(z). The interpretation of this form of func-
tional representation is rather appealing. Assume that each hypothesis h;(x)
represents and expert, while a;(x) assigns a non-negative weight which is at-
tached to the prediction of the ¢-th expert, where we assume that ), a;(x) = 1.
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Given an input x, each of the experts makes a prediction hi(x), where the pre-
diction is weighted by a ‘confidence’ parameter a;(x). Note that if a;(x) are
indicator functions, then for each input x, there is a single hypothesis h; which
is considered. For linear hypotheses we can think of this approach as the rep-
resentation of a general non-linear function by piece-wise linear functions. This
type of representation forms the basis for the so-called mixture of experts models
(e.g. [99]). An important observation concerns the complexity of the functions
ay(x). Clearly, by allowing these functions to be arbitrarily complex (e.g. d-
functions), we can easily fit any finite data set. This stresses the importance of
regularization in any approach attempting to construct such a mixture of expert
representation.

A Boosting like approach to the construction of mixture of experts represen-
tations was proposed in [129] and termed Localized Boosting. The basic observa-
tions in this work were the relationship to classic mixture models in statistics,
where the EM algorithm has proven very effective, and the applicability of the
general greedy stagewise gradient descent approaches described in Section 5.2.
The algorithm developed in [129], termed LocBoost, can be thought of a stage-
wise EM algorithm, where similarly to Boosting algorithms a single hypothesis
is added on to the ensemble at each stage, and the functions ay(-) are also es-
timated at each step. Regularization was achieved by restricting a; to simple
parametric forms. In addition to the algorithm described in detail in [129], gen-
eralization bounds similar to Theorem 3 were established. The algorithm has
been applied to many real-world data-sets leading to performance competitive
with other state-of-the-art algorithms.2

7.5 Other extensions

We briefly mention other extensions of Boosting algorithms. In [140] a method
was introduced for learning multiple models that use different (possibly over-
lapping) sets of features. In this way, more robust learning algorithms can be
constructed. An algorithm combining Bagging and Boosting, aimed at improv-
ing performance in the case of noisy data was introduced in [109]. The procedure
simply generates a set of Bootstrap samples as in Bagging, generates a boosted
classifier for each sample, and combines the results uniformly. An online version
of a Boosting algorithm was presented in [141], which was shown to be compa-
rable in accuracy to Boosting, while much faster in terms of running time. Many
more extensions are listed at the beginning of the present section.

21 A MATLAB implementation of the algorithm, as part of an extensive Pattern Recog-
nition toolbox, can be downloaded from
http://tiger.technion.ac.il/"eladyt/classification/index.htm.



168
8 Evaluation and Applications

8.1 On the choice of weak learners for Boosting

A crucial ingredient for the successful application of Boosting algorithms is the
construction of a good weak learner. As pointed out in Section 3, a weak learner
which is too weak cannot guarantee adequate performance of the composite
hypothesis. On the other hand, an overly complex weak learner may lead to
overfitting, which becomes even more severe as the algorithm proceeds. Thus,
as stressed in Section 6, regularization, in addition to an astute choice of weak
learner, plays a key role in successful applications.

Empirically we often observed that a base learner that already performs quite
well but are slightly too simple for the data at hand, are best suited for use with
boosting. When one uses bagging, then using base learners that are slightly too
complex perform best. Additionally, real-valued (soft) hypotheses often lead to
considerable better results.

We briefly mention some weak learners which have been used successfully in
applications.

Decision trees and stumps Decision trees have been widely used for many
years in the statistical literature (e.g. [29, 144, 85]) as powerful, effective and
easily interpretable classification algorithms that are able to automatically select
relevant features. Hence, it is not surprising that some of the most successful
initial applications of Boosting algorithms were performed using decision trees
as weak learners. Decision trees are based on the recursive partition of the input
space into a set of nested regions, usually of rectangular shape. The so-called
decision stump is simply a one-level decision tree, namely a classifier formed
by splitting the input space in an axis-parallel fashion once and then halting. A
systematic approach to the effective utilization of trees in the context of Boosting
is given in [168], while several other approaches based on logistic regression with
decision trees are described in [76]. This work showed that Boosting significantly
enhances the performance of decision trees and stumps.

Neural networks Neural networks (e.g. [88, 20]) were extensively used during
the 1990’s in many applications. The feed-forward neural network, by far the
most widely used in practice, is essentially a highly non-linear function repre-
sentation formed by repeatedly combining a fixed non-linear transfer function.
It has been shown in [113] that any real-valued continuous function over R? can
be arbitrarily well approximated by a feed-forward neural network with a single
hidden layer, as long as the transfer function is not a polynomial. Given the po-
tential power of neural networks in representing arbitrary continuous functions,
it would seem that they could easily lead to overfitting and not work effectively
in the context of Boosting. However, careful numerical experiments conducted
by [176] demonstrated that AdaBoost can significantly improve the performance
of neural network classifiers in real world applications such as OCR.
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Kernel Functions and Linear combinations One of the problems of using
neural networks as weak learners is that the optimization problems often be-
come unwieldy. An interesting alternative is forming a weak learner by linearly
combining a set of fixed functions, as in

K
W (@) := Y PGr(w), BeRK. (51)
k=1

The functions G}, could, for example, be kernel functions, i.e. Gg(x) = k(x, xy),
centered around the training examples. The set {h#} is an infinite hypothesis set
and is unbounded, if A is unbounded. Hence, maximizing the edge as discussed in
Section 5.4, would lead to diverging §’s. Keeping in mind the overfitting issues
discussed in Section 6, we attempt to restrict the complexity of the class of
functions by limiting the norm of 8. We discuss two approaches.

{1-norm Penalized Combinations Here we set H := {h? | ||8]1 < 1,8 € RV}.
Then finding the edge-maximizing B has a closed form solution. Let

argmax {Z dngk(wn)} .

k* =

k=1,...K | s
Then kP with 8 = (0,...,0,Bk+,0,...,0) maximizes the edge, where By =
sign (ZnNzl dnk(mk*,mn)). This means that we will be adding in exactly one

basis function gg«(-) per iteration. Hence, this approach reduces to the case of
using the single functions. A variant of this approach has been used in [183].
A related classification function approach was used for solving a drug discovery
task in [149].

In [149] so-called active kernel functions have been used, where the set of
functions were kernel-like functions h, p(2) = kp(x, ), and kp is a SVM kernel
function parameterized by p (e.g. the variance in a RBF kernel). In this case one
has to find the example x,, and the parameter p that maximize the edge. This
may lead to a hard non-convex optimization problem, for which quite efficient
heuristics have been proposed in [149)].

La-norm Penalized combinations Another way is to penalize the £3-norm of the
combination coefficients. In this case H := {h7 | ||v|]2 < 1,7 € RV}, and one
attempts to solve

N
v = argmin {Z(dn — W (@a)? + cnvné} :

v n=1

The problem has a particularly simple solution: vy, = é 2521 dngr(xy). A sim-
ilar approach in the form of RBF networks has been used in [153] in connection
with regularized versions of boosting.
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8.2 Evaluation on Benchmark Data Sets

Boosting and Leveraging have been applied to many benchmark problems. The
AdaBoost algorithm and many of its early variants were tested on standard
data sets from the UCI repository, and often found to compare favorably with
other state of the art algorithms (see, for example, [68, 168, 51]. However, it
was clear from [146, 168, 51] that AdaBoost tends to overfit if the data is noisy
and no regularization is enforced. More recent experiments, using the regularized
forms of Boosting described in Section 6 lead to superior performance on noisy
real-world data. In fact, these algorithms often do significantly better than the
original versions of Boosting, comparing very favorably with the best classifiers
available (e.g. SVMs). We refer the reader to [153] for results of these benchmark
studies. These results place regularized boosting techniques into the standard
toolbox of data analysis techniques.

8.3 Applications

The list of applications of Boosting and Leveraging methods is growing rapidly.
We discuss three applications in detail and then list a range of other applications.

Non-intrusive Power Monitoring System One of the regularized approaches
described in Section 6, v-Arc, was applied to the problem of power appliances
monitoring [139]. The most difficult problem for power companies is the handling
of short-term peak loads for which additional power plants need to be built to
provide security against a peak load instigated power failure. A prerequisite for
controlling the electric energy demand, however, is the ability to correctly and
non-intrusively detect and classify the operating status of electric appliances of
individual households. The goal in [139] was to develop such a non-intrusive mea-
suring system for assessing the status of electric appliances. This is a hard prob-
lem, in particular for appliances with inverter systems,?? whereas non-intrusive
measuring systems have already been developed for conventional on/off (non-
inverter) operating electric equipments (cf. [83, 33]). The study in [139] presents
a first evaluation of machine learning techniques to classify the operating status
of electric appliances (with and without inverter) for the purpose of construct-
ing a non-intrusive monitoring system. In this study, RBF networks, K -nearest
neighbor classifiers (KNNs) (e.g. [42]), SVMs and v-Arc (cf. Section 6.2) were
compared.

The data set available for this task is rather small (36 examples), since the
collection and labeling of data is manual and therefore expensive. As a result
of this, one has to be very careful with finding good model parameters. All
model parameters were found using the computationally expensive but generally
reliable leave-one-out method.

?2 An inverter system controls for example the rotation speed of a motor (as in air-
conditioners) by changing the frequency of the electric current.
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The results reported in [139] demonstrate that the v-Arc algorithm with RBF
networks as base learner performs better on average than all other algorithms
studied, followed closely by the SVM classifier with a RBF kernel. These results
suggest that the goal of a control system to balance load peaks might be a
feasible prospect in the not too distant future.

Tumor Classification with Gene Expression Data Micro-array experi-
ments generate large datasets with expression values for thousands of genes but
not more than a few dozen of examples. Accurate supervised classification of
tissue samples in such high-dimensional problems is difficult but often crucial
for successful diagnosis and treatment (in typical cases the sample size is in the
range of 20-100 and the number of features varies between 2,000 and 20,000;
clearly here the potential for overfitting is huge). The goal is is to predict the
unknown class label of a new individual on the basis of its gene expression pro-
file. Since this task is of great potential value, there have been many attempts
to develop effective classification procedures to solve it.

Early work applied the AdaBoost algorithm to this data; however, the re-
sults seemed to be rather disappointing. The recent work in [49] applied the
LogitBoost algorithm [74], using decision trees as base learners, together with
several modifications, and achieved state of the art performance on this dif-
ficult task. It turned out that in order to obtain high quality results, it was
necessary to preprocess the data by scoring each individual feature (gene) ac-
cording to its discriminatory power using a non-parametric approach (details
can be found in [49]). Moreover, it was found that the simple one-against-all
approach to multi-category classification led to much better results than the
direct multi-class approach presented in [74] based on the log-likelihood func-
tion (cf. Section 7.2). Interestingly, the authors found that the quality of the
results degraded very little as a function of the number of Boosting iterations
(up to 100 steps). This is somewhat surprising given the small amount of data
and the danger of overfitting. The success of the present approach compared to
results achieved by AdaBoost, tends to corroborate the assertions made in [74]
concerning the effectiveness of the LogitBoost approach for noisy problems.

Text Classification The problem of text classification is playing an increas-
ingly important role due to the vast amount of data available over the web and
within internal company repositories. The problem here is particularly challeng-
ing since the text data is often multi-labeled, namely each text may naturally
fall into several categories simultaneously (e.g. Sports, Politics and Violence). In
addition, the difficulty of finding an appropriate representation for text is still
open.

The work in [169] presented one of the first approaches to using Boosting for
text classification. In particular, the approaches to multi-class multi-label classi-
fication developed in [168], were used for the present task. The weak learner used
was a simple decision stump (single level decision tree), based on terms consist-
ing of single words and word pairs. The text categorization experiments reported
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in [169] were applied to several of the standard text classification benchmarks
(Reuters, AP titles and UseNet groups) and demonstrated that the approach
yielded, in general, better results than other methods to which it was compared.
Additionally, it was observed that Boosting algorithms which used real-valued
(soft) weak learners performed better than algorithms using only binary weak
learners. A reported drawback of the approach was the very large time required
for training.

Other applications We briefly mention several applications of Boosting and
Leveraging methods in other problems.

The group at AT&T has been involved in many applications of Boosting
approaches beyond the text classification task discussed above. For example, the
problems of text filtering [170] and routing [95] were addressed as well as that of
ranking and combining references [66]. More recently the problem of combining
prior knowledge and boosting for call classification in spoken language dialogue
was studied in [161] and applications to the problem of modeling auction price
uncertainty was introduced in [171].

Applications of boosting methods to natural language processing has been
reported in [1, 60, 84, 194], and approaches to Melanoma Diagnosis are presented
in [132]. Some further applications to Pose Invariant Face Recognition [94], Lung
Cancer Cell Identification [200] and Volatility Estimation for Financial Time
Series [7] have also been developed.

A detailed list of currently known applications of Boosting and Leveraging
methods will be posted on the web at the Boosting homepage
http://www.boosting.org/applications.

9 Conclusions

We have presented a general overview of ensemble methods in general and the
Boosting and Leveraging family of algorithms in particular. While Boosting was
introduced within a rather theoretical framework in order to transform a poorly
performing learning algorithm into a powerful one, this idea has turned out to
have manifold extensions and applications, as discussed in this survey.

As we have shown, Boosting turns out to belong to a large family of models
which are greedily constructed by adding on a single base learner to a pool of
previously constructed learners using adaptively determined weights. Interest-
ingly, Boosting was shown to be derivable as a stagewise greedy gradient descent
algorithm attempting to minimize a suitable cost function. In this sense Boost-
ing is strongly related to other algorithms that were known within the Statistics
literature for many years, in particular additive models [86] and matching pur-
suit [118]. However, the recent work on Boosting has brought to the fore many
issues which were not studied previously. (i) The important concept of the mar-
gin, and its impact on learning and generalization has been emphasized. (ii)
The derivation of sophisticated finite sample data-dependent bounds has been
possible. (iii) Understanding the relationship between the strength of the weak
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learner, and the quality of the composite classifier (in terms of training and gen-
eralization errors). (iv) The establishment of consistency (v) The development
of computationally efficient procedures.

With the emphasis of much of the Boosting work on the notion of the margin,
it became clear that Boosting is strongly related to another very successful cur-
rent algorithm, namely the Support Vector Machine [190]. As was pointed out
in [167, 134, 150], both Boosting and the SVM can be viewed as attempting to
maximize the margin, except that the norm used by each procedure is different.
Moreover, the optimization procedures used in both cases are very different.

While Boosting constructs a complex composite hypothesis, which can in
principle represent highly irregular functions, the generalization bounds for Boost-
ing turn out to lead to tight bounds in cases where large margins can be guaran-
teed. Although initial work seemed to indicate that Boosting does not overfit, it
was soon realized that overfitting does indeed occur under noisy conditions. Fol-
lowing this observation, regularized Boosting algorithms were developed which
are able to achieve the appropriate balance between approximation and esti-
mation required to achieve excellent performance even under noisy conditions.
Regularization is also essential in order to establish consistency under general
conditions.

We conclude with several open questions.

1. While it has been possible to derive Boosting-like algorithms based on many
types of cost functions, there does not seem to be at this point a systematic
approach to the selection of a particular one. Numerical experiments and
some theoretical results indicate that the choice of cost function may have
a significant effect of the performance of Boosting algorithms (e.g. [74, 126,
154]).

2. The selection of the best type of weak learner for a particular task is also not
entirely clear. Some weak learners are unable even in principle to represent
complex decision boundaries, while overly complex weak learners quickly
lead to overfitting. This problem appears strongly related to the notoriously
difficult problem of feature selection and representation in pattern recog-
nition, and the selection of the kernel in support vector machines. Note,
however, that the single weak learner in Boosting can include multi-scaling
information whereas in SVMs one has to fix a kernel inducing the kernel
Hilbert space. An interesting question relates to the possibility of using very
different types of weak learners at different stages of the Boosting algorithm,
each of which may emphasize different aspects of the data.

3. An issue related to the previous one is the question of the existence of weak
learners with provable performance guarantees. In Section 3.1 we discussed
sufficient conditions for the case of linear classifiers. The extension of these
results to general weak learners is an interesting and difficult open question.

4. A great deal of recent work has been devoted to the derivation of flexible
data-dependent generalization bounds, which depend explicitly on the algo-
rithm used. While these bounds are usually much tighter than classic bounds
based on the VC dimension, there is still ample room for progress here, the
final objective being to develop bounds which can be used for model selec-
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tion in actual experiments on real data. Additionally, it would be interesting
to develop bounds or efficient methods to compute the leave-one-out error
as done for SVMs in [36].

5. In the optimization section we discussed many different approaches address-
ing the convergence of boosting-like algorithms. The result presented in [197]
is the most general so far, since it includes many special cases which have
been analyzed by others. However, the convergence rates in [197] do not
seem to be optimal and additional effort needs to be devoted to finding tight
bounds on the performance. In addition, there is the question of whether it is
possible to establish super-linear convergence for some variant of leveraging,
which ultimately would be lead to much more efficient leveraging algorithms.
Finally, since many algorithms use parameterized weak learners, it is often
the case that the cost function minimized by the weak learners is not convex
with respect to the parameters (see Section 5.4). It would be interesting to
see whether this problem could be circumvented (e.g. by designing appro-
priate cost functions as in [89]).
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