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staff.it.uts.edu.au/~lbcao/publication/behavio
r-informatics-tutorial-slidesx.pdf

e http://www-
staff.it.uts.edu.au/~lbcao/publication/publicat
ions.htm

e www.behaviorinformatics.org
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ny behavior informatics?

nat is behavior?
nat are the key behavioral factors?

=S ===

nat is the conceptual map of behavior
informatics?

How to represent/model behavior?
How to check the behavior model?
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ABSTRACT
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Behavior analysis
Behavior informatics
Behavior computing
Decision making

The in-depth analysis of human behavior has been increasingly recognized as a crucial
means for disclosing interior driving forces, causes and impact on businesses in handling
many challenging issues such as behavior modeling and analysis in virtual organizations,
web community analysis, counter-terrorism and stopping crime. The modeling and analy-
sis of behaviors in virtual organizations is an open area. Traditional behavior modeling
mainly relies on qualitative methods from behavioral science and social science perspec-
tives, On the other hand, so-called behavior analysis is actually based on human demo-
graphic and business usage data, such as churn prediction in the telecommunication
industry, in which behavior-oriented elements are hidden in routinely collected transac-
tonal data. As a result, it is ineffective or even impossible to deeply scrutinize native
behavior intention, lifecycle and impact on complex problems and business issues. In this
paper, we propose the approach of behavior informatics (BI), in order to support explicit and
quantitative behavior involvement through a conversion from source data to behavioral
data, and further conduct genuine analysis of behavior patterns and impacts. Bl consists
of key components including behavior representation, behavioral data construction, behavior
impact analysis, behavior pattern analysis, behavior simulation, and behavior presentation and
behavior use. We discuss the concepts of behavior and an abstract behavioral model, as well
as the research tasks, process and theoretical underpinnings of BL Two real-world case
studies are demonstrated to illustrate the use of Bl in dealing with complex enterprise
problems, namely analyzing exceptional market microstructure behavior for market sur-
veillance and mining for high impact behavior patterns in social security data for govern-
mental debt prevention. Substantial experiments have shown that Bl has the potential to
greatly complement the existing empirical and specific means by finding deeper and more
informative patterns leading to greater in-depth behavior understanding. Bl creates new
directions and means to enhance the quantitative, formal and systematic modeling and
analysis of behaviors in both physical and virtual organizations.

© 2010 Elsevier Inc All rights reserved.

of behavior
informatics

Longbing Cao:

In-depth behavior
understanding and use: The
behavior informatics
approach. Inf.

Sci. 180(17): 3067-
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chavior i1s a concept increasingly recognized
Bin broad communities spreading from social
to business, online, mobile, economic, and cultural
domains. However, systematic and comprehensive

methodologies, theories, tools, and systems aren’t
ready for deeply, fully, and effectively capturing,
representing, quantifying, analyzing, learning, and
measuring the semanrics, sequencing, networking,
evolution, utility and impact of individual, group,
and cohert behaviors taking place in the real world.
This 1s becoming fundamental and critical in the
age of Big Data. Here, in this installment of “Trends
& Conrtroversies,” we look ar how behbavior infor-
matics targers the development of effective method-
ologies and techniques to tackle these issues.

TRENDS & CONTROVERSIES

Editors: Longbing Cao, University of Technology, Sydnay, longbing.cac@uts.edu.au

Behavior Informatics:
A New Perspective

Longbing Cao, University of Technology, Sydney

social and collaborative searching activinies 1s
needed. Gabriella Pasi presents insights on engaging
behaviors in information seeking, especially consid-
ering coupled behaviors within certain contexts.
Nowadays, an increasing number of users are inter-
ested in IPTV programs online, and generate massive
amounts of activities. Ya Zhang and her colleagues
lead a discussion about the behaviors of IPTV users
that are related to system efficiency, personalization,
recommendation, and targeted advertisement.
Finally, Edoardo Serra and V.5. Subrahmanian
raise an interesting question: Should behavior mod-
els of terror groups be disclosed? They share their
research and arguments on strategic disclosures and
consequences in tackling today’s terrorism.

Longbing Cao, Thorsten Joachims, Can Wang, Eric Gaussier, Jinjiu Li, Yuming Ou, Dan
Luo, Reza Zafarani, Huan Liu, Guandong Xu, Zhiang Wu,Gabriella Pasi, Ya Zhang, Xiaokang

Yang, Hongyuan Zha, Edoardo Serra, V. S. Subrahmanian: Behavior Inforrﬁfl':';&:l\ﬂvAi
Perspective. IEEE Intelligent Systems 29(4): 62-80 (2014)
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1 Develop your business case
Before you start this learning and discussion journey, please think of a business

case that is familiar to you, and we will use it for discussions and exercises in

the course. The best way is probably for you to choose something happening

to your daily business.

2 Toy business case
| here include a toy business case for you to think or customize for the course

use, if you like.

UTS:AAI
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1. Why Behavior
Informatics & Computing?

Longbing Cao, In-depth Behavior Understanding and Use: the Behavior Informatics
Approach, Information Science, 180(17); 3067-3085, 2010. Ae
UTS:AAi
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e Behavior is an important analysis object in

Consumer analysis
Marketing strategy design
Business intelligence

— Customer relationship management

Social computing

Intrusion detection

Fraud detection

Event analysis

Risk analysis

Group decision-making, etc.

16

» Customer behavior analysis

» Consumer behavior and market strategy
»Web usage and user preference analysis

» Exceptional behavior analysis of terrorist and
criminals

» Trading pattern analysis of investors in capital
markets

UTS: A A

THE ADVANCED ANALYTICS INSTITUTE



Example 1: Price movement as market behavior
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e Example 2: Announcement as market
behavior driver

Price
A

. | L S S

o U
Predisclosuré Tureg point
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I
& » Time
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releasze time
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driver of

"~ behavior exterior
(price)

v -~
1 Say
-~
-

-
Predisclosure
session |

1]

Turning point

® p Time
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release time

(h)
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* Short-term manipulation behavior as cause

Price

195.83 Behavior exterior

presentation

3.26
Vol
Behavior
interior
driver
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e Associated

accounts
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1. Advertising

s L= ¥y [ N VI W

8.

. Advertising Agencies

. Advertising Systems

. Architecture for the Future

. Multi-Media Publications

. Publish and Subscribe (Basic)

. Publish and Subscribe (Financial Portal)
. Publish and Subscribe {using Tags]

Web Site Analytics

2. Air Transport

1.

L0y [ N W

oo =l

9.
10.

Aircraft Parts and Orders
. Airline Bookings in Africa
. Airline Operations

. Airline Reservations

. Airline Travel Routes

NEW

. Airport in a Box
. Airport Management

. BAL (British Airports Authority )
Enterprise Data Model for Air Travel

Heathrow Airport

3. Assets

1
2
3
4
5

. Asset Management

. Assets

. Assets and Locations
. Assets Maintenance

. Assets Schedules

4, Banks

s L= ¥y [ N VI W

. Banking Acquisitions

. Bank and Branches

. Banking Data Warehouses

. Investment Banks

. Dnline Banking

. Retail Banks

. Retail Bank Accounts for Husbands and Wives

i

1. Customers

1.
2
3.
4. CRM

Clients and Fees
. Clients and | ocations

Clients, Services and Fees

Call Centers

Customer Metrics

Marketing Data

Marketing Data Architecturs
Microsoft Dynamics CRIM
Personalization

Top-Level Data Model

Template for a Source Systerns Data

Dictionary

. Customer Experience Management
. Customer Management Systems

. Customers with multi-lingual B2C

. Customers at a Bank

. Customers at a Bank (retail)

. Customers at a Bookstore

. Customers at a Call Center

. Customers and Addresses

. Customers and Campaigns

. Customers and Car Hire

. Customers and Car Parts

. Customers and Car Sales

. Customers and Car Servicing

. Customers and Credit Cards

. Customers and Dept Stores

. Customers and Deals (UML)

. Customers and Deliveries

. Customers and e-Commerce

. Customers and Financial Services
. Customers and Frozen Yoghurt Shops
. Customers and Games Shops

. Customers and Hairdressers

1. Parties
1. Parties, Roles and Customers

2. Party - [IA Insurance

3. Party Master Index
2. Pharmaceuticals
. Pharma and Biotechnology Information
Pharmacies and Generics
Pharmacies and Medical Clinics
Pharmacies and Prescriptions
Pharmaceuticals Data Warehouse
FPharmaceutical Companies
Pharmaceutical Vendors Visits
Pharmaceutical Supplies
3. Payments
Customers and Payments (e-Gowy't)
. Invoices and Payments
. Future of Payments
. Medical L aboratories with Payments
. Payments Subject Area
. Tracking Multiple Job Payments

4, People

5. Police

Baltimore Police Department
Police Canonical Data Model
Police Departments

Police Generalized Data Model
Police Information Reports
Police MDM Data Model
Police Mobile Application
Tracking Evidence

. Traffic Cops and Tickets

6. Products
1. Bill of Materials

UTS: A A
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 Empirical, qualitative, psychological, social etc

 Behavior-oriented analysis was usually conducted on
customer demographic and transactional data
directly

— Telecom churn analysis, customer demographic data and service usage
data are analyzed to classify customers into loyal and non-loyal groups
based on the dynamics of usage change

— Outlier mining of trading behavior, price movement is usually focused
to detect abnormal behavior

so-called behavior-oriented analysis is actually not on customer
behavior-oriented elements, rather on straightforward customer
demographic data and business usage related appearance

(trapsactions) fiIfS:AAi
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e Customer demographic and transactional data is not

organized in terms of behavior but entity
relationships

e Human behavior is implicit in normal transactional
data: behavior implication

e cannot support in-depth analysis on behavior interior: focus on
behavior exterior

e Cannot scrutinize behavioral actor’s belief, desire, intention and
impact on business appearance and problems

Such behavior implication indicates the limitation or even

ineffectiveness of supporting behavior-oriented analysis on
transactional data directly.

25 UTS:AAi
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e Behavior plays the role as internal driving forces or causes for
business appearance and problems

e Complement traditional pattern analysis solely relying on
demographic and transactional data

e Disclose extra information and relationship between behavior
and target business problem-solving

A multiple-dimensional viewpoint and solution may
exist that can uncover problem-solving evidence from
not only demographic and transactional but behavioral
(including intentional, social, interactive and impact
aspects) perspectives

26 UTS:AAi
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 Make behavior ‘cxplicit” by squeezing out behavior
elements hidden in transactional data

* A conversion from transactional space to behavior
feature space is necessary

e Behavioral data:

* behavior modeling and mapping
e organized in terms of behavior, behavior relationship and impact

Explicitly and more effectively analyze behavior
patterns and behavior impacts than on transactional
data

27 UTS:AAi
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Transactional space

(entity-relationship)

behaviour

Yoli

Everything

Empirical

Qualitative

Explicit/ Appearance

Effect/Exterior

Entity

Hard
behaviour

| Action-centred

] Systematic

- Quantitative

= Implicit/Underlying

| Driver/Interior

] Process

Behaviour space
(cause-effect)

UTS:AAI
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1 List the business lines (drill down to specific business areas) in your
organization where behaviour could be an important aspect/asset

2 Use a few keywords in a dot point format to describe behaviour analytics

tasks conducted at your organization



2. What is Behavior?
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Human 4
Beings
|
/

-

\

~N

Actions
Operations
Events
Sequences

$

/

Context \
and
Environment

AT
[ ] . i
u
THE ADVANCED ANALYTICS INSTITUTE



Definition 1. A behavior (B) is described as a four-ingredient tuple B :I
(6,0.C.%).

o Actor & = (SE,OE) is the entity that issues a behavior (subject, SE) or
on which a behavior is imposed (object, OE ).

o Operation € = (OA.SA) is what an actor conducts in order to achieve
certain goals: both objective (OA) and subjective (SA) attributes are as-
sociated with an operation. Objective attributes may include time, place,
status and restraint; while subjective aspects may refer to action and its
actor’s belief and goal etc of the behavior and the behavior impact on busi-
ness.

o Contexrt € is the environment in which a behavior takes place.

o Relationship 2 = (0(-).n(-)) is a tuple which reveals complex interactions
within an actor’s behaviors (named intra-coupled behaviors, represented
by function 0(-)) and that between multiple behaviors of different actors
(inter-coupled behaviors by relationship function n(-)).



e An abstract behavior model

Demographics and
circumstances of behavioral
subjects and objects

Associates of a behavior may
form into certain behavior
sequences or network;

Social behavioral network
consists of sequences of
behaviors that are organized in
terms of certain social
relationships or norms.

Impact, costs, risk and trust of
behavior/behavior network

33

g ‘ ]
—1 Subject ¥ Goal
Demographic: | (Bonevior 1)
1 Subject
Object N
—1 Impact [ | |Goal —» Belief
| Object |« Bel?af e
= Action
Plan L) -
Time Time Action
Place
—»{Bahawnrz)q— glaﬂtl: t
ontex
I | | Place ¥ Constraint Plan
| | Impact
| | v
+»{ Behavior n }(—'
Status Context Constraint
|: Behavior } Behavior- Attribute Behavior-
— hehavior —j= — attribute —p=
'.\_‘_ relationship relationship _./)

Figure 1. An Abstract Behavioral Model
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e Behavior instance: behavior vector

F={s0e.q.bal fet wum}
— basic properties
— social and organizational factors

e Vector-based behavior sequences

—

['={71,72, -os T}

e \ector-oriented patterns

34 UTS:AA%
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 Vector-oriented behavior pattern analysis
— Behavior performer:
* Subject (s), action (a), time (t), place (w)
— Social information:
e Object (0), context (e), constraints (c), associations (m)
— Intentional information:
e Subject’s: goal (g), belief (b), plan (/)
— Behavior performance:
e Impact (f), status (u)

» New methods for vector-based behavior pattern analysis

35 UTS:AAi
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 Behavioral elements hidden or dispersed in
transactional data

e behavioral feature space

Entity-Oriented
Transactional
Space

Behavior Feature
-Oriented Space

Behavioral
Modeling

» Behavioral data modeling
» Behavioral feature space .
> Mapping from transactional to behd_T™@"sactional bata Behavioral Data
» Behavioral data processing

» Behavioral data transformation

36 UTS:AAi
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3. Whatiis
Behavior Informatics and
Computing?

Longbing Cao, In-depth Behavior Understanding and Use: the Behavior Informatics Approach, Information Science,
180(17); 3067-3085, 2010.

e
www.behaviorinformatics.org UTS:AAI
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ehavior-oriented Decision-making

i

Behavior Presentation
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ehavior-relevant Applications & Areas
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fodeling

I

Buehasnoral

Business
Eulze

pei |

Eebasit

4, Presentation
#iL]

39

BlA PROCESS: The Process of Behavior Informatics and Ana-
Iytics
INPUT: criginal dataset ¥
OUTPUT: behavior patterns F and operationalizable business
nles ﬁ;
Step 1: Behavior modeling &(T:

Given dataset 1T,

Develop behavior modeling method & (# = 3) with

technical interestingness ()

Employ method @ on the dataset T

Construct behavior vector set T
Step 2: Converting to behavioml data 3T,

Given behavior modeling method #;

FOR i = 1to{eount{1))

Dieploy behavior modeling method & on dataset '
Construct behavior vector J:

EMDFOR

Construct behavior dataset $(T7);
Step 31 Analyzing behavioral patterns PT

Given behavior data (B(T);

Dezign pattern mining method w = £3

Employ the method w on dataset 5T

Extract behavior pattern set F,
Step 4 Conmverting behavior pattemns P operationalizable
business mles ﬁ;

Given behavior pattern set B,

Develop behavior modeling method A

Involve business interestingness b:() and constraints ¢ in the
envimnment &

Ceenerate business rules 1

UTS:A A0
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e (Behavior modeling)

— describing behavioral elements

— extracting syntactic and semantic relationships amongst
the elements

— presentation and construction of behavioral sequences
and properties

— unified mechanism for describing and presenting
behavioral elements, properties, behavioral impact and
patterns

40 UTS:AAi
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 Behavioral instances that are associated with
high impact on business processes and/or
outcomes

* Modeling of behavioral impact

»Behavior impact analysis

»Behavioral measurement

» Organizational/social impact analysis

»Risk, cost and trust analysis

»Scenario analysis

» Cause-effect analysis

» Exception/outlier analysis and use

» Impact transfer patterns

» Opportunity analysis and use

» Detection, prediction, intervention and prevention

a1 UTS:AAi
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 Behavioral patterns without the consideration
of behavioral impact

* Analyze the relationships between behavior
sequences and particular types of impact

VVVYVYVVY

»Social networking behavior

» Linkage analysis

»Behavior clustering
»Behavior network analysis
»Behavior self-organization

» Exceptions and outlier mining

Emergent behavioral structures
Behavior semantic relationship
Dynamic behavior pattern analysis
Detection, prediction and prevention
Demographic-behavioral combined pattern analysis
Cross-source behavior analysis

Correlation analysis UTS.AAE
42 =
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ONOoIrma
ONorma

ONorma

behavior

+ normal behaviors
group behavior
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Behavioral occurrences, evolution and life cycles

Impact of particular behavioral rules and patterns on
behavioral evolution and intelligence emergence

Define and model behavioral rules, protocols and
relationships, and

Their impact on behavioral evolution and intelligence
emergence

a4 UTS:AAE
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e |Intrinsic mechanisms inside a network

e behavioral rules, interaction protocols, convergence
and divergence of associated behavioral itemsets

e effects such as network topological structures, linkage
relationships, and impact dynamics

e Community formation, pattern, dynamics and
evolution

- Intrinsic mechanisms inside a network

- Behavior network topological structures

- Convergence and divergence of associated behavior

- Hidden group and community formation and identification
- Linkage formation and identification

- Community behavior analysis A
45 UTS:AAi
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 Observe the dynamics,

e The impact of rules/protocols/patterns,
behavioral intelligence emergence, and

 The formation and dynamics of social
behavioral network

Large-scale behavior network

Behavior convergence and divergence
Behavior learning and adaptation

Group behavior formation and evolution
Behavior interaction and linkage
Artificial behavior system

Computational behavior system UTS.AAE
L)

Multi-agent simulation
THE ADVANCED ANALYTICS INSTITUTE
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e presentation means and tools

— describe the motivation and the interest of
stakeholders on the particular behavioral data

— traditional behavior pattern presentation
—visual behavioral presentation

Rule-based behavior presentation

Flow visualization

Sequence visualization

Dynamic group formation

Visual behavior network

Behavior lifecycle visualization

Temporal-spatial relationship

Dynamic factor tuning, configuration and effect analysis
Behavior pattern emergence visualization

4I;istributed, linkage and collaborative visualization UTS.AAi
n

THE ADVANCED ANALYTICS INSTITUTE
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1 Write a few keywords (dimensions and aspects), or a
diagram, to explain what is behaviour on your mind

2 List three aspects that you believe are the most
important in discussing behaviour



5. Behavior Modeling
and Representation
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Formalization and Verification of
Group Behavior Interactions

(Can Weng, Longhing Cso, Semior Mesmber, [EEE, snd Chi-Hung Chi
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How to represent behaviors?

Behavior ontology
Behavior process and interaction

Behavior interaction relationship

How to model check behavior models built?

Case studies of behavior modeling
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UTS/AAI Technique Report 2011

Formalization and Verification of
Group Behavior Interactions

Can Wang, Longbing Cao

University of Technology, Sydney, Australia
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Behavior Behavior
Descriptor Aggregator Yes

Checker

Behavior Behavior Behavior
Model Model

Refiner Exporter

Behavior Constraint
Indicator
(Natural — Logic)

Ontology-based Behavior Modeling and Checking
UTS:AAi

THE ADVANCED ANALYTICS INSTITUTE




e Actor: refers to the subject(s) or object(s) of a behavior, for
example, organizations, departments, systems, agents and people
involved in an activity or activity sequence.

» Operation: represents activities, actions or events in a behavior
or behavior sequence.

e Coupling: refers to the interaction between behaviors, including
connections between actors and/or operations of either one or

multiple actors.
oo (Commaim > (coming ) 1ype. a A
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=) O—C
name
Initiative action A enables B or - split or - join Block
Action
name
Action A disenables B and - split and - join Sub-action
Relationship | enable | disenable or-split and-split or-join and-join

LogicForm | a—b | «(a—=b) | a—>(bve) | a—>(bnrc) | (avb)—c | (anb)—c

y. %4
21/6/2010 L. Cao U TS . AAI
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Coupling Relationships

Perspectives
- ‘

Temporal : Party-based
Inferential
~ Serial Coupling ~ One-Party-
Parallel coupling ~ Causal Coupling Multiple-Operation
" Synchronous relationship | conjunction Coupling | Multiple-Party-
. . One-Operation
- | Asynchronous coupling . . . .
Disjunction Coupling .
- [ Interleaving Multiple-Party-
_ Exclusive Coupling _ Multiple-Operation

Shared-variable

UTS: A A
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* Serial coupling, denoted by {B;;B,}, showing the
situation in which behavior B, follows behavior B,.

* Parallel coupling, by which behaviors happen in
varying concurrent manners, including synchronous
coupling and asynchronous coupling.

— Synchronous relationship, denoted by {B,|B,},
indicating that B1 and B2 present at the same time
based on certain communication protocols.

AT
[ ] . i
u
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— Asynchronous coupling, showing that two behaviors

B, and B, interact with each other at different time points.

* Interleaving, denoted by {B, : B,}, representing the
involvement of independent complex behaviors by
nondeterministic choice (independently).

* Shared-variable, denoted by {B, | | | B}, signifying that
the relevant behaviors have variables in common.

*+ Channel system, denoted by {B, | B.}, is a parallel system
in which complex behaviors communicate via a channel, for
instance, first-in and first-out buffers. UTS:AA:



e Causal coupling, represented as {B, - B,}, meaning

that behavior B, causes behavior B,.

e Conjunction coupling, {B, A B,}, specifying that

B, and B, take place together. J

* Disjunction coupling, {B, V B,}, by which at least one
of the associated behaviors must happen. ﬁ

e Exclusive coupling, {B, @ B,}, indicating that if B,
happens, B, will not happen, and vice versa.

AT
[ ] . i
u
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* One-Party-Multiple-Operation, represented as
{(B,,B,)"}, depicts that distinct behaviors B, and B,
are performed by the same actor A,.

e Multiple-Party-One-Operation, shown as {(B,)A*]},
represents that multiple actors A, and A, implement
the same behavior B, to achieve their own intentions.

* Multiple-Party-Multiple-Operation, presented as
{(B,,B,)A#1} describes that different behaviors B,
and B, are carried out by distinct actors A, and A,.

AT
[ ] . i
u
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Definition 1 (Behavior): A behavior B is described as a
three-ingredient tuple B = (&7, &. %), where:

o Actor &7 is the entity that issues a behavior or on which
a behavior 1s imposed.

e Operation & is what an actor conducts in order to achieve
certain goals.

e Coupling ¥ =< 6(:).n(-) > is a tuple that reveals
complex interactions including intra-coupling (f(-)) and
inter-coupling (17(-)).

For instance, in a stock market, a behavior can be represented as “an
investor places a buy order”. The involved actor is the “investor” himself
or herself, the operation is the transaction of “buy”. The third component

coupling exposes the intra-relationship between this behavior and this
investor's sell order on the other day, together with the inter-relationship
between this behavior and another investor’s buy order on the same day.




We tackle the coupled behaviors from either one or
different actors, denoted as intra-coupling and inter-
coupling, respectively.

Behavior Feature Matrix

7 11 O 12 ... é’l k) intra-coupling
Oo | Oz ... Oaj, ..
FM(B) =
\61 | 612 ... O1s... )

inter-coupling

UTS: A A
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The intra-coupling reveals the complex couplings within an actor’s

distinct behaviors.

. , . For instance, in
Definition 2 (Intra-Coupled Behaviors): Actor ;s behav- o

iors B;; (1 < j < Jyae) are intra-coupled in terms of

: : investor will place a
coupling function 6;(1).

sell order at some
i time after buying his
B? :=B..(o, 6.0) Z 6,(B) ® Bs;, (TV.2) B her desired
instrument due to a
great rise in the
where ;Tzfz © means the subsequent behavior of B; is B;; trading price. This is,

intra-coupled with 6;(B). and so on. to some extent, one
way to express how

these two behaviors
are intra-coupled
with each other.

j=1

THE ADVANCED ANALYTICS INSTITUTE



The inter-coupling embodies the way multiple behaviors of different
actors interact. Bor instande 3

Definition 3 (Inter-Coupled Behaviors): Actor ;s behav- [aetebtatadatiersicntc
iors B;; (1 < i < I) are inter-coupled with each other in [E{STEREEEIRERENACIMN
terms of coupling function 7;(1B), when an investor

sells the
instrument at the
same price as the

1
]E?} =B.(«,0,n)| Z 7:(B) © B,;, (IV.3)
= other investor

buys this
instrument. This is
another example
of how to trigger
Boi f B2 ... Bay,,.. the interactions
' between inter-
coupled behaviors.

where Zf © means the subsequent behavior of B; is B;; inter-
coupled with 7;(B), and so on.




In practice, behaviors may interact with one another in both ways
of intra-coupling and inter-coupling.

g : ; For instance, we
Definition 4 (Coupled Behaviors): Coupled behaviors B, .1
* , ; consider both the
refer to behaviors B; ;, and B,,,, that are coupled in terms

; . : ; . successful tradin
of relationships h(6(B).n(B)), where (i1 # i3) V (j1 # T investof
J2o)N < i, ie S T)A(L < j1, J2 < Jmaz)

A, (buy) and
9 ; Tz investor A, (sell),
B. = (B ;)" * (BY,,,)" :=B;(,0,%) S‘ DM -nd then the selling
i1,i2=1 j1,ja=1 behavior

h’(gjljz (IB) s Miqig (E)) O] (Eiljlﬂgig:jz )_._ (W4} conducted by Al

where h(0;, j,(B),7:,:,(B)) is the coupling function de- afte{)he O}f Sl;le has
noting the CDrreqpnnde relationships between B, ;, and giniaa

Bisjo- Zzl in=1 ¥ ie"_) © means the subsequent behaviors I?S:fruTem ek
of B are B;, 3 Cuupled with h(6;, (B),n;, (B)), B,,j;, with relative low price.

h(6;,(B),n:,(B)). and so on. UTS'AA%
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£

We conduct behavior aggregations to interpret the interactions
of intra-coupled and inter-coupled behaviors. The outcomes of
the behavior aggregations form the basis of behavior verification.

Three types of aggregations
Intra-Coupled Inter-Coupled Combined
Aggregation Aggregation Aggregation

function 0; function 7 function h(0;, 5. 1iis)

UTS:AAI

THE ADVANCED ANALYTICS INSTITUTE




For the behaviors conducted by the same actor, we
interpret the behavior dynamics in terms of a transition

system (TS).

TS: Directed Graphs

Nodes: System States Edges: Model Transitions

A state describes the
behavior status at a
certain moment of

system dynamics.

State changes
of a system.

UTS: A A
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In particular, the TS interpretation of the intra-coupled
behaviors B? for actor < is the tuple (St; Act;—>; In),
where 9; is the intra-coupling function.

e St ={60,;(B)} is a set of states.

e« Act ={0'} is a set of actions or operations.
o 0;(IB) <, f;.1(B) is a transition relation.

e In={0p(B)} is a set of initial states.

P Wiy
. .
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Apart from the intra-coupled behaviors, inter-coupling B’
refers to interactions between operations by different actors.

Definition 5 (Inter-coupling Operators): The behavior
inter-couplings are essentially the various interactions among
multiple behaviors. Let B; and Bs be two behaviors, then the
inter-coupling function 7);(IB) is defined as:

'!},;(E) i I[h;ﬂ%g ‘ Blu]ﬁ;g | Ei :]BQ | IB1|||EQ | Eﬂlﬁ:g | Bi —
Bo| By ABs | By VB | By @B, | f(B). (v.1)

UTS: A A
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With the intra-coupled and inter-coupled interactions

defined, we develop the combined aggregation of coupled
behaviors to model complex behavior-oriented applications.

2 3

_/

h(ﬂjljz (B).. Nivio (B)) UTSIAAi
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in a hierarchical structure that

|1B3)}

= {By; (B>
B1)“}

)
(

)

{f(B1).9(Ba)}
{f (B1)*}
i/

First, we consider the extension of behavior sequences
towards hierarchical and hybrid combinations, in which

behaviors are associated
consists of different relationships.

f(Bq, g(Bs. B3
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Second, interaction rules (IR) are induced to support
appropriate combinational reduction of multiple coupling
relationships.

Definition 6 (Interaction Rule): An interaction rule

f(Bl-"' *.IB'TL}
IR: By x---xB, — (V.3
! Q(E1~"'~Eﬂ) )

1s the combinational equivalence and reduction about the
coupling relationships among behaviors B, (1 < i < n). where
f(-) and g(-) are two coupling expressions for the involved
behaviors.

TS:AAi
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For instance, four interaction rules are induced as follows
(where *; *1; %2 are the coupling operators):

B (IBl*Bg)*Bg
IRy : .
"By * (By + By)

By %1 Ba) *2 (B3 1 Bo)
(B1 *2B3) %1 By

IRQ:(

rp. . (BixBy) x By + By)
3 EI*BQ*Bg ?

(By %1 Ba) x2 (By %1 B3)
THq:
By 1 (Bg 2 Bg)

i | UTS:AA;
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Finally, concurrent transition systems (TSs) are constructed
to specify complex interactions by utilizing temporal,
inferential, and party-based couplings to describe, combine
and aggregate the coupling relationships.

The relationships among TSs are concerned since complex
behaviors are represented as TSs. Assume that there
are n complex behaviors (TSs) associated with one another
in terms of different coupling relationships.

UTS: A A
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Serial Coupling: 1'S1;1'Sy:--- TS,

Synchronous Coupling: T'Sy || T'Ss || --- || T'S,,
Interleaving Coupling: T'Sy : TSy : ---: TS,
Shared-variable Coupling: T'Sy|||T'Sa||-- - |||T'Sn
Channel System Coupling: T'S1 | T'Sa | ---| TS,

Causal Coupling: T'S1 — 1'Ss

Conjunction Coupling: 1T'S1 AN'T'Ss

Disjunction Coupling: 1S,V T'S5

Exclusive Coupling: T'S1 &1 53

Hierarchical Coupling: f(g(1'Sy,1S3,---.15,))
Hybrid Coupling: f(TS1).9(1T'S2), f(T'S1)*. (I'S1)¥
OPMO Coupling: f(T S1,TSs. -+, TS,)A1]

MPOO Coupling: f(T5;)Ar42An]

MPMO Coupling: f(TS1,TSs, ---, T'S,,)A1AzAx]

UTS: A A
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Input
Behavior
Application

Semantics

Behavior

Extract
Behavior
Ontology

N Aggregator y

Semantics

Intra-coupled
Aggregation

Syntax

]

Behavior

Output
Behavior Refiner
& Exporter

N Descriptor

)

Verify
Behavior
N Checker

Semantics

Inter-coupled
Aggregation

— | — 1

Obtain

Combined
9 Aggregation y

Formalize

Behavior

Constraints
\_ J
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In order to improve the quality of the behavior model, a simulation can
be conducted prior to the behavior checking. For verification purposes,
the behavior model under consideration needs to be accompanied by a
relevant constraint specification that is to be verified.

Constraints, i.e., prior simulations, can be used effectively to get rid of
the simpler categories of modeling errors. To make a rigorous verification
possible, constraints should be described in a precise and unambiguous
manner. This is done through a constraint specification language.

For instance, a business constraint in stock markets is

that investors are not allowed to make transactions after
trading hours.

A

THE ADVANCED ANALYTICS INSTITUTE



We take advantage of the propositional logic and temporal
logic to express the constraints of the desired model.

synchronous and asynchronous behavior couplings

T

UTS: A A
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Predefined Ontology
Axiom to be Satisfied

Inferential Reasoning:
Causal, Conjunction,
Disjunction, Exclusive

Feature of Desired
Pattern

Wick
Characteristi

v

UTS:AAI
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Different types of formal verification:

Manual Proof of Mathematical Arguments
- Time-consuming
- Error-prone
- Often not economically viable

Interactive Computer Aided Theorem Proof
- Require significant expert knowledge

Automated Model Checking
An automated technique that, given a finite-state model
of a system and a formal property, can systematically

check whether or not this property holds for that model.

If not, model checkers can help to identify the input
sequence that triggers the failure.

UTS: A A
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Behavior-
oriented
Application

Constraints
to be verified

Combination
of Categories

Transition System ] [ LTL formulae J

h 4 Y

[ Promela Model } - [Never(:laim ]
—b[ Product Model ]1—

Refine
o Counter Examples
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Case study of behavior representation
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Truseed Third
Poaorty’s
WValidate

product ID Accept product Receive correct 1D Receive correct 1D >
™
==Sa—
PO

Serd

Customer’s Behavior

Walidate Receive
Accept iy Product Product

Reject Product

Merchant’'s Behavior

Regues
T ey
\ __d—/
|
Reqgues Send voken Forward i R
T ey PO ro
digest

Bank’'s

Trusted Third Party’'s Behavior
Behawvior

Accept Reject
o ke roken
Abort
transaction
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7

Preliminary

Choose
product

Browse
catalog

enc. product

Download

Validate
product 1D

Vi

Send product
Forward PO

Main Stage

Receive
product

Validate

product

Reject Product

Accept Product

Receive PO digest Validate PO digest 5 7

Advise bad product ID ‘

Request

4

key J

Reject

Reject PO digest '

Accept PO digest Validate token 3
1

token

-

Receive key

Decrypt
product

Receive token

Final Stage

Approve

transactio
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Behavior Behavior
Descriptor Aggregator Yes

Checker

Behavior Behavior Behavior
Model Model

Refiner Exporter

Behavior Constraint
Indicator
(Natural — Logic)

Ontology-based Behavior Modeling and Checking
UTS:AAi
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Snapshot of the four-legged league in the Robocup soccer
competition: two teams participate in a Robocup soccer competition
with four Sony AIBO robots in each group.

IS:AAi

ANCED ANALYTICS INSTITUTE



A case-based multi-robot architecture with n robots and k retrievers:

_ Distributed T
msg retrieve @ Behaviors Actions
Robot RC J/.
msg msg Uncertain

Complex Features L
Situations

msg

{ Robot Ord 2 L Robot Ord 4 J

Collaborated Nonstop

Strategies Operations

[ Robot Ord 3 }

ANCED ANALYTICS INSTITUTE



reposition

Intra-coupled
Aggregation
(Ordy)

0,

UTS: A A
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Inter-coupled
Aggregation
.”(RG,O*PdS} (B(RC)|B(Ordsy)) : (B(RC)|B(Ords)) : (B(RC)|B(Ordy))

[

The syntax of coupled behaviors between retriever RC and players Ords:

:[B(RC__“ Or'dS) < (Eﬂiﬁﬂ} ).H{HC?Grds} % (Bﬁiﬂrds} )_??(RC',D‘T:ES]
Combined
Aggregation
j,(RC,Ord) TSB(RC)|(TS(B(Ordsy)) : TS(B(Ords)) : TS(B(Ordy)))

UTS: A A
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Ontology Axiom

O(—(execute_attackO%] A execute blockOmdil))

Inferential Coupling

O((T'S(retrieve r_‘ﬂ.,s-r?)[CRl ANOT'S(send -r‘nsg)lCRJ) —
O(T'S(receive msg)lOr4l A OTS(ack)lOrdil))

It is never the case that any Ord can
both implement the executions of
attack and block opponent players

Desired Constraint

O(wait_end!9™%1 U (A wait_end©7l)))

If the case is successfully retrieved by
CR, then eventually the message sent is
received and the acknowledgment
is sent by Ord.

Forbidden Constraint

IO ( V;;abortlOrdi] )

The execution of a case will not be
done until all Ords
have completed their actions.

Ord will infinitely often abort the
execution.

THE ADVANCED ANALYTICS INSTITUTE



SPIN is used to perform checking of the corresponding 1'S(B) and constraints.

indit::
45

Dxd:3

10

UTS: A A
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Ord: 3

tEndt:
45

- State 10: acklOrds] *u_ra.-it_p-r'*epa-'rf[RC]

- State 18: send def -msg[‘qc] — wait msq
- State 34: send def msg®€! — wait msqg
- State 39: O(receive msglOm42] — abort!Ordz])

[O’T‘d4]
[O'."‘dg]

At State 39, the robot player
Ord2 aborts the execution
whenever it receives messages
from RC. Therefore, at State
45, Ord2 and RC wait for each
other, resulting in an infinite
wait loop while the executions
of other robots are interrupted
simultaneously, which is the
so-called deadlock. A typical
deadlock scenario occurs when
components mutually wait for
each other to progress.

- State 45: O(Ajwait_end©™%) A wait_prepare!FC) UTS: AAE
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After analyzing the deadlock scenario, we introduce an additional
state called “hold on” to break the loop.

When such a deadlock happens, the
- State 40: State 39— "'!-f"]-d_ﬂ'i'?-[ordi]V[RG] next state will be “hold on’, which
wo— means that the other two robot
10 players Ord, and Ord, will continue
their execution as usual. RC
continues to retrieve cases and send
messages without receiving ack from

— Ord, until the behaviors of Ord,
become normal. If this does not
- occur, there must be design flaws in

Ord,, which should be explored by

robot experts. In fact, “State
45 ] 40” serves as a Behavior Model
Refiner.

s & o
4%

Finally, a refined system (in addition with State 40) will be provided AAS
by the Behavior Model Exporter H.ngnzéﬁz



An additional state called "hold_on" to break the

loop.
Deadlock " hold_on

- Two robot players Ord3 and Ord4 will
continue their executions as usual.

- CR continues to retrieve cases and send
messages without receiving acknowledgment
from Ord1 until the behaviors of Ord1
become normal.

- Else, there must be some design flaws in
Ord1, which should be further explored by

robot experts. UTS:A A
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Behaviour understanding

Organization:

Business problem:
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Part Il.
Behavior Pattern Analysis
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£

Behavior patterns
High impact behavior patterns
Behavior pattern combinations

Combined behavior sequences associated
with impact

Manage impact of individual or group
behaviors

A®
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6. High Impact Behavior
Analysis

Longbing Cao. Zhao Y., Zhang, C. Mining Impact-Targeted Activity
Patterns in Imbalanced Data, IEEE Trans. on Knowledge and Data
Engineering, 20(8): 1053-1066, 2008.
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O WFPWLEDGE B AND DTS ERGAREE G, WOl 50 RO 6 SSESST S 1=

Mining Impact-Targeted Activity Patterns
in Imbalanced Data

Longhing Caa, Senior Mamber, IEEE, Yanchang Dhas, Member, IEEE, and
Changg Zhang, Senior Member, |[EEE
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Impact
analysis

Longbing Cao. Zhao Y., Zhang,
C. Mining Impact-Targeted
Activity Patterns in Imbalanced
Data, IEEE Trans. on Knowledge
and Data Engipeerj g,ﬁg'b
1053-1066, ij}ﬁf ALY
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What is impact of behavior?

How to model behavior impact?

How to construct impact-based behavior
sequences?

How to identify high impact behavior sequences?

How to identify combined behavior sequences
associated with impact?

How to manage behavior patterns through
combined impact-targeted behavior sequences?
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* Risk is defined as a feasible detrimental
outcome of an activity or action (e.g., launch

or operation of a spacecraft) subject to
hazard(s)

e (1) magnitude (or severity) of the adverse
consequence(s) that can potentially result
from the given activity or action, and

e (2) likelihood of occurrence of the given
adverse consequence(s).
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e Business impact of behavior

— Consequence:
* Fraud
e Debt
* Exception ...

— Magnitude:
e Positive/negative
e Multi-level
* Ratio
* Probabilistic

UTS: A A
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e qualitative risk assessment:

— severity and likelihood are both expressed
qualitatively (e.g., high, medium, or low)

e guantitative risk assessment/probabilistic risk
assessment:
— Consequences are expressed numerically

— Their likelihoods of occurrence are expressed as
probabilities or frequencies

UTS: A A
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e Causes/Initiators:

— What can go wrong with the studied technological entity,
or what are the initiators or initiating events (undesirable
starting events) that lead to adverse consequence(s)?

e Effects/Consequences:

— What and how severe are the potential detriments, or the
adverse consequences that the technological entity may be
eventually subjected to as a result of the occurrence of the
initiator?

 Functions(cause, effect):

— How likely to occur are these undesirable consequences,
or what are their probabilities or frequencies?

UTS: A A
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Factor analysis

Rule-based methods

Cause-effect analysis

Failure Modes and Effects Analyses
Sensitivity analysis

Statistics techniques

AT
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* Quantifying accident (or mishap) scenarios

— chains of events that link the initiator to the end-
point detrimental consequences

e Deterministic analysis
* Probabilistic analysis

UTS: A A
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e Probabilistic or statistical methods

* Inductive logic methods like event tree
analysis or event sequence diagrams

 Deductive methods like fault tree analysis
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Most clients are relatively smaill.
Few have extreme consequences

Consequence

* ¢ "
Extreme * ’» @ :
. -
» . . . [ ] - . -
- - .
- * L '. .
Very High .y T et *
ery nig .l: 0..%.00 . . - ™ Py
L I ‘:.‘*..'; T, t.»
‘ -
TTapem s e e s 0T
. -
High Sl - - .ﬂvz.‘.ﬁ. . o:‘ P . .
S gt I AN .
L el b L .
-
Medium > o et T )
" " a2 -
S
’.‘ M -’
Low '?:¢03o ..- L]
"
4 - P ¥ ‘O.J‘ *s g.
. Even . Almost
Rare Unlikely Chance Likely Certain
Likelihood

Most clients are compliant.

Relatively few are deliberately non- Comp“aﬂ'rs AAs
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High

Consequences

Low

Continuous Continuous
Monitoring Review
Q2 Q1
Periodic o
Monitoring Periodic
Q4 Review
Q3
Likelihood

High

113
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* Impact measuring
— Cost
— Cost-sensitive
— Profit
— Cost-benefit
— Risk score

 |mpact evolution
— Positive =2 Negative
— Negative - Positive

UTS: A A
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* Risk of a pattern, eg.

o _ Cost(P—T)
Risk(P — T) ~ TotalCost(P)

o

AvgCost(P — T) = %f;((}{’}:%}

UTS:AAI
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* Frequent impact-oriented activity patterns

* Frequent activity patterns
 Sequential impact-reversed activity patterns

Here:
Impact - Debt, Fraud, Risk ...

UTS: A A
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* frequent positive impact-oriented (T) activity
patterns
— P-->T,or
P->T
e frequent impact-oriented ( ) agtivity
patterns
— P > T-

P->T

P is an activity sequence, (P ={a, a,,,, ...}, i=0, 1,...).

/

UTS: A A
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(p>7, P>T)ER{P ST, P>T

e Pattern: pis of high significance in positive impact
dataset, and of low significance in negative impact
dataset, or vice versa.

P {P—>T, P—T}

 Negative impact-contrasted pattern
R {(P>T,P->T)}

AT
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(P -->T{PQ -->T } {P-->%} {PO -->T} ‘

e Sequential impact-reversed activity pattern
pair
— underlying pattern:  {P --> T}  {P->T}

o

— derivative pattern: PQ -> TV {(PO->Tj

UTS: A A
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 Data:
— Time: [1/1/06, 31/3/06]
— No. of activity transactions: 15,932,832
— No. of customers: 495,891
— No. of debts: 30,546

Y. B
= . i
|
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Positive-impact activity sequences: the activities before a debt are put in a
basket. E.g., {a8, a9, a10, a11, al12, al13, d2}, {a13, a14, al5, al6,al7, al8,

d3}

Person id = 12593

d; d, d;s
e L I T O A | ?
N L] | ] |
ay ds dg djy Adg Agodjpody; Ajx Adjz djg dps dAjg dj7 s
Strategy 1 1L Basket i 1L Basket i+/ ]
] L Basket i ]
Strategy 2 B Basket i+/ ]

Negative-impact activity sequences

A virtual activity "NDT" is created for those customers have never
had a debt.

UTS: A A
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Table 1.Example of an activity sequence
associated with a debt from target dataset
al5, a9, al8, al19, al6, a9, DET

Ul

START

ACTIVITY CODE | DATE | TIME
ay. 15/02/2006| 13:34:0¢

a, 16/02/2006| 16:26:1¢

a, 16/02/2006| 16:26:11

a 20/02/2006] 16:12:3!

ay, 28/02/2006] 11:27:5(

a, 1/03/2006 | 13:50:0
DB 1/03/2006 | 23:59:5¢

10/11/2016

122

Table 2. Example of an activity sequence
related to non-debt from non-target dataset
al4, al6, al, a20, al4, a21, a22, NDT

- 15/02/2006 §3:59:59
| | N i
| |

ACTIVITY | START
CODE DATE TIME

a,, 6/02/2006|  2:19:37
a 6/02/2006| 10:21:50
a, 7/02/2006|  3:51:07
a, 7/02/2006|  4:44:48
a,, 7/02/2006|  9:48:59
a, 8/02/2006| 10:03:13
a, 15/02/2006  13:55:39

Y
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Patterns  Suppp(FP) Suppn(1') Suppp(P — 1" Confidence Lift  Avgdmt AvgDur risk,... riskg..
P-T (cents) (days)

ap,az — 1 L0015 (.0364 00011 (07040 19.4 22074 1.7 (034 0,007

ag,ay — 1 L0018 (.0364 0.0011 (6222 17.1 22872 1.5 (0L037 0L008

ap, a4 — 1 00200 0.0364 00125 0.6229 17.1 23754 1.2 (424 0.058
ap — 1T (0.0626 0.0364 0.0147 (2347 6.5 23251 2.0 (490 0111
ag — 1 0.2613 {(.0364 0.0133 L0311 1.4 18947 7.2 (362 0.370
ag — 1 0. 1490 {(.0364 0.0162 0.1089 30 21749 3.2 (0505 0.203
ag — 1 0.1854 0.0364 (0.0139 (L0735 2.1 18290 6.2 (363 0.334
ar — T (1605 00364 00113 (L0706 1.9 19090 6.8 (310 0,300

UTS: A A
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TABLE 8
Common Frequent Sequential Patterns in Separate Data Sets

Patterns (P) Suppp,.(P) Suppp,,(P) Cdy (P) Cdry ¢(P) Cdp 1(P) Cdry 1(P) AvgAmt AvgDur riskamt riskqy, '1ty Data

(cents)  (days)
as 0.382 0.178 0.204 2.15 0,204 0.47 18290 62 0363 033 y_Time
a7 0.312 0.154 0.157 2.02 -0.157 0.50 19090 6.8 0310 0300 W
g 0.367 0.257 0.110 1.43 -L110 0.70 18947 72 0362 0370 _— |
14 0.903 0.654 0.219 1.32 1219 0.76 19251 6.6 0905 0840 33:5H
ais 0.746 0.567 0.179 TABLE 9
o 0.604 0.597 0.007 Impact-Reversed Sequential Activity Patterns in Separate Data Sets
4,05 0.605 0.374 0.231
415, 015 0.539 0.373 0.167 Underlying Impact | Derivative Impact 2 Chir Cps Local support of Local support of
@16, 214 0.479 0.402 0.076 sequence (P) activity P — Impact 1 P — Impact 2
@1, 016 0.441 (.393 0.040
16 616 0.367 0.410 -0.043 Q14 4 aq T 2.5 0.013 0.684 0.428
alq,a14,a15 0477 0.257 0.220 16 7§ g T 2.2 0.005 0.597 0.147
a14,@15,a14 0435 0.255 0.179 a4 P as T 20 0.007 0.684 0.292
16, 014, 010 0.36] 0.267 0.093 a16 T as 7 L8 0004 0.597 0.156
aie, @14, @16 0.265 0.255 0.010 a14 T ar T 1.7 0.005 0.684 0.243
@15 /& as T 1.7 0.007 0.567 1262
o sk ek g, 014 T ity T 2.3 0.016 0.474 0.367
016, 014 T as T 20 0.006 0.402 0,133
a4, 015 T s € 2.0 (.0035 (0.393 0.118
a1G,a15 T as T 1.8 0.006 0.339 .128
@15, 014 T as T 1.7 0.007 0.381 0.179
a6, 4 T ar T 1.6 0.004 0.402 0,108
14,016,014 T a15 T 1.2 0.005 0.248 (.188
16, 14, 014 T 15 T 1.2 0.005 0.267 0.220




7. Combined Behavior
Pattern Analysis
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Longbing Cao. Combined Mining: Analyzing Object and Pattern Relations

for Discovering and Constructing Complex but Actionable Patterns, WIREs
Data Mining and Knowledge Discovery.

Longbing Cao, Huaifeng Zhang, Yanchang Zhao, Dan Luo, Chengqi Zhang.
Combined Mining: Discovering Informative Knowledge in Complex Data,
|IEEE Trans. SMC Part B, 41(3): 699 - 712, 2011.

Yanchang Zhao, Huaifeng Zhang, Longbing Cao, Chengqi Zhang. Combined
Pattern Mining: from Learned Rules to Actionable Knowledge, LNCS
5360/2008, 393-403, 2008.

Huaifeng Zhang, Yanchang Zhao, Longbing Cao and Chenggqi Zhang.
Combined Association Rule Mining, PAKDD2008.

Yanchang Zhao, Huaifeng Zhang, Fernando Figueiredo, Longbing Cao
Chengqi Zhang, Mining for Combined Association Rules on Multiple
Datasets, Proc. of 2007 ACM SIGKDD Workshop on Domain Driven Data

Mining (DDDM 07), 2007, pp. 18-23. UTS:A A
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Combined mining: Analyzing
object and pattern relations for
discovering and constructing

complex yet actionable patterns
Longbing Cao*
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Business — Data
undonundingq(.- understanding

Deployment

Evaluation
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Prmi: R Fi) = T (1)

Data set T: D = {Di;k=1,...,K}
Feature set F: F = Pk =101

Method set R: R = {Rizl=1,..., L}

Interestingness set I: IT={I, ;m=1,... M;i=1,...,L}

Impact set T: T ={7;;5=1,...;7}

Patien. set P P ={Pamtin=% . ;Njm=1y .. Mil=1,..
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Definition | (Combined Mining): Combined mining is a

two-to-multistep data mining procedure, consisting of the

following:

1} Mining atomic patterns P, ., ; as described in (1).

2) Merging atomic pattern sets into combined pattern set
P = G (P, .m.1) for each data set ), by pattern merging

method G.: G = G, where G includes a set of pattern-
merging methods suitable for a particular business prob-
lem.
3) If multiple data sets are involved, combined patterns
identified in specific data sets are then further merged into
the combined pattern set P = G(PL).
From a high-level perspective, combined mining represents
a genenc framework for mining complex patterns in complex
data as follows:

P o= g{pn,m,!_] (2)

in which atomic patterns F,, ,, ; from either individual sources
Dy.. individual methods R, or particular feature sets Fj. are
combined into groups with the members closely related to each

other in terms of pattern similarity or difference.



1) The combination of multiple data sources (D): The com-

2)

bined pattern set P consists of multiple atomic patterns
identified in several data sources, respectively. namely,
P ={PLIP. : T,.(X;): X; € Dy }: for example, demo-
graphic data and transactional data are two data sets in-
volved in mining for demographic—transactional patterns.
The combination of multiple features (_JF ): The combined
pattern set P involves multiple features. namely,
P={FelFr CF.Fr € Dp, Fjyr € Diju; 5. k # 0},
e.g.. features of customer demographics and behavior.
The combination of multiple methods (R ): The patterns
in the combined set reflect the results mined by multiple
data mining methods, namely, P = {P,|R} — P;.}, for
instance, association mining and classification.

4) The combination of pattern impacts.
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* Nonimpact-oriented combined patterns

Po: R A AXG) = T (3)
P=GP A AP)—=T (4)

* I[mpact-oriented combined patterns

B {Bi(Xi A=A X)) — T}y — T (5)
P=G(P, -, P) (6)
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* Pair patterns

Pi= g[P]._ PE_:I

e Cluster patterns

Pu=G(P,....P)(n>2)
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e Peer-to-peer patterns

Puo=PRubs

 Master-slave patterns

[Pu=PiuP,. Py= f(P)}

 Hierarchy patterns

{P:=Piu PLUP;UP,P;=G(P,),:-., P, =G'(R)}

UTS: A A
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* Independent patterns

1P P}

e Sequential patterns

{P1; Po}

 Hybrid patterns

(PiaPy-@Pu®el,:
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 Multi-source combined pattern mining

(—l"ﬂmh-inqd P iming

Knowledge
i (e}

e

Fig. 1. Combined mining for actionable patterns.
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PROCESS: Multisource Combined Mining

INPUT: target data sets D (k=1,... . K). business
problem ¥

OUTPUT: combined patterns P

Step 1: Identify a suitable data set or data part. for example. T
for initial mining exploration.

Step 2: Identify the next suitable data set for pattern mining. or
partition whole source data into K data sets supervised by the
findings in Step 1.

Step 3: Data set-Emining: Extract atomic patterns Py on data
set/subset I,

FORE=1to K
Develop modeling method R with
interestingness ..
Employ method R on the environment £ and data
Dy engaging metaknowledge 1.
Extract the atomic pattern set Pp.
ENDFOR
Step 4: Pattern merger: Merge atomic patterns into combined
pattern set P.
FOREk=1t0 K
Design the pattern merger functions Gp to merge
all relevant atomic patterns into Py by involving domain and
metaknowledge £ and £2,, and interestingness T.
Employ the method G( Py ) on the pattern set Pj..
Generate combined patterns into set P = Gi.( P ).
ENDFOR
Step 5: Enhance pattern actionability to generate deliverables P.
Step 6: Output the deliverables P.
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e Multi-feature combined pattern mining

Defimition 2 (MFCPs); Assuming that F;. denotes the set of
features in data set T}.¥i # j, Fr; M JFp; = 0. based on the
variables defined in Section IV-A, an MFCP F 15 in the form of

Pe:Ru(Fi,--- . Fx)
P :=Gr(Ps) (8)

where 3i, j. i £ j. Fi # 0. F; # 0. and Gr is the merging

method for the feature combination.

Fare hay —az— N
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PriRi(F)— Tmy
P = QM I['Pf] fgﬂj

where Gy is the merging method integrating the patterns
identified by multiple methods.

139

 Multi-method combined pattern mining

Definition 10 {Multimethod Combined Mining): Assuming
that there are | data mining methods R;(l = 1,..., L), their
respective interestingness metrics are in the set I, (m =
l....,M). The features available for mining the data set are
denoted by F. and multimethod combined mining i1s in the
form of
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 Multi-method combined pattern mining
— Parallel MMCM

.11 Wi m

™
Dy

Fi
E-I:rig;ﬂm -P'E
Dy IJRI!
— Serial MMCM

D e ’Fla_?-'u: 2m

" Pn

Pi,

R1,F, I}}E:EE§"?H

{RE,.:FQ.I’J!' EDE Py

(Ry.Fr.Tn} —

Po.

B G Py [P, (22)

(23)
(24)

(25)
(26)
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DEFINITION MULTI-FEATURE COMBINED PATTERNS. Assume Fy. ; to be the set of
all features in dataset Dy, and Vi # j, Fy,; N Fy ; =, based on the variables defined in
Section 2.1, a Multi-Feature Combined Pattern (MFCP) P is in the form of

R:I(Fr.....Fx) =T

T + 0 is a target item or class and i, 3,1 # j. F; # 0, F; &£ 0.

For example, A; can be a demographic itemset, A, can be a
transactional itemset on marketing campaign, A; can be an
itemset from a third-party dataset, and T can be the loyalty level

of a customer.
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 Supp(A->B) = Prob(A”B)
e Conf(A->B) = Prob(A”B) / Prob(A)
o Lift = Conf(A->B) / Prob(B)

Table 6: Traditional Interestingness Measures for Rule

U+V =0

Supports

Supp( LT, SuppiV), Supp(UV), Supp(C)
Suppl UC), Supp(V IO, Suppi UV O

Clonfidences

Conf(Ul — C), Conf(V — C), Conf(U +V — C)

Lifts

Lift{U — ), Lift(V — ), Lift(U +V — C)
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DEFINITION CONTRIBUTION. For a multi-feature combined pattern P : X — T,
where X = X, N X, the contribution of X, to the occurrence of outcome 1" in rule I is

Lift( X, AN Xe — T)
Lift(X, — T)

Conf(Xp A Xe —T)
Conf(Xp, — T)

Cont.(P) =

Cont,(F) 1s the hift of X, with X, as a precondition, which
shows how much X, contributes to the rule. C'ontribution can
be taken as the increase of li ft by appending additional items
X, to a rule. Its value falls in [0, +-0c). A contribution greater
than one means that the additional items in the rule contribute
to the occurrence of the outcome, and a contribution less than
one suggests that 1t incurs a reverse effect.
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~ Cont (A N X, —T)

Irule (;{p A ;{e — T) Ltﬁ( Y . T)

[ ruie indicates whether the contribution of X, (or X.) to
the occurrence of T increases with X, (or X) as a precon-
dition. Therefore. "Iy < 17 suggests that X, A X, — T 1s

less interesting than X, — T  and X, — T The value of I
falls in [0, +00). When [, = L. the higher [ ;. 1s, the more

interesting the rule 1s.

UTS: A A
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DEFINITION COMBINED PATTERN PAIRS. For impact-oriented combined patterns,
a Combined Pattern Pair (CPP) is in the form of

(X1 =Ty
pfn-1

where 1) X1 N Xy = X, and X, is called the prefix of pair P; Xy . = X1\ X, and
Xo.e = Xo\ Xy, 2) X1 and X2 are different itemsets, and 3) T1 and T are contrary to
each other, or T and 15 are same but there is a big difference in the interestingness (say
confidences con ) of the two patterns.

e A combined rule pair is composed of two contrasting rules.

e Eg,. for customers with the same characteristics U, different
policies/campaigns, V,; and V,, can result in different outcomes,

T,andT,.
UTS:AAI
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( |Conf(Py) — Conf(P)|, if Ty = Ts;

Lpair(P) = § / Conf(Py) Conf(FP), if Ty and T5 are contrary:

0, otherwise;

.
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DEFINITION COMBINED PATTERN CLUSTERS. Assume there arve k local patterns
X, =T (i =1...., k), k= 3and Xy NX, 0 --- 11X, = X, a combined pattern

cluster (CPC) is in the form of

X1 —=T4
c:-{ ... :
Xy — Ty

where X, is the prefix of cluster C.

e Based on a combined rule pair, related combined rules can be
organized into a cluster to supplement more information to the
rule pair.

e The rules in cluster C have the same U but different V, which
makes them associated with various results T.
A
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Icluster(c) — P }i_[,ng-é{%#j Ipﬁ..ir(Péa Pj)
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Ipair{‘p} = L'Eftv {Rl} L?ffy{Rﬂ} dﬂSt{Tl, Tﬂj

I C) = max [air( By R
uluster( j i£j, Re, Ry €C, T, £T, pa.lr{ i j}

e dist(): the dissimilarity between the descendants of R, and R,

* The interestingness of combined rule pair/cluster is decided by both
the interestingness of rules and the most contrasting rules within the
pair/cluster.

* A cluster made of contrasting confident rules is interesting, because it
explains why different results occur and what can be done to produce
an expected result or avoid an undesirable consequence.
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; U AV — stay
2 { UnVy— stay C:¢ UnVy— churn .

U A Ve — churn U A Vs — stay

 From P, we can see that V, is a preferable policy for
customers with characteristics U.

 If, for some reason, policy V, is inapplicable to the
specific customer group, P is no longer actionable.

* Rule cluster C suggests that another policy V; can be
employed to retain those customers.
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DEFINITION EXTENDED COMBINED PATTERN PAIRS. An Extended Combined Pat-
tern Pair (ECPP) is a special combined pattern pair as follows

S e et
XoAXe =Ty

where X, # 0, Xo #= Dand X, N X, = 0.
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DEFINITION A metric for measuring the difference led by the occurrence of X, in
the above scenario is Conditional Piatetsky-Shapiro’s (P-S) ratio C'ps, which is defined as
follows.

Cps(Xe =T

Xp)=Prob(Xe —T

Xp) — Prob(X.|Xp) x Prob(T

Xp)

_ ProbX, AX, = T)  Prob(X, rX.) Prob(X, —T)
- Prob(X,) Prob(X,) Prob(X,)

UTS:AAI
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DEFINITION EXTENDED COMBINED PATTERN SEQUENCES. An Extended Combined
Pattern Sequence (ECPC), or called Incvemental Combined Pattern Sequence (ICPS), is
a special combined pattern cluster with additional items appending to the adjacent local
patterns incrementally.

(X, — T}
}fp M ;{e,l — Tg
S: ¥ .Yp N }{e,l N _Yeyg — T3 \

}{rp M ;{e,l M ;{e,i AN AN ;{e,k—l — Tk

b

where Vi, 1 <1 < k-1 X010 NX;=X,and X;11 \ X; = Xe; #F 0 ie, Xip1isan
increment of X;. The above cluster of rules actually makes a sequence of rules, which can
show the impact of the increment of patterns on the outcomes.
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DEFINITION  IMPACT. The impact of X_ on the outcome in the rule is

te(P)—1 :1i te(P) = 1,
impact,(P) = { mﬂ1 (P) if conte(P)

wontc(P) 1 : otherwise.

UTS:AAI
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* Type A: Demographics differentiated
combined pattern

— Customers with the same actions but different
demographics

- different classes/business impact

Ay + D2 —  moderate paver

A+ Dy —  quick paver
Type A:
Ay 4+ D3 —  slow paver
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 Type B: Action differentiated combined
pattern

— Customers with the same demographics but
taking different actions

- different classes/business impact

Az + 1M — moderate payer

Ay + 1 —  quick paver
Tyvpe B:
As+ 1) —  slow paver
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e Able to move customers from one class to another
class

o Useful for designing business policy

Behavior 1 Behavior 2
Demographic 1 Slow Fast \
Demographic 2 Fast Slow J

157
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* Mining Combined Patterns and Patterns
Clusters for Debt Recovery
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* To profile customers according to their

capacity to pay off their debts in shortened
timeframes.

* To target those customers with recovery and
amount options suitable to their own
circumstances, and increase the frequency
and level of repayment.
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u
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e Customer demographic data

— Customer ID, gender, age, marital status, number
of children, declared wages, location, benefit type,

e Debt data
— Debt amount, debt start/end date, ...

e Repayment data (transactional)
— Repayment method, amount, time, date, ...

e Class ID: Quick/Moderate/Slow Payer
, UTS:AAI
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 The case study is on governmental social security
data with debts raised in the calendar year 2006 and
the corresponding customers and
arrangement/repayment activities.

 The cleaned sample data contains 355,800
customers with their demographic attributes,
arrangements and repayments.

e There are 7,711 traditional associations mined.
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e There were 7,711 association rules before removing
redundancy of combined rules.

e After removing redundancy of combined rules, 2,601

rules were left, which built up 734 combined rule
clusters.

* After removing redundancy of combined rule clusters, 98
rule clusters with 235 rules remained, which was within
the capability of human beings to read.
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v T | Conf(%) | Count | Lift
Arrangement Repayment Clas
irregular cash or post otfice A 82.4 4088 | 1.8
withholding cash or post othice A S7T.6 | 13364 | 1.9
withholding & irregular cash or post otfice A 72.4 2041 1.6
withholding & irregular | cash or post office & withholding B 60.4 1422 1.7
An Example of Combined Patterns
Rules Xp Xe T | Cnt|Conf| I¢|Lift|Conty|Conte| Lift off Lift of
Demographics|Arrangements| Repayments |Class (%) Xp =T\ X =T
Py age:65+ withholding | withholding | C 50| 63.3|2.91|3.40 A7l 4.01 0.85 1.38
& irregular
Py mcome:0 | withholding | cash or post | B 20| 69.0{1.47(1.95| 1.34] 2.15 0.91 1.46
& remote:Y & withholding
& marrital:sep
& gender:F
Py mcome:0 | withholding | cash orpost | A |1123| 62.3]1.38(1.35] 1.72| 1.09 1.24 0.79
& age:65+ & withholding
Py mcome:0 | withholding | cash orpost | A | 469 93.8/1.36(2.04| 1.07| 2.59 0.79 1.90
& gender:F
& beneht:P

VIDIALS
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An Example of Combined Pattern Clusters

Clusters | Rules Xp XNo T|Cnt|Conf| I;| I.|Lift|Conty|Cont, Lift of| Lift of
demographics | arrangements | repayments (%) Np —=T|Xe =T
P Fs marital:sin uregular  [cashorpost|A| 400| §3.0(1.12|10.67| 1.80 1.01 2.00 0.90 1.79
Ps &gender:F withhold |cashorpost|A| 520 784(1.00 1.70 0.89 1.89 0.90 1.90
P | &benefitIN | withhold & [cashorpost|B| 119 804|121 228 1.33 206 1.10 1.71
uregular | & withhold
Ps withhold |cashorpost|B| 643 61.2(1.07 1.73 1.19 1.57 1.10 1.46
& withhold
Fy withhold & [withhold & [B| 237| 60.6|0.97 1.72 1.07 1.53 1.10 1.60
vol. deduct | direct debit
Fio cash agent C| 33| 600[1.12 323 1.18 3.07 1.03 274
Pa Fi1 age 65+ withhold |[cashorpost|A|1980| 933[086|059] 202 1.06 1.63 1.24 1.90
P2 wregular  [cashorpost| A| 46 88.7(0.87 1.92 1.08 1.55 1.24 1.79
FPia withhold & |cash or post 8571096 1.86 1.18 1.50 1.24 1.57
irregular
P4 withhold & | withhold 500 633[291 340 247 401 0.85 138
irregular
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BUSINESS RULES: Customer Demographic-Arrangement-Repayment combination business rules

For All customer i (i € I is the number of valid customers)

Condition:
satisfies S/he is a debtor aged 65 or plus:
relates
Sthe is under arrangement of ‘withholding” and ‘Trregularly’,
and
His/her favorite Repayment method is ‘withholding .

Operation:
Alert =*S/he has ‘High’ risk of paving off debt in a verv long timefirame.”
Action = “Trv other arrangements and repavinents in Ra, such as trving to persuade
her/him to vepayv under ‘irrvegular’ arrangement with ‘cash or post’.”

End-All
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e Mining Extended Combined Pattern Pairs for
Debt Prevention
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e A case study of extend combined pattern pairs on
Centrelink debt-related activity data is given as follows.
More details can be found in [Cao et al. 2008], where
they are called impact-reversed sequential activity
patterns.

 The data involves four data sources, which are activity
files recording activity details, debt files logging debt
details, customer files enclosing customer circumstances,
and earnings files storing earnings details.

 To analyse the relationship between activity and debt,
the data from activity files and debt files are extracted.
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e Customer demographic data

— Customer ID, gender, age, marital status, number
of children, declared wages, location, benefit type,

e Debt data
— Debt amount, debt start/end date, ...

e Repayment data (transactional)
— Repayment method, amount, time, date, ...

e Class ID: Quick/Moderate/Slow Payer
, UTS:AAI

16



 The activity data for us to test the proposed
approaches is Centrelink activity data from Jan. 1st to
Mar. 31st 2006.

 We extract activity data including 15,932,832 activity
records recording government-customer contacts
with 495,891 customers, which lead to 30,546 debts
in the first three months of 2006.

e After data preprocessing and transformation, there
are 454,934 sequences: 16,540 (3.6%) activity
sequences associated with debts and 438,394
(96.4%) sequences with nil debt.

o UTS:AA
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Examples of Extended Combined Pattern Pairs

Xp Ty | Xe | T2 | Conte | Cps | Local support of | Local support of

Xp — 11 Xp AN Xe — 1o
14 T |ag | T 2.5 0.013 0.684 0.428
alq T |ay | T 2.2 0.005 0.597 0.147
14 T |as | T 2.0 | 0.007 0.684 0.292
ala T |a7 | T 1.8 0.004 0.597 0.156
14 T |ar | T 1.7 0.005 0.684 0.243
a5 T |as | T 1.7 0.007 0.567 0.262
a14,a14 T aqg | T 2.3 0.016 0.474 0.367
a4, a6 T as | T 2.0 0.005 0.393 0.118
a5, a4 T |as | T 1.7 0.007 0.381 0.179
aid,a16,a14 | T |a1s | T 1.2 0.005 0.248 0.188
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(114 — T

arq.04 — T
The local supports a1y — T anaa— T are
respectively 0.903 and 0.684, so the ratio of Wee t
values is 1.3. )
The local supports (¢14:@4 = 1" gayq,ay — T are

0.428 and 0.119 respectively, so the ratio of W t
values is 3.6.

Whenal4 occurs first, the appearanceadf makes it
more likely to become debtable.

This kind of pattern _|Ioairs help to know what effant
adtdtmonal activity will have on the impact of the
patterns.
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 Exploring the impact of behavior dynamics

e |dentifying the most important behavior
during the evolution
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|
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Figure 2: Pattern Evolution Chart

f TMC —1h

TMC GPY —Lh

TMC GPS.DAG — U

TMC GPS,DAG PRPT — L

\ TMC GPS,DAG, PET OMF — Uj !
TMC,GFPS DAG PEJ,OMF IER — U 3
TMC GFS,DAG, PET OMF IER, TMC — T

\ TMC,GPS,DAG,PPJ,OMF IKR, TMC FPPJ— U5

173

(®)

UTS: A A

THE ADVANCED ANALYTICS INSTITUTE



(PLN — T
PLN,DOC — T
PLN, DOC, DOC' — T
PLN, DOC, DOC, DOC' — T
PLN, DOC, DOC.DOC.,REA — T
| PLN., DOC, DOC, DOC, REA,IES — T
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1 List the business lines (drill down to specific business areas) in your
organization where behaviour could be an important aspect/asset

2 Use a few keywords in a dot point format to describe behaviour analytics

tasks conducted at your organization



1 Write a few keywords (dimensions and aspects), or a
diagram, to explain what is behaviour on your mind

2 List three aspects that you believe are the most
important in discussing behaviour



Behaviour understanding

Organization:

Business problem:
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Session 3: In your business, how do you measure the impact

or utility of behaviour?
Objective metrics Subjective metrics

Business aspects

Technical aspects
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Part lll.
Negative Behavior Analysis
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What is negative behavior?

Why care about negative behavior?
How to represent/model behavior?
How to check the behavior model?
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Negative sequential pattern mining
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Xiangjun Dong, Zhigang Zhao, Longbing Cao, Yanchang Zhao, Chengqi
Zhang, Jinjiu Li, Wei Wei, Yuming Ou. e-NSP: Efficient Negative Sequential

Pattern Mining Based on Identified Positive Patterns Without Database
Rescanning, CIKM 2011, 825-830.

Zhigang Zheng, Yanchang Zhao, Ziye Zuo, Longbing Cao. An Efficient GA-
Based Algorithm for Mining Negative Sequential Patterns, PAKDD2010,
262-273.

Zhigang Zheng, Yanchang Zhao, Ziye Zuo, Longbing Cao. Negative-GSP: An
Efficient Method for Mining Negative Sequential Patterns, AusDM 2009:
63-67.

Yanchang Zhao, Huaifeng Zhang, Shanshan Wu, Jian Pei,Longbing Cao,
Chenggqi Zhang and Hans Bohlscheid. Debt Detection in Social Security by
Sequence Classification Using Both Positive and Negative Patterns,
ECML/PKDD2009, 648-663.

Yanchang Zhao, Huaifeng Zhang, Longbing Cao, Chenggi Zhang and Hans
Bohlscheid. Mining Both Positive and Negative Impact-Oriented
Sequential Rules From Transactional Data, PAKDD2009, pp.656-663.

UTS: A A

THE ADVANCED ANALYTICS INSTITUTE




EXPERT OPINION
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Nonoccurring Behavior
Analytics: A New Area

Longbing Cao, Univorsity of Technolkegy Sychnoy
Phillp 5. ¥, Umiversity of finod at Chicago

Wipin Kumar, Uiniversty of Minnamta

Beh.:'ﬂ-:r-.'elaml studies znd applicarions,
sxch as behawior axalysis, dats miming, ma-
chine lzaming, amd Eebhavinal science, have gen.
erallly focxsed on behavion t3at have occorred or
will oocur. Rach hehaviom are callad posior ba-
baviors (PHs) o ocooiey befgors (0Hs). Re-
lated work has foomsed oo befavioml patierns,
anoealies, Tmpact, and dynamice. This oooslitmies
the area of hehmior anslytics; which focuses on
andersanding, znalymng, leaming, predicomg,
and managing pas:. peesesst, and foture -hehaw
o When behavioo representation and modehng
are alsa considerad, we use the temm babawior in
formatics of hebavior compaimp! o describe the
rew pemspectve of modsling, resoming about,
venilying, analyoeg, learnang, and svadoating be-
baviars. |his has emerged as an importast and
demanding area for comprebensively and deeply
mandling ubiquitces behawion: paline, in bovines,
pORRINMEDT secvicen, wientific acivities, social ac-
rivitien, and ecooomic and financial business.
Lim¥rd ressanchk has been conduczed on anz-
Ivzing, deteciing, o0 predictag noooocuTning be-
havinrs {NOH, dboee that did oot or will not
ocmr. MOBs are alse alled sepatior bebaviors,
which are oot srighiforwand, nce they usmlly
are bidden and difficnit o understand, oo oone
wanlly & oot concerned winh them. That WOHBs
ame overlooked does not mean they 2e nmm-
poriam. For inazance, if @ patient misses an ap-
pomtment with a specialist, and thus misses the
appirtunity fo recene immediate and appropri-
ate treatmend for a health prohlem, the parient™s
health conld wonen. Additionsdly, in many sEus-
nons, Biluee o follow rules or polices could re.
salt im administrative or even legal obligations.

TP TN W L0 & TO TR IEER

Thecefare, & is importast m build 2 thedreticad
{oundation for MO vady.

Unformnately, few reszarch putoomes of WOIL
study can be identifisd in the literavare. Reevant
wurk inchudes event analpsis; negative assocatiog
rals maing,” which dentifies patterns comprising
EOCOCCATINg Rems; and negative sequential pa-
terns ¥ wiich compeise sequential elements that
do not appear in the besGoess process. Moo
sematic work has bees conducted o andemstand,
=odel, formalee, onalyee, leam, detect, predict,
imtervene, 2nd manage MO

NOH is oot a tiwial problem. Some may apue
that it i simple to treat an BN a3 epecial O,
and that all reevant technigees cin then be used
directly for NOE analynics. Unfortunaiely, ths of
e does mot wark for reasons elated 10 the dd-
ferent naimres and complexities of sooarring and
momoccarning befaviors. In thas artide, we oo
line the onncept of NORs and relited complexsies,
daw a picnre of MOB 2nalyvtics, and prsens oor
view of MOB research directions and prospeczs.

What 1= NOBET

We bricfly discuss the esence, intrnsic chamcter-
micx, and onmpleswies of NS, and the fores
that NORs cas take, in order to anderstand the
concept of WOE.

Intrinsir Chamcieristics

he{¥ls refer in those behavioms that should oo
text dn nat for seme reasnn. They are hidden but
are widely seen i hebuvioral applications @ busi-
mex, eoonomics, heskh, cybergpace, social and
mohile setwodks, and mamral and uman ep-
tzms. Many businesses, s2rvice, applicaticns, and
spsiems involve WO, nchding Beakhcare aad

IEEE IMTELL OENT SYFTRMS

Fubicatad Sy ire [ELE Compsdir ey

analysis

Longbing Cao, Philip S. Yu, Vipin Kumar. Nonoccurring Behavior
Analytics: A New Area. IEEE Intelligent Systems 30(6): 4-11
(2015).

Xiangjun Dong, Zhigang Zhao, Longbing Cao, Yanchang Zhao,
Chenggi Zhang, Jinjiu Li, Wei Wei, Yuming Ou. e-NSP: Efficient
Negative Sequential Pattern Mining Based on Identified
Positive Patterns Without Database Rescanning, CIKM 2011,
825-830.

Zhigang Zheng, Yanchang Zhao, Ziye ZuoLongbing Cao, Huaifeng
Zhang, Yanchang Zhao, Chenggi Zhang. An Efficient GA-Based
Algorithm for Mining Negative Sequential Patterns,
PAKDD2010, 262-273.

Yanchang Zhao, Huaifeng Zhang, Longbing Cao, Chengqi Zhang
and Hans Bohlscheid. Mining Both Positive and Negative
Impact-Oriented Sequential Rules From Transactional Data,
PAKDD2009, pp.656-663.

Yanchang Zhao, Huaifeng Zhang, Shanshan Wu, Jian Pei,
Longbing Cao, Chenggi Zhang and heid
Detection in Social Security by Se C i
Both Positive and Negative Patterq "
663, 2009.
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e-NSP: Efficient Negative Sequential Patern Mining™

“lonpheng Cao. " Xumgpen Dong and 1 Thagamg Theng

*LEderry & Tectmadsgy Pugurs Aar=ain
O e ity of Tockesdory s, (hma
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Abstract

At an impora too Tor fehaior Informalicn, eRae sgurtllal Rl (NSP) (sch s massng medical Teaens) e il
mmllm;mummmmmnpﬂl: wienial patieres (PSP e g ming 2 medical serviee ) & may ineSipesl
jeatioes wich B i iige o Ao o ue e, beathioare and rek e mes, o they nfieT Bvol ¢ DoE-OCOIETITg
mmnﬂ tavion. Howewer, dscovening NSI' b much more dfticed! tha kenifying PSP doe o e dpaificast probien
muﬂhumemnﬁmmcmﬂmrﬂmummmm
(NSCL %o &r, e probiers hus et bees formatteed well, asd very Sow gpyproaches ke men propossd o mine for
ﬁlﬂ'ﬂtsHWIrhﬂil:HHHMmmwihwlﬁtﬂHFuumwmtlth Thits has heea
0 ko be e ry icliciend of eves Impraciical, s Gy NSC warch space |s usaally buge This paper proposes awery Stovalhe
and eficient heores: framework st deeory -basad NSP metng (ST-NSFL and 3 comeposdisg gonthm, e NSF, o eficeny
ety NSP by ivoiving oty e idestiled PSP, wibog Bacamitg he Gilsher  Accomingy, Eegalie coRMnTeR B 0l
defined jo determine whe Bher 1 Sl wguenr coniates & negatie seguenee hawed on el (heory. Second, ane Boenl spproach B
mnﬂwmnhm:mmlmmmlplmmumm The NS sypparts are thes Gl
4 ony o the coreponcing PSP This sl only & okss the sesd for aisitimmal deshawe scars. bt siso enabies the o of cxising
PSP reining: slgonihs o mese for NSP. Frally, 2 stopie bt eficen stoiegy & proposad 00 peseraie NSC. Theoetical amatyws
sxow fhal e-NSP performs particuiarty well oo Satascts with & small smber of eemests in 2 sequesa, 2 [ ssmher of e
ancd fow SUBITUTE wppers. o NS s compard wih two caesly s asabie NSP miney alponiims vl e expeine s o
three sy aiplc and o el 0 deceels from g mcimday dat charscpnsics, rompuiaicns oo gid sty e-NSP s
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1. Introductson

Hebavior i widely wen in owr daily study, work, Iiving and estertainment [T]. A critical e n ondertandsg
behaior fom the mformatics perspective, samely behaior isformatics |6, 9], s © undentand the complesities,
dymamics and impact of son-cccuring bebanos (NORD (H] Mzag Mesqive seguemial pasrns (NSP) 3] s
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Longbing Cao, Xiangjun Dong,
Zhigang Zhao. e-NSP: Efficient
Negative Sequential Pattern Mining.
Artificial Intelligence, 2016.
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What is non-occurring behavior?

Why do we care about non-occurring
behaviors?

What are issues in understanding non-
occurring behaviors?

What are the problems with existing behavior
study in addressing non-occurring behaviors?

Research opportunities and prospects of non-
occurring behavior study

AT
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What i1s negative sequential patterns?
Focus on negative relationship between 1itemsets
Absent items are taken into consideration

Example:
p,=<abcd> vs p,=<ab 7ce>

FEach item, a, b, ¢, d and e, stands for a claim 1tem of
Insurance.

pl- an insurant usually claims for a, b, c and d in a claim.

p2: does NOT claim c after a and b, then claim 1item e
Instead of d.

UTS:4AA:
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o Apriori principle doesn’t work for
some situations

o Huge search space

— 10 distinct 1items
— 3-item PSC: 103
— 3-item NSC: 203

UTS: A A
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(Negative sequence analysis)

Table 1. Supports, Confidences and Lifts of Four Types of Sequential Rules

Rules Support Confidence
I | A— B P(AB) %
1T | A——-B P(A)—P(AB) %
II1 | A — B P(B)—P(A&B) %}W
IV | A — =B | 1—P(A)—P(B)4+P(A&B) %

== |
Selected Positive and Negative Sequential Rules

Table 4.
Type Rule Support Confidence Lift
REA ADV ADV—=DEB 0.103 0.53 2.02
DOC DOC REA REA ANO—DEB 0.101 0.33 1.28
RPR ANO—DEB 0.111 0.33 1.25
I RPR STM STM RPR—DEB 0.137 0.32 1.22
MCV—-=DEB 0.104 0.31 1.19
ANO—DEB 0.139 0.31 1.19
STM PYI—-=DEB 0.106 0.30 1.16
STM PYR RPR REA RPT— —-DEB 0.166 0.86 1.16
MND— —DEB 0.116 0.85 1.15
STM PYR RPR DOC RPT— —-DEB 0.120 0.84 1.14
11 STM PYR RPR REA PLN— —-DEB 0.132 0.84 1.14
REA PYR RPR RPT— —-DEB 0.176 0.84 1.14
REA DOC REA CPI— —-DEB 0.083 0.83 1.12
REA CRT DLY— —-DEB 0.091 0.83 1.12
REA CPI— —-DEB 0.109 0.83 1.12
—{PYR RPR REA STM}—=DEB 0.169 0.33 1.26
—-{PYR CCO}—DEB 0.165 0.32 1.24
—-{3TM RPR REA RPT}—DEB 0.184 0.29 1.13
111 —-{RPT RPR REA RPT}—=DEB 0.213 0.29 1.12
—-{CCO RPT}—DEB 0.171 0.29 1.11
-{CCO PLN}—DEB 0.187 0.28 1.09
—{PLN RPT}—DEB 0.212 0.28 1.08
—-{ADV REA ADV}— —-DEB 0.648 0.80 1.08
—{STM EAN}— —-DEB 0.651 0.79 1.07
v —{REA EAN}— —-DEB 0.650 0.79 1.07
-{DOC FRV}— —-DEB 0.677 0.78 1.06
—-{DOC DOC STM EAN}— —-DEB 0.673 0.78 1.06
-{CCO EAN}— —-DEB 0.681 0.78 1.05




* Find good (frequent) genes with good performance
(supp), and optimize genes (FP) through crossover
and mutation, m*generations

* Improve gene quality (making more and more
frequent)

Strengths:

 Treat candidates unequally

* Very low support threshold
 Find long-NSP at the beginning
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o New generations- good genes (freq
patterns) through crossover and
mutation operations.

o Population evolution control- fitness and
dynamic fitness.

o Performance improvement- pruning
method (check constraints of NSP)

A e
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« Sequence (general)
s =<e, e,...e,>
ie.<ab (c,d)e> <a bce>
* Positive/Negative Sequence

S, =<e;e,... e,> all elements are positive
s, =<e,e,...e,>, at least one element 1s
negative

 Negative Sequential Pattern

Its support 1s greater than minimum support threshold.
Two or more continuous negative elements are not accepted.

For each negative item, its corresponding positive item 1s required to be
frequent.

Items in an element should be all positive or all negative. ie. <a (a,7b)c>1s

not allowed.
¢
UTS: A Aj
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 Negative Matching

Negative Matching. A negative sequence s,=<ej €s ... ;>
matches a data sequence s=<d; ds ... d,,>, iff:

1) s contains the max positive subsequence of s,,

2) for each negative element e;(/ <i<k), there exist integers
P, ¢, r(1<p<q<r<m) such that: J¢; 1 Cd,Ne;+1Zd,,
and for Vd,, e;7d,

Sequence | Matching | Data Sequence
S, <b ¢ a> No <b fdca>
S, <b 7cda> Yes <b fdca>

UTS: A A
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= Encoding

Sequence Chromosome
geneq genes genes
<ab-—(cd) >|=| +a +b —(c,d)

s Crossover

childl[b —ce parentl|b—ca ||=|childl|b-cade

parentl|b —-c | a
child2| da parent2| [de |=|child2|deb-ca

parent2| d ] e

—
—

= Mutation

Select a random position and then replace all genes after
that position with 1-item patterns
L 3
UTS: 4 Ai
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= Fitness & Dynamic Fitness

ind. fitness = (ind.support — min_sup) x DatasetSize. (1)

ind. fitness, initial set

ind.dfitness x(1 — DecayRate), if ind 1s selected )

ind.dfitness = {

s Selection

Selection(pop){ //Subfunction for selecting top K individuals from population
for (each ind with top K dfitness in pop){
popK .add(ind);
ind.dfitness = ind.dfitness x (I-decay_rate);,
if (ind.dfitness < 0.01) ind.dfitness =0,
}

return pop K ;

}

W 1 i Al
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s ~ Yes

Operation

[ Crossover |
L Mutation

Select Top K Individuals
(Dynamic Fitness)

ind. fitness = (ind.support — min_sup) x DatasetSize. (1)

ind. fitness, initial set

e
ind.dfitness x(1 — DecayRate), if ind is selected ) I

TITUTE

ind.dfitness = {




s GA-NSP Pseudocode

RunGA(min_sup, decay_rate, crossover_rate, mutation_rate){

pop = initialPopulation();
for (each individual ind in pop){

ind. fitness = calculateFitness(ind);

ind.dfitness = ind. fitness

pop.sumc_dfitness = pop.sumc_dfitness + ind.df itness
}
while ( pop.sum_dfitness > 0){

popl< = Selection(pop);

if (Random()<crossover-rate) Crossover(popK);

if (Random()<mutation-rate) Mutation(popI<);

for (each individual :nd in popkK')

if (Prune(ind) ! =true & & ind.sup >= min_sup) pop.add(ind);

}

return pop;

}
UTS:AAi
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Datasets

Dataset1(DS1) is C8.7T8.84.18.DB10k.N1k, which means
the average number of elements in a sequence 1s 8, the
average number of items 1n an element 1s 8, the average
length of a maximal pattern consists of 4 elements and
each element 1s composed of 8 items average. The data set
contains 10k sequences, the number of items 1s 1000.

Dataset2(DS2) is C10.7T2.5.84.12.5.DB100k.N10k.

Dataset3(DS3) is C20.T4.56.18.DB10k.N2k.
Datasetd(DS4) is real application data for insurance claims.

UTS: 4 A
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e Crossover Rate

——— CrossoverRate 60%
—@— CrossoverRate 80%

—a&— CrossoverRate 90%
~ll- CrossoverRate 100%

0
g |5
=
= [
= a.
o = 0.15
5 a
)
& € 0.1
" -
5
& 0-05
0 1 1
0.24 0.22 0.2 0.18
Min_sup
Crossover Rate (DS1)
10 0.18
- 0.16
_ < 0.14
X e
= 10 ﬁ 0.12
= «
° & 0.1
o 9 =
g =2 0.08
e
E v E 0.06 ——4—CrossoverRate 60%
o t 0.04 ——8—CrossoverRate 70%
sl & —A— CrossoverRate 80%
0.02 ~ll- CrossoverRate 90%
9 a . —#— CrossoverRate 100%

0.022 0.02 0.018
Min_sup
Crossover Rate (DS2)
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Patten count(%)

e Mutation Rate

60% —4¢— MutationRate 20%
—8— MutationRate 10%
40% —&— MutationRate 5%
? -l MutationRate 0%
20% —
.---_qh e —— .
0% '
0.22 0.2 0.18
Min_sup
Mutation Rate (DS1)
0.14
- 0.12
2,
£ o1 "
b+ -9
s 0.08 —a
-~ [ |
2 0.06
o
E 0.04
T —6— MutationRate 20%
& 0.02 —&— MutationRate 10%
" —4&— MutationRate 5%
- ~ll- MutationRate 0%

0.02 0.018
Min_sup

Mutation Rate (DS2)
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 Decay Rate

——o— DecayRate 5%
—@— DecayRate 20%

0
‘é’ —&— DecayRate 40%
£
e 0.15
- \\
Y
o
a
o 01
-
-
g 0.05 \: ——
A
¢ e |
o 1 1 I
0.24 0.22 0.2 0.18
Min_sup
Decay Rate (DS1)

0.18

0.16 i
< 0.14 \\
i
o
E 0.12
a
& 01
e
a 0.08
o
:E 0.06 ——¢— DecayRate 5%
S 0.04 —8— DecayRate 10%
é ) —&— DecayRate 20%

0.02 -l DecayRate 30%

0 —+— DecayRate 40%

0.022 0.02 0.018
Min_sup

Decay Rate (DS2)
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 Comparison with PNSP, Neg-GSP

Runtime(s)

14000

12000

10000

4000

2000

——GA

—&— Neg-GSP
B PNSP /

——

0.022 0.02 0.018
Min_sup

0.016

Runtime Comparison (DS2)

Runtime per pattern(s)

0.25

0.2

0.15

0.1

0.05

——GA
—8— Neg-GSP
—l- PSNP
0.022 0.02 0.018 0.016
Min_sup

Runtime/Pattern Comparison (DS2)
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Classification of both positive and negative
behavior patterns

eHuaifeng Zhang, Yanchang Zhao, Longbing Cao, Chengqi Zhang and Hans Bohlscheid. Customer Activity
Sequence Classification for Debt Prevention in Social Security, Journal of Computer Science and Technology,

24(6): 1000-1009 (2009).
eYanchang Zhao, Huaifeng Zhang, Shanshan Wu, Jian Pei,Longbing Cao, Chenggi Zhang and Hans Bohlscheid.

Debt Detection in Social Security by Sequence Classification Using Both Positive and Negative Patte ®
ECML/PKDD2009, 648-663. Tj I S. A Ai
u
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Let T be a finite set of class labels. A sequential
classifier 15 a function

F:8-1T. (1)

In sequence classification, the elassifier F is built on the
base of frequent classifiable sequential patterns P.

Definition 3.1 (Classifiable Sequential Pat-
tern). Classifiable Sequential Patterns (CSP) are fre-
quent sequential patterns for the sequential classifier in
the form of p, = 7, where p, is a frequent pattern in
the sequence database S.

Based on the mined classifiable sequential patterns,
a sequential classifier can be formulised as

.?—":s—%P T

UI1S:AA;
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Class correlation ratio

CCR(p, — 7) =

corr(p, — 7)  a-(c+d)

sup(pa U )

corr(p, — —7)  c-(a+b)

]

a -1

corr(pe — 7) =

sup(pa) - sup(7)

- (a+c)-(a+b)

Table 2. Feature-Class Contingency Table

Pa Pa | D
T a b a+b
-7 c d c+d
Z a+ec b+d | n=a+b+ec+d
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o e-NSP: |
Efficient Negative Sequential
Pattern Mining Based on ldentified
Positive Patterns Without
Database Rescanning
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PSP: Positive Sequential Pattern

= Only contain occurring itemsets
E.g. pl=<a b c X>.

Existing Methos:
AprioriAll, GSP, FreeSpan, PrefixSpan, SPADE , SPAM

NSP: Negative Sequential Pattern
= Also contain non-occurring itemsets
E.g. pl=<a b -c X>.

Limited research:
Neg GSP, PNSP UTS&AAi
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B High Computational Complexity.
Additionally scanning database after identifying PSP.

B Large NSC Search Space.
k-size NSC by conducting a joining operation on (k-1 )-
size NSP. (NSC : Negative Sequential Candidates)

B No Unified Definition about Negative Containment.
How a data sequence contains a negative sequence?
<a> contains < a-a >? <a> contains < -a a-a >?
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= Negative Item/ Element :
Non-occurring item / element

= Negative Sequence
A seguence Includes at least one negative item

= Positive-partner of a Negative Element
/Sequence

p(-e)= e.
p(<a-(ab) c>) =<a(ab) c>.

= Max Positive Sub-sequence
MPS(<a(ab)c>) = <ac>. UTS:AAi



Constraint 1. Frequency Constraint

This paper only focuses on the negative sequences ns whose positive
partner is frequent, i.e., sup(p(ns))>=min_ sup.

Constraint 2. Format Constraint

Continuous negative elements in a NSC are not allowed.
<=(ab)c-d> v
<=(ab)-cd> X

Constraint 3. Element Negative Constraint
The minimum negative unit in a NSC is an element.
<=(ab)c d> v
<(-ab) cd> X UTS:AAi
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E-NSP: Only use corresponding PSP information to

calculate the support of negative sequence, without
additionally database scanning.

® A definition about negative containment.
® Three constraints for negative sequence

® A smart method to generate negative sequence
candidate (NSC).

® A conversion strategy to convert negative containment
problems to positive containment problems.

® A method to calculate the support of NSC. Ungéﬁi



e

Sequence
database

Ge“eratConvert

Mine all PSP by traditional PSP mining algorithms;
Generate NSC based on these PSP;
Convert these NSC to corresponding PSP;

Get supports of NSC by calculating support of
corresponding PSP.

~



Definition 4. Negative Containment Definition

Let ds=<di d2 ... di> be a data sequence, ns=<s1 s2

. $,»> be an m-size and n-neg-size negative sequence, (1)
if m>2t+1, then ds does not contain ns; (2) if m=1 and
n=1, then ds contains ns when p(ns)Zds; (3) otherwise, ds
contains ns if, V(s;,id(s;)) € EidS,, (1<i< m), one of the
following three holds:
(a) (Isb=1) or (Isb>1)Ap(s1)Z<d; ... disp—1>, when i=1,
(b) (fse=t) or (O<fse<t)Ap(8m)L<dfses1 - .. d:>, when i=m,
(¢) (fse>0 N lsb=fse+1) or (fsex>0 N lsb>fse+1) A p(si) &
*f:df55_|_1 ... disp—1>, when I1<i<m,

where fse=FSE(MPS(<s1 82 ... 8i_1>),ds), lsb=LSB(

MPS({:S¢+] s S?n:}),dS).
UTS:AAI
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>

ns=< ns,eft, _'e, ns
MPS(ns,eft) e MPS(ns,,-g,,t)

S N S

right

ds=<51’ oooooo SI’ SI+1’ S 1’ Sj’ ooooooooo St>

ds contains ns if <s,,...,S; > contain MPS(ns,eﬁ) ,
>doesn t contain <e>. (To EACH negatlve

A ®
element -e in ns) UTS'YAAJ?



ns=<a-bb(cde)>. ds=<a(bc)d(cde)>.

< a -b b(cde)>
et~ Ny

ey gy gy
ds= <a (bc)d(cde)>.

ds contains ns. UTS:AAi



1-neg-size Maximum Sub-sequence is a sequence
that includes MPS(ns) and one negative element e in
original sequence order.

1-neg-size maximum sub-sequence set is a set that

includes all 1-neg-size maximum sub-sequences of ns,
denoted as 1-negMss,,..

Example ns=<a-bc-d>,

1-negMSSns ={<a-bc>, <ac-d>}
UTS:AAi

THE ADVANCED ANALYTICS INSTITUTE



Given a data sequence ds=<d; do ... d;>, and ns=<s;
$2 ... Sm>, Which is an m-size and n-neg-size negative se-
quence, the negative containment definition can be convert-
ed as follows: data sequence ds contains negative sequence
ns if and only if the two conditions hold: (1) M PS(ns) C ds;
and (2) ¥V 1-negMS € 1-negM SS,.s, p(1-negMS) ¢ ds.

Example ns =<a-bb-a(cde)>, ds=<a(bc)d(cde)>.
1-negMSSns={ <a-bb(cde)> , <ab-a(cde)> }
(1)MPS(ns)=< ab(cde)>ds;
(2)p(<a-bb(cde)> )= <abb(cde)> [ ds;
p(<ab-a(cde)> )= <aba(cde)> L1 ds; UTS: Aj

ds contains ns
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sup(ns)=|{ ns }}={MPS(ns)} - C {p(1-negM S} (1)
Because o{p(1-negMS)} 00 {MPS(ns)}, equation 1 can be rewritten as:
sup(ns)= {MPS(ns)}| -|a{p(1-negMS)}|

= sup(MP3(ns))-|{p(1-negMS)} (2)
Example 10 sup(<a-bc-de>)=sup(<ace>})-|{<abce>}L1 {<acde>}|;

sup(<-aa~a>)=sup(<a>)-|{<aa>}L{<aa>}/=sup(<a>)-sup(<aa>).
|f nsonly contains a negative element, the support osis:
sup(ns) = sup(MPS(ns)) - sup(p(ns)) (3)
Example 11 sup(<a-bce>) = sup(<ace>) - sup(<abce>)
Specially, for negative sequence-e >,

sup(<-e>) =|D| —sup(<e>). (4) UTS:AAS
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[ i
{ i
=

sup(ns) =| {MPS(ns)} | — | Ui1{p(1-negM S;)} |
— sup(MPS(ns))— | Uy {p(1 — negM S} | (2)

Kaown g

PSP Support {sid}
<a> 4 -
<b> 3 -
<c> 2 -
<a a> 3 720,30,407
<a b> 3 {10,20,30}
<a c> 2 {10,30}
<b c> 2 (10,30}
<(ab)> 2 -
<a b c> 2 {10,30}
Za (ab)> 3 120,30}

Calculate the
union set of

{p(1-negMSi)}.
(p(1-negMSi)
are frequent.)

UTS:AAi
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Definition . e-NSP Candidate Generation

For a k-size PSP, its NSC are generated by changing
any m non-contiguous element(s) to its (their)
negative one(s), m=1,2, ... k/2], where| k/2 |is a
minimum integer that is not less than k/2.

Example. s=<(ab) c d> include:
m=1, <-(ab) c d>,<(ab) -cd>,<(ab) c~-d>;
m=2, <-~(ab) c ~d>.
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Table 1: Example Data Set

Sid Data Sequence
10 <a b c>

20 | <a (ab)>

30 | <(ae) (ab) c>

40 <a a>

50 | <d>

Table 2: Example Result - Positive Patterns

PSP Support {sid}
<az> 4 -
<b> 3 -
<> 2 -
Za a> 3 120,30,40}
Za b> 3 {10,20,30)
<a c> 2 {10,30}
<b o> 5 110,30}
<(ab)> 2 -
<a b c> 2 {10,30}
<a (ab)> 2 {20,30]

UTS: A A
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Table 3:

(min_sup=—2)

Example Result - NSC and Suppor

PSP

Related PSP
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Data Sets

Four source datasets including both real
data and synthetic datasets generated by
IBM data generator. Partition these
datasets to 14 datasets according to
different data factors.
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An Example
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We have proposed a simple but very efficient NSP mining
algorithm: e-NSP. E-NSP includes:

B A formal definition, negative containment, to define how a
data sequence contains a negative sequence.

B A negative conversion strategy to convert negative
containing problems to positive containing problems.

B A method to calculate the supports of NSC only using the
corresponding PSP.

B Asimple but efficient approach to generate NSC.

B The experimental results and comparisons on 14 datasets
from different data characteristics perspectives have clearly
shown that e-NSP is much more efficient than e
existing approaches. UTS:YAAI



Negative behaviour

Organization:

Business problem:

Business areas Negative behaviour Behaviour impact
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Part IV.
Group Behavior Analysis
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 What are group behaviors?

e How to formalize group behaviors?
* How to analyze group behavior?

UTS:AAI
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9. Coupled/Group
Behavior Analysis
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Detecting Abnormal Coupled Sequences and Sequence
Changes in Group-based Manipulative Trading Behaviors
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Longbing Cao, Yuming Ou, Philip S Yu.
Coupled Behavior Analysis with

Applications, IEEE Trans. on Knowledge
and Data Engineering, 24(8): 1378-1392
(2012).
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Behavior properties described by attribute vector
How to construct behavior sequences?

How to handle multiple sequences coupled with
each other?

How to model vector-based behavior sequences?

How to map vector-based behavior sequences to
Coupled Hidden Markov Model?

How to detect pool manipulation by identifying
abnormal coupled sequences?

AT
[ ] . i
u
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What is Coupled Behavior?

Longbing Cao, In-depth Behavior Understanding and Use: the Behavior Informatics Approach, Information Science,
180(17); 3067-3085, 2010.

e
www.behaviorinformatics.org UTS:AAI
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Virtual world
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e Social security

[
Clrcumstance &k l
— ﬂl_:l l
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Circumstance i | | o » 2 T AL
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[ § 1 I
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]t{ T
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Figure 6: Relationships between Multiple Behaviors
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Figure 7: Relationships between behaviors
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Homogeneous relation

( Behavior 1 )

| Behavior 2 ﬁ

time time
space space
status slatus
eoal apal
action action

— Heterogeneous relation

{ Behavior 1 |

—  lime

——  space

slatus

——  zoal

—— action

| Behavior2 )

time  ——

—_—

space  ——

S
-

slatus ——

i P

apal

action —— 5 ,t
3laEHAi
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Mixed relation/coupling relation

Behavior 1 Behavior 2
A = — ti —
L T —— =ik ne;

e e =
— Ace wE e  r— space ——

*F BT e pa
- — T — T
biE-I.IIJS ey _‘:- — —:‘:'.El'--‘:;n-"-\-\—‘- o = ﬂlﬂluﬁ
W,
goal = - - ?‘ = goal
e e T, N ﬂlh—q..
E— o g = i p—
. i T _-\:—_"—-:"""‘- -
——  action —=dke aotion ——
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From temporal aspect

® Serial Coupling: T'51;7'5:;...;T5,

o Interleaving Coupling: TSy : TSp ¢ - -+ : TS,

® Shared-variable Coupling: T'S1|||T'S2|||- - - |||T'Sa
e Channel System Coupling: TSy | TSa | --- | T'Sn
e Synchronous Coupling: T'S: | TSz || -+« || T'Sn

From inferential aspect

e Causal Coupling: T'S1 — T'52

e Precedential Coupling: T'S1 = 1'S2
e Intentional Coupling: 7'S1 — T'Sa
e Inclusive Coupling: 7'St — T'S2

o Exclusive Coupling: T'Sy & T'Sa

From combinational aspect

e Hierarchical Coupling: f(g(1T'S1,T'S2,--- . T'S,))

e Hybrid Coupling: f(T'51).9(T'Sa2), f(T'S1)", (T'S1)~

e One-Party-Multiple-Behavior Couphing: f(T'S1,T'Sa, .-+ |
Tgn)l-‘tl

¢ Multiple-Party-One-Behavior Coupling: f(T'Sy)l#142 Anl

UTS: AAi
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e Multiple-Party-Multiple-Behavior Coupling: f(T'S1,T'S2
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e Tracing: Different actions with sequential order.
{31’ a2’. e, q‘}

o Consequence{: Differ}ent actions have causalities in occurrence.
g4 - &

e Synchronization: Different actions occur at the same time.
{al o, o 371}

e Combination: Different actions occur in concurrency.
{afala)

UTS: A A
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e Exclusion: Different actions occur mutually exclusively.
{a,0a0, .08}

e Precedence: Different actions have required precedence

{a=a}

And more to be explored...

e Sequential Combination— AxBx Cx-..
e Parallel Combination—— AO B CO---

e Nested Combination
e Fuzzy or probabilistic Combination

UTS: A A
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What is the Coupled Behavior Analysis
(CBA) problem?

Longbing Cao, Yuming Ou, Philip S Yu. Coupled Behavior Analysis with Application, IEEE Trans. Knowledge and Data
Engineering.

Longbing Cao, In-depth Behavior Understanding and Use: the Behavior Informatics Approach, Information Science,
180(17); 3067-3085, 2010.

. . . t
www.behaviorinformatics.org U I SIAAI
| |
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e Customer a;’s N behaviors
B::{b;;, b;s,....D;,}

Remark:

-Individual objects
-Objects are independent
-Individual behaviors
-Behaviors of the same
object are somehow

dependent
UTS:AAI
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J m—

If they behave in the If they behave in the
. . Ae
same/different way same/different way = =AAI
dependently? independently D ANALYTICS INSTITUTE




e M customers’ behaviors

B,:{b,., bypby,} an
B,:{b,,, byyeerbsy} <
— Rel(B,,B,, ..., B,)) <> @

B :ib, ., b b

mlr ¥m2rc-*, mn} _
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Interactions
between
brains

Individual
dependence

:AAI
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I actors (customers): {61,é2,...,671}

J: behaviors for an actor &;: {Bi1,Bia, ..., By }

Behavior B;; ﬁ

Behavior Feature M

FM(B) =

pz;_r]l [ptj]ﬂ . [pij]ff)
atrix:
;Bu Bqo By .
Boy Boo Boy
Bry Bpo Brs

Y. B
= . i
|
THE ADVANCED ANALYTICS INSTITUTE



Transactional Data

B1
B2
B3
B4
B5
B6
B7
B8

Investor | Time Direction | Price | Volume
(1) 09:59:52 Sell 12.0 155
(2) 10:00:35 Buy 11.8 2000
(3) 10:00:56 Buy 11.8 150
(2) 10:01:23 Sell 11.9 200
(1) 10:01:38 Buy 11.8 200
(4) 10:01:47 Buy 11.9 200
(5) 10:02:02 Buy 11.9 250
(2) 10:02:04 Sell 11.9 500

Behavior Feature

Matrix
(B By @)
B, By B
#FM(I&): B, ¢ ¢
Bg @ ©
\B @ &)

UTS: A A
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Definition 2. (Intra-Coupled Behaviors) Actor &;’s behaviors B;; (1 < j <
Jmaz) are intra-coupled in terms of coupling function 0,(-).

Jmaz

B! :=B.(£,0,%,0) Y 0;(-) OBy (1)
j=1

16;(-)] > 6o (2)

| . . T .
where By is the intra-coupling threshold, jo1 © means the subsequent behavior
of B; is B;; intra-coupled with 0;(-), and so on, with nondeterminism.

Ell Blg Blimm
21 22 .. 2J oz

FM(B) =
\Br1 Br2 ... Bij,../
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Definition 3. (Inter-Coupled Behaviors) Actor &;’s behaviors B;; (1 <1 <)
are inter-coupled with each other in terms of coupling function n;(-).

I
B”. :=B;(&£,0,%, T;)\}:m(‘-) OB, (3)

m:(+)| > mo (4)

. . | I |
where 1y is the inter-coupling threshold, ) ® means the subsequent behavior
of B; is B;; inter-coupled with n;(-), and so on, with nondeterminism.

(Ell Blg ]B]-Jmam\

Egl ng ngmu
FMB)=| . _

\Br1 | Br2 ... Bi,.../
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Definition 4 (Coupled Behaviors) Coupled behaviors B, refer to behaviors B; ;,
and B;,;, that are coupled in terms of relationships f(6(-),(:)), where (i1 # 1g)
\ (Jl 7&]2)/\(1 <ig,19 < I)/\(l < < -]mafr)

']?‘H-EII!

I
B.=(BY,)"+(B;,) :=B;(£,0,¢.%)] Y )

11,i2=1 j1,J2=1

1171




Theorem 1. (Coupled Behavior Analysis (CBA)) The analysis
of coupled behaviors (CBA Problem for short) is to build the
objective function g(-) under the condition that behaviors are
coupled with each other by coupling function f(-), and satisfy
the following conditions.



Apple, Cherry, Blackberry, Plum

Pear, Cherry, Peach, Plum, Melon, Apple

C1 - Father; C2 —= Mum, C3 — Son;
C4 — Mum, C5 — Father, C6 — Son;
C1.Address = C2.Address = C3.Address;
C4.Address = C5.Address = C6.Address

{Beer, iPhone}
{Cherry}

ihen {Scooter}

What will be the difference between

- Outcomes from classic Association Rule or Frequent Pattern Mining {Father: Beer, iPhone;

Mum: Cherry;
- Outcomes by considering the above coupling relationship? / Son:  Scooter}

UTS: A A
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Combined mining
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Fig 1. Combined Mining for Actionable Patterns
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Combined Pattern Mining
N
Coupled Objects
for
High Impact Behavior Analysis

Longbing Cao, Huaifeng Zhang, Yanchang Zhao, Dan Luo, Chenggi Zhang. Combined Mining: Discovering Informative
Knowledge in Complex Data, accepted by IEEE Trans. SMC Part B

e
Longbing Cao. Zhao Y., Zhang, C. Mining Impact-Targeted Activity Patterns in Imbalanced Data, IEEEG?S:AAI

Knowledge and Data Engineering, 20(8): 1053-1066, 2008. S LD ARSI



DEFINITION COMBINED PATTERN PAIRS. For impact-oriented combined patterns,
a Combined Pattern Pair (CPP) is in the form of

(X1 =Ty
pfn-1

where 1) X1 N Xy = X, and X, is called the prefix of pair P; Xy . = X1\ X, and
Xo.e = Xo\ Xy, 2) X1 and X2 are different itemsets, and 3) T1 and T are contrary to
each other, or T and 15 are same but there is a big difference in the interestingness (say
confidences con ) of the two patterns.

e A combined rule pair is composed of two contrasting rules.

e For customers with same characteristics U, different
policies/campaigns, V,; and V,, can result in different outcomes,

T,andT,.
UTS:AAI
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DEFINITION EXTENDED COMBINED PATTERN PAIRS. An Extended Combined Pat-
tern Pair (ECPP) is a special combined pattern pair as follows

S e et
XoAXe =Ty

where X, # 0, Xo #= Dand X, N X, = 0.

UTS: A A
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DEFINITION EXTENDED COMBINED PATTERN SEQUENCES. An Extended Combined
Pattern Sequence (ECPC), or called Incvemental Combined Pattern Sequence (ICPS), is
a special combined pattern cluster with additional items appending to the adjacent local
patterns incrementally.

(X, — T}
}fp M ;{e,l — Tg
S: ¥ .Yp N }{e,l N _Yeyg — T3 \

}{rp M ;{e,l M ;{e,i AN AN ;{e,k—l — Tk

b

where Vi, 1 <1 < k-1 X010 NX;=X,and X;11 \ X; = Xe; #F 0 ie, Xip1isan
increment of X;. The above cluster of rules actually makes a sequence of rules, which can
show the impact of the increment of patterns on the outcomes.

UTS: A A
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Coupled Object Analysis:
Combined Demographics + Behavior
Analysis

eLongbing Cao, Huaifeng Zhang, Yanchang Zhao, Dan Luo, Chenggi Zhang. Combined Mining: Discovering Informative

Knowledge in Complex Data, IEEE Trans. SMC Part B.
eLongbing Cao. Zhao Y., Zhang, C. Mining Impact-Targeted Activity Patterns in Imbalanced Data, IEEE Trans. on

Knowledge and Data Engineering, 20(8): 1053-1066, 2008.
eYanchang Zhao, Huaifeng Zhang, Longbing Cao Chenggqi Zhang. Combined Pattern Mining: from Learned Rules to

Actionable Knowledge, Australian Al2008. UTS ) i
]
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* Type A: Demographics differentiated
combined pattern

— Customers with the same actions but different
demographics

- different classes/business impact

Ay + D2 —  moderate paver

A+ Dy —  quick paver
Type A:
Ay 4+ D3 —  slow paver

UTS: A A
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 Type B: Action differentiated combined
pattern

— Customers with the same demographics but
taking different actions

- different classes/business impact

Az + 1M — moderate payer

Ay + 1 —  quick paver
Tyvpe B:
As+ 1) —  slow paver

UTS: A A
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An Example of Combined Pattern Clusters

Clusters | Rules Xp XNo T|Cnt|Conf| I;| I.|Lift|Conty|Cont, Lift of| Lift of
demographics | arrangements | repayments (%) Np —=T|Xe =T
P Fs marital:sin uregular  [cashorpost| A| 400 83.0|1.12|0.67| 1.80 1.01 2.00 0.90 1.79
Ps &gender:F withhold |cashorpost|A| 520 784(1.00 1.70 0.89 1.89 0.90 1.90
P | &benefitIN | withhold & [cashorpost|B| 119 804|121 228 1.33 206 1.10 1.71
uregular | & withhold
Ps withhold |cashorpost|B| 643 61.2(1.07 1.73 1.19 1.57 1.10 1.46
& withhold
Fy withhold & [withhold & [B| 237| 60.6|0.97 1.72 1.07 1.53 1.10 1.60
vol. deduct | direct debit
Fio cash agent C| 33| 600[1.12 323 1.18 3.07 1.03 274
Pa Fi1 age 65+ withhold |[cashorpost| A|19801s” 93 3086|059 2.02 1.06 1.63 1.24 1.90
P2 wrregular [ cash or post [ A %SS.? 0.87 1.92 1.08 1.55 1.24 1.79
FPia withhold & |cashorpost|A| 132] 83.7([096 1.86 1.18 1.50 1.24 1.57
irregular
P4 withhold & | withhold 50 633[291 340 247 401 0.85 138
irregular
Behavior 1 Behavior 2
Demographic 1 Low value High value
A —

Demographic 2

High value

ANAINTICS INSTITUTE




(PLN — T

PLN,DOC — T

PLN, DOC, DOC' — T

PLN, DOC, DOC, DOC' — T

PLN, DOC, DOC.DOC.,REA — T
PLN, DOC, DOC.,DOC, REA. IES — T

UTS:AAI
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Coupled Hidden Markov Model-based
Abnormal Coupled Behavior Analysis

Longbing Cao, Yuming Ou, Philip S Yu. Coupled Behavior Analysis with Application, IEEE Trans. Knowledge and

Data Engineering.
Cao, L., Ou Y, Yu PS, Wei G. Detecting Abnormal Coupled Sequences and Sequence Changes in Group-based

Manipulative Trading Behaviors, KDD2010.
e
m2s Fe
UTS:AAi
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TABLE 1
An example of buy and sell orders

| Investor | Time | Direction | Price | Volume |
(1) 09:59:52 Sell 12.0 155
@) | 10:0035| Buy | 118 | 2000
(3) 10:00:56 Buy 11.8 150
@) [10:0123 | Sell | 119 | 200
(1) 10:01:38 Buy 11.8 200
(4) 10:01:47 Buy 11.9 200
(5) 10:02:02 Buy 11.9 250
(2) 10:02:04 Sell 11.9 500

I
K {1 Lépend
1zo| ¥ (2) (2) v sl
119 v * -ri + buy
11.5 ‘ + ‘. ) (5) - trade
(23 (3 (1)
>
95452 1000:is 1000225 1000 40 10:02:02 Time
L0056 L0:01:38 10:02:03
Fig. 1. Coupled Trading Behaviors
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e Behavioral data structure 1:

{AE‘IGT‘.,; — Operation; n Actor; — Operation; 1 g
Attributes; , Attributes; tJ=Tuinatne
(12)

() NEK (1)—ouy
09:59:52:12.0:155 10:01:38:11.8. 200

™ & e

(2)— By (2)—zell (2)— sl trade
100045118, 2000 10:01:23;11.9:200 LO:0Z2:04:11 %500, 430

Fig. 2. Behavior sequences - Data Structure 1

UTS: A A

THE ADVANCED ANALYTICS INSTITUTE



e Data structure 2:

Actor; — Operation;
Att?‘ibutesi—

Actor; — Operation; _ }
Attributes; i,j=1jwinsize

Category : {

(14)

(1) - g2l (2)-s2ll (2)— et
0959 ﬂz 12 0:155 10:01- 11 11,9200 10 ﬂ!:i}:l;ll..?:ﬁﬂn

Trade: 1 2} —trale
\l lD'ﬂl:U—l;ll..‘-}::l:?l}

{2)—tugy {l} by
Ted- 00 35015 20040 LOpcabl: 3811 5, 204

Fig. 3. Behavior sequences - Data Structure 2
v I Dissl

THE ADVANCED ANALYTICS INSTITUTE
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 Coupled behavior sequences

{111 — {':.Il:'lls " :-':.zlle-_}

by = {'23'3'21 ..... g:'}zp}

bo = {dc1,...,dcc}
— Coupling relationship

Riy; C R Hij(®,d;) =2

— Behavior properties
Dik (Pik,1s- - > Dik,L)

UTS: A A
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C'BA problem — CHM M model (15)

®(B.)|category — X (16)

M(®(Bc))|@ir([pislrs - - - [Pij]lr) = ¥ (17)

_ FO0).n() = Z 8)

LA L 70 I'ﬂ;r: CN AL Initial distribution of ®(B.)|category — w (19)

Figure 2: Architecture of CHMM

UTS:AAI
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Fig. 5. Framework of abnormal coupled behavior detection
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CHMM model:
NCHMM _ (X,Y,Z,7)

= Z?:T o (8)Tiy5(0e41)Ber1(7)
== T-1 T e
ZL:I as(2)B:(7)

Z?:I,D;:Dk iy (.j}lgf- {j]
Y a(5)Be(d)

14,5 €N

yi(k) =

I EJEN

.m?l{i}ﬁl.{i} —1<i< N
> @1(3)B1(4)

T‘:

N
PT{Q|A}L;HI”} — Z Cl”]"('!-)
i=1

Z ={z;;} 2y =Pr(sy =Sy|se=5))

(20)

(21)

(22)

(23)

UTS:AAI

THE ADVANCED ANALYTICS INSTITUTE



Window | Window 2 | Window 3
I I I I I

v

il 2 i3 i4 15 16

Figure 3: Update Point of ACHMM

update new

Ty =(1— -wj:r:f;d + w ok Ty (15)
y P = (1 —w)yy "+ w s upy (16)
z:j%*d“'f = (1 — w2l + w k2" (17)
mipdate — (1 _w)w 4 ow ke (18)

UTS: A A
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Algorithm 1 Constructing observation sequences

Step 1: Segment the whole trading day into L intervals
by a time window with the length winsize.

Step 2: Calculate 1A for buv-order, sell-order and trade
activities respectively in each window. Theyv are denoted
as If-l?”y, T A" and I Ai™@9¢ respectively.

Step 3: Obtain IAEb“y, 1A and TA;"% by quantiz-
ing TA}"Y, TA{*" and TAj™%.

Step 4: Obtain the trading activity sequnce I A"™Y for

buy-order by putting all | ALY in A trading day together.
[
Obtain 1A% and T A% in the same way. We obtain

JA™PE — [ A[tYPE T AP ] A fupe (19)

where type € {buy, sell, trade}. TA™Y [ A% and [ Atrade
are the observation sequences of CHMM in the day.

Step 5: Hepeat Step 1-4 for each trading day

UTS: A A
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e Benchmark Models
— HMM-B: Buy-based HMM
— HMM-S: Sell-based HMM
— HMM-T: Trade-based HMM
— [HMM: HMM-B + HMM-S + HMM-T
— CHMM: CHMM(buy, sell, trade)
— ACHMM: Adaptive CHMM(buy, sell, trade)
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 Technical performance

Accuracy
Precision
Recall

Specificity

TP+ TN
TPLFN £ EP4+:TN (+3)
% (44)
FPLTN (29)

e Business performance

Return = ln-2 (48)
Pi—1

Abnormal Return = Return — (v + £Return™*™**")  (49)

UTS: A A
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Business Performance
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(O(TN®))

 Computational cost

N-heads dynamic programming

TABLE 5
Computational performance

[THMM [CHMM [ ACHMM]|

winsize | Training time (s)| 0.574 | 11.978 | 11.988
=10 (m) [ Test time (s) | 0.056 | 1.296 | 3.576
winsize | Training time (s)| 0.256 | 4.929 4933
=20 (m)| Test time (s) 0.047 | 0.655 3.486
winsize | Training time (s)| 0.206 | 4.121 4119
=30 (m)| Test time (s) 0.042 | 0.447 2.429
winsize | Training time (s)| 0.109 | 2.003 2.004
=60 (m)| Test time (s) 0.036 | 0.221 1.206

O(T(3N)?)

UTS: A A
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Hierarchical CHMM-based & Relational
Learning-based Group Behavior
Learning

* Yin Song and Longbing Cao. Graph-based Coupled Behavior Analysis: A Case Study on Detecting Collaborative
Manipulations in Stock Markets, IJCNN 2012.
¢ Yin Song, Longbing Cao, et al. Coupled Behavior Analysis for Capturing Coupling Relationships in Group-based Market

AA
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; / {Training Data) Output
v ¢
/ Abnormal Coupled
\\ Qualitative Analysis / Quantitative Analysis Behaviors

\- HC-based Link / HC-based Learning of
\ Generation / the Couplings
Learned Coupled }
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J,/ HG-based Interval HG-based Learning of
iy Activity Generation the Couplings v

~
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& (Testing Data) Detection
O Algorithm
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[EuLougy

Figure 1: The Workflow of the Proposed Framework.

HC: Hybrid coupling; HG: Hierarchical grouping

15t qualitative analysis, generates possible qualitative coupling relationships between
behaviors with or without domain knowledge;

2" guantitative representation of coupled behaviors is learned via proper methods;
34 anomaly detection algorithms are proposed to cater for different applggn cemparnios.
UTS: 2%
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buy;

buy,

buy;

trade,

trade,

trade;

selly

sell,

sell;

selly

buy; [ trade
/
/
/
/
buy, trade, |
bu}g TI'B.dEg

sell;
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Price. Volume, Time, Order No.

Price. Volume

Figure 2: An Example of Qualitative Analysis.
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/ 56112

| trade, — | sells
sell;

/____———— trades

buy,

buy2 — Tl'ad@z

(a) An Example of the Subgraphs for
Coupled Behaviors

A | RFy | RFs | --- | RF,
tradey | o1 | rfi1 | rfor | - | 7fn1

trades | xo | rfia | 7foa | -+ | Tfn2

(b) An Example of the Relational Fea-
tures for Coupled Behaviors

Figure 3: An Example of the “Flattened” Proposi-
tional Coupled Behavioral Data

UTS: A A
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e Qualitative Analysis: Domain Knowledge
driven Initial Grouping

DEFINITION 4  (PARTICLE GROUPS). The particle groups,
which are represented by {PG;} (1 < j < N) are the par-
titioning result of actors {A;} (1 < i < [I) by the rule R(-)
made by domain experts:

R(}l{Al‘AQ?*AI}_}{Pal*PGQ:*PGN} (3)

UTS: A A
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i !
8 iif

 For each group, both corresponding CHMM

 The similarity between two CHMMs (two
groups)

Y. B
= . i
|
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i !
8 iif

 Symmetric distance between the coupled

behaviors of two particle groups for the given
CHMM

Y. B
= . i
|
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E‘ ne[ Aamog

Figure 2: The Work Flow of the Proposed Frame-
work.

Relational features for

behaviors
p(RF1|X®) p(RF|X®) ---, p(RF|X ™)

Conditional probability
distribution
CPD p(X®|RFy,--- ,RF,)

Relational Bayesian
Classifier (RBC)

Conditional Probability
Tree (CPT)
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Cross-market Behavior Analysis
for Financial Crisis Contagion

» Wei Cao, Liang Hu, Longbing Cao: Deep Modeling Complex Couplings within
Financial Markets. AAAI 2015: 2518-2524

» Wei Cao, Longbing Cao. Financial Crisis Forecasting via Coupled Market State
Analysis, IEEE Intelligent Systems, 30(2): 18-25 (2015). .
UTS:AAi
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 Most of the existing literature simply tests the
existence of market contagion.

 Multiple markets are affected by financial
crisis.

* Limited research pays attention to the
unknown underlying market couplings which
are the fundamental" reasons for the market
contagion.
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e To properly understand financial crisis:

(1) Selection of global markets and discriminative market
indicators;

(2) Market couplings are very complicated to capture, which
includes intra-market coupling (couplings within a market)
and inter-market coupling (couplings between different
types of markets);

(3) Hidden couplings behind the market indicators need to be
captured

(4) Measurement of effect/relationship of market couplings
on understanding crisis, namely how the couplings
contagions reflect the crisis.

UTS: A A
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e Model cross-market couplings via building a CHMM-
LR framework:

(1) couplings from Equity market and Commodity market

(C(E,0));

(2) couplings from Equity market and Interest market

(CEN);

(3) couplings from Commodity market and Interest market (

). ¢c,n

e Estimate global crisis by the crisis forecasting

capability of integrating the different pairwise market
couplings

UTS: A A
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3 0 o o,

Fig. 1: A CHMM with Two Chains

CHMM = A(A,B,R, 1) UTS:AA;
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 The probability of financial crisis at time t

By = P(Ys = 1| X =g) = E(Y¢| X =) =
1 (1)
1 -+ E_'bD‘f"bliFl e e /I L

 The likelihood of financial crisis at time period T

T
L) =[[PY*q—- Py (2)

t=1

UTS: A A
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Definition 1. Intra-market Coupling. This is the interaction
between the behaviors from the same market. Formally, the
representation of infra-market coupling w.r.t market i is given

by:
;= {m; @ m;}L, (3)

where m; denotes the observations from market i, @ represents
the coupled interactions among market i’s observations from
time 1 to T. In this paper; there are three global financial

markets, so i € {E,C,I}.

Definition 2. Inter-market Coupling. This is the interaction
between the behaviors from pairwise markets. Formally, the
representation of inter-market coupling w.r.t market i and j is
given by:

i = {m; ®my}i_y (4)

where ® represents the coupled interactions between market

i’s observations and market j’s observations from time 1 to
T,i,j€{EC,I}

Definition 3. Market Coupling. The representation of market
coupling w.r.t market i and j is given by:

C(i.j) = {Bimis} ©)

where 0; denotes the intra-market coupling in market i, and
1ij represents the inter-market coupling between markets i and

UTS: A A
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argmax; jyR(crisis,C(1, 7))

The identification (estimation ) of financial crisis is to build a
proper model to determine the specific pairwised cross-market
couplings and the corresponding objective function

C(i,)) R(D

UTS: A A
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Index Selection

Coupling Process

Forecasting Process

/'[Trammg]_’

LR(C(E.C))
Training

v

\{ Teshng ]_.

Trained

LR(C(E.))

LR(C(C.D)

Training

v

Trained

LR(C(C.D)

LR(C(E.D)
Tral;n'ng

Trained

LR(C(E.T)
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Definition 4. Pairwise Market Indicator Correlation (PMIC).
This is the correlation of one indicator in a market (M I;;)
with indicators in another market ({M1;}), where (i 7é g )

SN SI6 1 /

PMIC(MIy, {MI;}) Z|pDCCA ]\/sz,J\/HﬂH (7)

where ppccal(+) is the cross-correlation coefficient of the two
market indicators.

argmarpy PMIC(M L, {M1;})

UTS: A A
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£

Pairwise Market Couplings — C'H M M modeling
®(MI")|observation — B(P(o: = X,|zt = Z3,))  (9)
O(MI")|intra — transition(6;) —

Alintra(P(zi .1 = Zn|2; = Z1)) (10)

O(MIY), ®(MI?)|inter — transition(n;;) —
Alinter(P(z},, = |2 = Zy)) (11)
C(i,j) = {z*, 2’} (12)
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Fig. 3: Forecasting Process
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Algorithm 1: Financial Crisis Forecasting via Market
Couplings

o X NN e

10

Input: A training set 7'r ; A testing set T'e = _
{{zh, 21}, {25, 2}, - . . {=h, 21 ), - - - {2, 20} )
Output: A predicted financial crisis set C'.S; A
predicted non-financial crisis set V.S

Train the Logistic Regression model €2 on the training
set T°r, obtained trained model Q7"
forall the {z%,27}'_, ., andt € [w,T] in the Testing
set do
Compute the probability of crisis given the trained
model Q7" and couplings {z*, 27} _, . ,):
Py ilerisis = 1|{z},21};
if Py q1(crisis = 1|{z%,22}) > 0.5 then

| time t +1 — CS@I);
else

| time t + 1 — NS,

= AAG

end CSINSTITUTE




e Data:

— Markets: Equity market, Commodity market and Interest
market.

— Time period: January 1990 to December 2010.

TABLE II: Selected Indicators

Pairwise Coupling Market Indicator
C(E,C) E: DIJIA /C:WTI Oil Price
C(C,I) C": Gold Price/C:TED Spread
C(E,I) E: DJIA /I:BAA Spread

UTS: A A
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Fig. 4: Indicator behavior During the Period 1990-2010 iAi
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Comparative Methods:

A. IID models

LR-(E. C): This model forecasts crisis based on se-
lected indicators of Equity market and Commodity
market directly, without considering the hidden com-
plex market couplings.

LR-(C.I): This model forecasts crisis based on se-
lected indicators of Commodity market and Interest
market directly, without considering the hidden com-
plex market couplings.

LR-(E.1): This model forecasts crisis based on se-
lected indicators of Equity market and Interest market
directly, without considering the hidden complex mar-
ket couplings.

B: Non-IID models

LR-C(E, C'): This model forecasts crisis based on
market couplings from Equity market and Commodity
market.

LR-C(C, I): This model forecasts crisis based on mar-
ket couplings from Commodity market and Interest
market.

LR-C(E,I): This model forecasts crisis based on
market couplings from Equity market and Interest
market.

UTS: A A
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Accuracy

——LRG(C)

=== R-GE) : ‘
——[RLCECY...c... a
— e | :
=R |...i i
—+—LR{EG)

1 1 1 1 1 1 1 1 1 I
0708 0408 1108 0103 0309 (509 0709 0909 1109 O110 0310
Timefmonthiyear)

(a) Accuracy(w=2)

Accuracy

=
R

=
=2

0 I 1 I 1 I 1 I L I I L
ém 0708 0908 1108 0109 0309 0509 0709 0303 1109 0110 O3

Time{month/year)

(d) Accuracy(w=3)

Recall@k
e
=

Precision@k
=
=

Precision@k

(e) Precision(w=3) (f) Recall(w=3)

Fig. 7: Technical Performance of Various Approaches



1)

2)

3)

These illustrate that the pairwise market couplings have higher
relations with financial crisis when compared with those simple
indicators. The reasons can be interpreted as following:

the pairwise couplings is the essence' of market contagion,
which means that the pairwise couplings can better reflect the
financial crisis;

two different types of couplings (intra-market couplings and
inter-market couplings) which can represent the pairwise market
couplings well;

the CHMM is demonstrated as a useful tool to capture the
complex hidden couplings between pairwise markets.

UTS: A A
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Stage 1 is a stage of "crisis launch' and spans from August 2007 to December
2007, in this period the probabilities of crisis forecasted by all three pairwise
couplings begin to grow.

Stage 2 is defined as C(E,( )stage, where the couplings from Equity market and
Commodity market has a sharp increase in this stage (December 2007 to
September 2008). A possible explanation is that crisis always first revealed by
Equity market and Commodity market, the Equity market is always considered as
risky market while the Commodity market is the opposite.

Stage 3 is described as “sharp fluctuation' stage, where the all pairwise market
couplings reveal high financial crisis probabilities (September 2008 to April 2009).
This maybe caused by the spread news of crisis and shifts in investors' common
but changing appetite of risk.

Stage 4 is a C(C,I)stage spans from April 2009 to November 2009. An explanation
is at this stage the macro-control measures (e.g. cutting rate) begin to take effect.

Stage 5 is described as post-crisis' while the behaviors from anr irwise ¢
couplings become stable (after November 2009). sa:AAi

THE ADVANCED ANALYTICS INSTITUTE



* Cross-market coupling learning:

— Equity market, Commodity market and Interest
market

e CHMM-LR for financial crisis analysis:

— CHMM captures the complex hidden pairwise
market couplings,

— LR is applied to evaluate the crisis forecasting
capability based on the couplings
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Part V.
High Utility Behavior Analysis
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 Why care about behavior utility?

e How to measure behavior utility?
* How to identify high utility behavior?

A®
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10. High Utility
Behavior Analysis
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The 18t ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD 2012)

USpan: An Efficient Algorithm for High
Utility Sequential Pattern Mining

Junfu Yin, Zhigang Zheng and Longbing Cao

Advanced Analytics Institute
University of Technology, Sydney, Australia
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. Introduction

. Related Work

. Problem Statement
. USpan Algorithm

. Experiments

. Conclusions
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e Sequential pattern mining
e Very essential for handling order-based critical
business problems.
* |Interesting and significant sequential patterns are
generally selected by frequency.

* Insufficient of frequency/support framework
 They do not show the business value and impact.
e Some truly interesting sequences may be filtered
because of their low frequencies.

Example: Retail business :
i UTS:AA:

THE ADVANCED ANALYTICS INSTITUTE



Table 1: Quality Table In sequence s,, there are three
(tems | a | b | c|d|e|f transactions:
4 3 1 1

Quality 2 5

[(a, 2)(e, 6)],

Table 2: Quantitative Sequence Database (@, 1)(b, 1)(c, 2)] and

s — [(a, 2)(d, 3)(e, 3)].

S I i_(e;f)__E(_c’_z_)fff)_] _(f’_f)_f __________ Transaction [(a, 2)(e, 6)] means the

2 L<__[_(‘1'_2_)(_8_'_6)_].1_[1@_1_)(_174_1)_(5'_2_)]_-:__[(9'_2)_((1'_?’_)Le_'_3l]__>_= customer buys two items, name|y a and e.
3 < (6 1) [a, 6)(d, 3)e 2)] > (a, 2) means the quanity of item a is 2.

4 < [(b, 2)(e,2)] [(a, 7)(d, 3)] I[(a,4)(b, 1)(e, 2)] >

5 < (b, 2)(e,3)] [(a, 6)(e, 3)] [a, 2)(b, 1)] > The square brackets omitted when there is

only one item in the transaction. For
example: (e, 5), (b, 2) ins; and (¢, 1) in s;.

UTS: A A
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m Quantitative Sequence

o A W N

Table 1: Quality Table

Quality 2

5

Sy
4 3 1 1

Table 2: Quantitative Sequence Database

< (&,5) ¢, 2)(f,1)] (b,2) >

< (c,1) [(a,6)(d, 3)e, 2)] >

< [(b, 2)(e, 2)] [(a, 7)(d,3)] [(a,4)(b, 1)(e, 2)] >

< [(b, 2)(e, 3)]

[(a, 6)(e, 3)]

[(a, 2)(b, 1)] >

The utility of <e>in (e, 6)is6X1=6

The utility of <ea>in s, is
{ ((6X1)+(1X2)),((6X1)+(1X2)) }
= {8, 10}

The utility of <ea> is the database is

{{}, {8,110}, {}, {i6 10}, {15, 73}

Add the highest utility in each sequence
to represent the utility of <ea>:
10+16+15=41

If the minimum utility threshold §é = 40
then <ea> is a high utility pattern.

UTS: A A
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Contributions:

1. We define the problem of mining high utility sequential
patterns systematically.

2. USpan as a novel algorithm for mining high utility
sequential patterns.

3. Two pruning strategies, namely width and depth
pruning, are proposed to reduce the search space
substantially.
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e High utility pattern mining
e Two-Phase Algorithm (Liu et al., UBDM’ 2005)
e |[HUP Algorithm (Ahmed et al., IEEE Trans. TKDE’ 2009)
e UP-Growth (Tseng et al., SIGKDD’ 2010)

e High utility sequential pattern mining
e UMSP (Shie et al., DASFAA’ 2011) Designed for mining high utility
mobile sequential patterns.

e UWAS-tree / IUWAS-tree (Ahmed et al., SNPD’ 2010) Designed for
mining the high utility weblog data. IUWAS-tree is for incremental
environment.

 Ul/US (Ahmed et al., ETRI Journal’ 2010) Uses two measurements
of utilities of sequences. No generic framework is proposed.
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m Quantitative Sequence

1

2

3

4

5

Table 1: Quality Table
tems | a | b | c|d]e|f]
4 3 1 1

Quality 2 5

Table 2: Quantitative Sequence Database

< (,5) [(c2)f, 1)] (b,2) >
< [(a, 2)(e, 6)] [(a, 1)(b, 1)(c, 2)] [(a, 2)(d, 3)(e, 3)] >
< (¢c,1) [(a,6)(d,3)(e, 2)] >
< [(b,2)(e, 2)] [(a,7)(d,3)] [(a,4)b,1)e 2)] >
< [(b,2)(e, 3)] [(a,6)(e, 3)] I[(a,2)(b,1)] >

(a, 2): Q-item
[(a, 2)(e, 6)]: Q-itemset
S; - S Q-sequence

* Q-itemset containing

[(a, 4)(b, 1)(e, 2)] contains g-itemsets
(a, 4), [(a, 4)(e, 2)] and [(a, 4)(b, 1)(e, 2)]
but not [(a, 2)(e, 2)] and [(a, 4)(c, 1)].

* (Q-sequence containing

<[(b, 2)(e, 3)]l(a, 6)(e, 3)I[(a, 2)(b, 1)]>
contains g-sequences

<(b, 2)>, <[(b, 2)(e, 3)]> and

<[(b, 2)][(e, 3)l(a, 2)>

but not [(a, 2)(e, 2)] and [(a, 4)(c, 1)].

UTS: A A
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m Quantitative Sequence

o A W N =

Table 1: Quality Table
tems | a | b | c|d]e]|f
4 3 1 1

Quality 2 5

Table 2: Quantitative Sequence Database

< (&,5) [lc,2)(f,1)] (b,2) >
< [(a, 2)(e, 6)] [(a, 1)(b, 1)(c, 2)] [(a, 2)(d, 3)(e, 3)] >
< (¢,1) [(a,6)(d,3)e, 2)] >
< [(b, 2)(e, 2)] [(a,7)(d,3)] [(a, )b, 1)e, 2)] >
< [(b, 2)(e, 3)] [(a,6)(e, 3)] I(a,2)(b,1)] >

Sequence <ea> matches:
<(e, 6)(a, 1)>and <(e, 6)(a, 2)>in s, ;
<(e, 2)(a, 7)>and <(e, 2)(a, 4)>in s, ;

<(e, 3)(a, 6)>and <(e, 3)(a, 2)>ins;;

Denote as <(e, 6)(a, 1)> ~ <ea>

UTS: A A
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The Sequence Utility Framework

The g-item utility:
u(i, q) = fu,(p(D), q)
The g-itemset utility:

u(® = fu (a0
j=1
The g-sequence utility:

u(s) = fu, (|_Jua)
j=1

The g-sequence database utility:

u(S) = fugy (| uts
j=1

The sequence utility in a g-sequence:

v(t,s) = U u(s’)
s'~tns'cs

The sequence utility in a database:

v(t) = U v(t,s)

SES

For example:

v(<ea>, s,) = {u(<(e, 2)(a, 7)>), ul<(e, 2)(a, 4)>)}
v(<ea>) = {v(<ea>,s,), v(<ea>, s,), v(<ea>, s;)}

UTS: A A
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High Utility Sequential Pattern Mining

The g-item utility: The sequence utility in a database:
fu;(p(D),q) = p(i) X q B 3 o )
The g-itemset ut|I|ty (L) = U, (L) = Zmax{u{s Ns'~tNns CSsnseES}
fu (U”(‘f” Z”(‘f ) For example:
The g- sequence utility: V(<ea>, s,) = {16, 10}
fun (Uu(l %= Zu(l) V(<ea>) = { {8, 10}, {16, 10}, {15, 7} }
The g- Seq”ence database utility:  sequence t is a high utility sequential
fud,,<Uu<s,)) Zu(sﬂ pattern if and only if u,_ > €

where £ is a user-specified minimum utility.

Target: Extracting all high utility sequential patterns in S satisfying €.

UTS: A A
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Challenges of mining for high utility patterns

u,  (<a>)=4+12+14+12 =42
u,., (<ab>)=7+13+9=29

u.. (<abc>)=15

u,. . (<(abc)a>)= 19

No Downward Closure Property
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Lexicographic Q-sequence Tree

<>

//\.

<g> <bh> c>

{{4.2}{(12} {051 | | geuguaram |
(14,8){12,4}} posrogy | | HEHEHAGY

N

<(ab)> <(ac)> <(ad)> <(ae)>

{7} {}{13}21} {10,714} | oeeeme
(13}9}) {00 23} (10}{15))

— S-Concatenate

=) |-Concatenate

<(@bo)> e LS <(@bje>
{193} {(H{15K3 {11 {16330} {10330

[ S

<(abc)a> <(abc)d> <(abc)e> <(ab)(ad)> <(ab)(ae)>

....... ®
{H{19HKH {{H24X00) {1810 {H20:300} {(H{14 {0 U TS - AAI
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v(<b>)= {10, 5}

Table 1: Quality Table B 2 2
mnn-nu- v(<(be)>) ={10+2,5 + 2} = {12, 7} é
Quality 2 mn
14 8
Table 2: Quantitative Sequence Database 5
0| ouamitveseauence 9
1 < (e,5) Ilc,2)(f, 1] (b2) > —
2 < [(a, 2)(8, 6)] [(a, 1)(b, 1)(C, 2)] [(a, 2)(d, 3)(8, 3)] > V(<(be)a>) = {12 + 14’ 12 + 8} = {26’ 20}
3 < (1) [6)d3)e2] > g1 | 12 |
¢ i<lb,2)e 2] (o743l 86, 1,2 > | o HE e cm
5 < [(b,2)(e,3)] [(a,6)e,3)] [(a,2)(b,1)] > o [N >
N
4 . [ :
_ be)(ad)>) = {26 + 9} = {35}
mm v(<(be)(ad)a>) = {35 +8} VI<( b
CACTNCEOET eemeaes  CINEES
b 0 : « [ :
. . > [N g
. 2 , « B o
. [ z




Data Representation

i
hY

Pattern: ((ad)fd)

Z/ \
N
AN
‘@ Sequence 3
2

N

N\
N
N

N\

A

' S-Concatenation
I 2 —p T & quantitative
:V/ Sequence 2 T items

Ending
/7 item

- o0 O Q.

S o oo

\

Projected
quatitative

1tems

pivot—/ I-Concatenation—
quantitative
items

‘
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What is Width Pruning

<> — S-Concatenate
—  |-Concatenate
pm—————— 7‘4 ------------------------- j
1 1
: <a> <b> <c> :
! {{H4.2H{12} {105} | | sraveusinn |00 |
|| (14,8124} {10,5410,5) (BRI i
L i
<(ab)> <(ac)> <(ad)> <(ae)>
{7} {{H{1321} {10,714} | weeeee
{13KeN 1000 2313} (10{15}}
?E‘t—l:—_-:_____:_—_—:—:——_____________ R
<(abc)> <(ab)a> <(ab)d> <(ab)e>

{1530} {3151} L b {16331 {10130

[

<(abc)a> <(abc)d> (abc)e> <(ab)(ad)> <(ab)(ae)>

....... ! . . ¢
{H{19:HHH {24} 3K {181} {H20K30 {1 {14} | AAi
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m Quantitative Sequence m

g A W N

m Quantitative Sequence m

U A W N R

What to Width Prune

Table 1: Quality Table

cldlel s
4 3 1 1

Quality 2 5

Table 2: Quantitative Sequence Database

< (&5 [c2)1)] (b2) >

< [(a, 2)(e, 6)] [(a, 1)(b, 1)(c, 2)] [(a, 2)(d, 3)(e, 3)] >

< (¢, 1) [(a, 6)(d, 3)e, 2)] >
< [(b, 2)(e, 2)] [(a, 7)(d,3)] [(a,4)(b,1)(e, 2)] >
< [(b, 2)(e, 3)] [(a, 6)(e, 3)] [(a,2)(b,1)] >

< (&5) [lc2)f,1)] (b2) >

< [(a, 2)(e, 6)] [(a,

1)(b, 1)(c, 2)]

[(a, 2)(d, 3)(e, 3)] >

< (¢, 1) [(a, 6)(d, 3)e, 2)] >

< [(b, 2)(e, 2)] [(a, 7)(d, 3)]

< [(b, 2)(e, 3)]

[(a, 6)(e, 3)]

[(a, 4)(b, 1)(e, 2)] >

[(a, 2)(b, 1)] >

24
41
27
50
42

24
41
27

<f> should be width-pruned

SWU(<ea>) = u(s,) + u(s,) + u(ss)
=41 +50+ 24
=115

SWU(<f>) = u(s,) = 24

UTS: A A
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What is Depth Pruning

<> —» S-Concatenate

—pp |-Concatenate

<a> <b> <c>

{{{4,2}{12}
{14,8}{12,4}}

{10}{5}0)
{10,5}{10,5}}

{{8H8H4} (0}

<(ab)>

<(ac)>

<(ad)>

<(ae)>

{7}

{1349

{{H{13K21}
{234}

{{{10,7}{14}
{104{15}}

<(abc)>

{1530

{1543}

[ S

<(abc)a>

<(abc)d>

{19+

{240

<(ab)a> :

—<(abd> <(abje>
{H113300 {1633+ {({10}33+{1
<(abc)e> <(ab)(ad)> <(ab)(ae)>
{183} {203 {14 X330}

:AA;
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m Quantitative Sequence m

v A~ W N

m Quantitative Sequence m

v A~ W N

Quality 2

What to Depth Prune

Table 1: Quality Table

5

¢ | d e
4 3 1 1

Table 2: Quantitative Sequence Database

< (5 e 2)(f,1)] (b,2) >
< [(a, 2)(e, 6)] [(a, 1)(b, 1)(c, 2)]
< (¢, 1) [(a, 6)(d,3)e, 2)] >

< [(b, 2)(e, 2)] [(a, 7)(d, 3)]

< [(b, 2)(e, 3)]

[(a, 6)(e, 3)]

[(a, 2)(d, 3)(e, 3)] >

[(a, 4)(b, 1)(e, 2)| >

(a, 2)(b, 1)] >

< (5 [ 2)(f,1)] (b,2) >
< [(a, 2)(e, 6)] [(a, 1)(b, 1)(c, 2)]
< (c,1) [(a, 6)(d,3)e, 2)] >

< [(b, 2)(e, 2)] [(a, 7)(d, 3)]

< [(b, 2)(e, 3)]

[(a, 6)(e, 3)]

[(a, 2)(d, 3)(e, 3)] >

[(a, 4)(b, 1)(e, 2)] >

[(a, 2)(b, 1)] >

24
41
27
50
42

24
41
27
50
42

<e(ae)> should be depth-pruned

U, (<ea>) = (8+29) + (16+24) + (15+17

=37+40+ 32

=109

Urest (<e(ae)>) = (18 + 9)

=27

UTS: A A
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Synthetic Datasets

RETCETNEE S

Fhe av.erage number of

the average number of
items per element

Number of items

2.5

1k

Datasets

2.5

10k

Real Datasets

DS3 is a dataset consisting of online
shopping transactions which contains
350,241 transactions and 59,477
customers.

DS4 is a real dataset that includes
mobile communication transactions.
The dataset is a 100,000 mobile call
history from a specific day. There are
67,420 customers in the dataset.
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Performance and distributions (DS2)

500 . . 2500 300 T T T
—&— Excution Time(s) —=—0.0012
—8B— Number of Patterns i ——0.0014
250 ——0.0016 E/N
400}t 12000 —+—0.0018 /
£ 2 200} / "I
% § 2 ]
¥ 661 L & "
£ 300 1500 5 150 H'.
- 2 3
.t &‘
= =z
200t <1000 \

501

: T
% E\/:" T“":--wf*r".‘\i\\?ﬂw

] | | ! 0
0002 0.0018 00016 00y 012345678 910111213141516 17
Minimum Utility Threshold Length of Patterns

 The running time and the number of patterns grow
exponentially with respect to €.

* The high utility sequential patterns are mid-long UTS: 4 A
patterns. N AAAEE MRETS WSS




Time(s)

Scalability Test (DS1 & DS2)

1600 T 1100 T
—&— DS1 with £ = 0.004 —&— DS1 with £ = 0.004 .
1400 | —— DS2 with & = 0.003 10001 —— ps2 with & = 0.003 ;
1200t 900r
= B00r
10001 %
@ J00f
w
8001 2
E‘ 600+
6001 =
. S 500}
i - ]
400 — 400l
_________-E"_-'_
2000 — 1 300
0 1 1 20[} 1 1
a0k 100k 150k 200k 50k 100k 150k 200k
Number of Sequences Number of Sequences

e Both the time and memory usage grow linearly with respect

to the size of the DB. UTS:A A
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High Utility Sequential Pattern vs.

Sum Utility of Top # Pattems

—=— USpan
" —= Prefixspan

oo

—
(=7]
T

Y
I~
T

500 1000 1500
Top # Patterns

2000

Frequent Sequential Patterns (DS3)

Average Utility per Pattern

0.002

0.0015}

0.001}

0.0005}

—&— UUSpan
—=— Prefixspan

= [

Length of Pattern

e USpan out performs Prefixspan with respect to the utilities

UTS: A A
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. We define the problem of mining high utility sequential
patterns.

. We propose the USpan to efficiently mine for mining high
utility sequential patterns.

. Two pruning strategies are proposed to substantially
reduce the search space.

. Experiments on both synthetic and real datasets show
that USpan can discover the high utility sequential
patterns efficiently.
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Part VI.
Prospects & Summary
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12. Challenges and Prospects
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e Natural
disaster

Artificial
System

/ e Transport
. system

|

|
J/

e Human
group

Organization

e Banking
business
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Obijective

Means

Data

Management

Expect

Behavior exterior
Explicit behaviors

Empirical, qualitative, psychological
understanding

Observations and appearance including
customer demographic, service usage

Transactions with entity relationships

Appearance, observations of behaviors

Behavior interior & exterior;
Implicit behaviors

Quantitative understanding

Actors, actions, couplings,
context

Behavior feature matrix

Behavioral actor’s belief, desire,
intention and impact for internal
driving forces or causes



4 TN
Coupled
Sequence behavior
analysis analysis
pact-oriénted: - /

- Positive

Pattern - Mixec
mining - Evolution
\_ y, 2) Non-lID behaviors
3) Group behaviors

OVANCED ANALYTICS INSTITUTE



Individual: Ok

Group: How

|

Associations &
frequent patterns

|

Individual: Ok

Group: How

|

Clustering

TID Items

100 |fa.c.dglmp
200 |a.b.c.f lm o
300 |b.fhjo

400 |b.c.k s p

500 |a.fc.e.lp.m.n

Individual: Ok

Group: How

|

Classification

|
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Sand, Clay st

Grawsl

=050, 051.5Q; =150
Mon-fresured
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 Semi-supervised coupled behavior analysis

1: Coupling relationship analysis
Inter-leaving coupling: e.g., {a1, a2}

Parallel coupling: e.g., {a1 || a2}
Serial coupling: e.g., {a;as}
Causal coupling: e.g., {a; = as}
Exclusive coupling: e.g., {a1 }f a2}
Negative coupling: e.g., {a1 = dz}
Hierarchical coupling: e.g., {ai1;(az2 || a3)}
Hybrid coupling
2: coupling-oriented Pattern mining

Underlying-derivative mode: e.g., {a1} — {a1;a2}
Contrast mode: {a;} — {as = a;}

e = rave o UTS1ARN
agiyor = I, aisar = L T i
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Non-IIDness Learning in Behavioral and
Social Data
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Mozt of the classic theoretical systems and tools in statictics, dats mining and machine learning
are built on the fandamental assumption of MDmess, which amwmes the independence and identical
distribufion of nnderlying objects, attribute: and/or valoes. However, complex behavioral and social
problems often exhibit strong couplings and heterogeneity between values, attributes and objects
(Le, mon-TTDmess). This fundamentally challenzes the ITDness-based learning methodologies and
techmigumes. This paper presents a high-level overview of the needs, challenzes and opportumifies
of non-Imess learming for handling complex behavioral and social problems. By reviewing the
natare and izswes of classic MDmess-based algorithms in frequent pattern mining, clustering amd
classification to complex bebavioral and social applications, concepts, siToctures, frameworks and
exemplar techniques are dizoussed for pon-MDmess learning. Case studies, related work and prospects
of non-TTDiness learning are presented. Non-TMDmess learming iz also 2 fondamental ivsue in big data
analytics.

Eanwords: non-IlDmezs learming IDmess, D data; non-ID dara; coupime; behavior rjfarmaics,; social
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Longbing Cao. Non-lIDness Learning

1. INTRODUCTION

Behavioral and social applications are ubiquatons, ranping from
business and online applications to socal and organizational
applications and domams. With the mereazing and contimious
development of such applications. an emerming need 1= to
develop an in-depth understanding of the nnderlving working
mechanism driving force. dynamics and evolution of a behavi-
oral and'or social system. a5 well as the nnpact on busimess and
context. To this end. building on the claszic theories and tools
available m behavioral science and social science. behavior
informatics [1, 2] and social informatics [3]' have recently
been smdied to *formalize’, ‘quantfy” and ‘compute’ complex
behavioral and social applications.

As an emersmp area of research behavor and social
informatics 15 in 1ts earliest staze and features many challenges
and opportunities. A canomczl trend is to develop theornes,
tools and zlgonthms based on the classic outcomes available
in extant disciplines meluding statishics, datz wwming and
machine leaming. Typically, frequent pattern numing. clusferms

5ee moge from the IEFE Task Force on Bebavior and Social Infornedtics
and Compane: wivw baic mdo

and classtheation of behavioral and secal applicatons are
conducted by expanding the comesponding exishng theores
and algomthms. In this paper, we discuss the potential issues
and nsk m puwsumg this path for complex behavioral and
social apphications by expheithy or mplicytly taking the MDness
assumption, and thus reveal the need for developing non-
IDness leaming for behavior and social informaties.

Axguably, most of the masting theones, tools and systems
m statistics. data mimng and machine leaming are built on
the MDness assumpton, which assumes the mdependence and
identical dismbution of the underhing objects, atmbutes and'or
values. Based on a hugh-level abotraction., 1t 15 assumed that
objects, atimbutes and values are mdependent and identically
distmbuted, with most of existing learming theones. models and
algonthms proposed on the basis of this assumption. This works
well in sumple business applications and absiract problems with
weakened and avordable relations and heterogeneity, and serves
as the foundation of classic analyhes, mimng and learming
theones, algonthms, systems and tools.

Complex behavioral and social apphcabons often exhibit
strong couphng relations (wlich are beyond the wsual
dependency relahon) and heterogeneity between objects. object

Tre Comeuten Journar, 2013

in Behavioral and Social Data, The
Computer Journal, 57(9): 1358-1370
(2014).

Longbing Cao. Coupling Learning of
Complex Interactions, Journal of
Information Processing and
Management, 51(2): 167-186

(2015} UTS:AA:
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Behaviors are non-1ID, namely not
independent and identically distributed (1ID)

What is the non-lIDness of behavior-related
problems?

What are coupling relationships of non-IID
behaviors?

What are heterogeneity of non-1ID behaviors?

What are opportunities and prospects of non-
lID behavior and social problem study?
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We could develop two directions to explicate complex behaviors:
qualitative and quantitative behavior analytics

With the formal representation of coupled behaviors, the qualitative
analytics addresses the task of behavior reasoning and verification,
while the quantitative research targets behavior learning and
evaluation. Finally, an appropriate way could be chosen to integrate
these two studies to obtain an integrated understanding of the implicit
complex behaviors from both qualitative and quantitative aspects.

During this process, many open issues are worth systematic
investigation along with case studies from aspects such as behavior
reasoning, behavior learning, behavior evaluation, behavior
integration at individual but more on group levels. A
g Brotp UTS:AAS
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Complex Behaviors == Behavior Algebra \

Behavior

Behavior

Reasoning
Verification

Behavior

Representation

N

Behavior

Learning
Evaluation

Understanding

[

Integrated

Qualitative
Quantitative

/
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Part VII.
Checklist
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What is behavior

Why behavior informatics

How to represent a behavioral
application/system

How to verify a behavior model
Individual’s behavior pattern
Group behavior pattern

How to measure behavior impact

A®
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Impact-oriented behavior pattern

Non-occurring behavior pattern
Group behavior analysis
Behavior informatics conceptual map

Application of B

A®
u Y i\ i
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Behaviour analytics matrix

Organization:

Business problem:

Actor Behaviour Relationship Analytical
model model model goal

Impact & Analytical
evaluation metrics | methods

Actionable
deliverable

Individual

Group




1. Explain to your manager
what behaviours exist in my
organisation & why it is
important to explore
behaviour deeply

* Human

* Business

* Organization

* Environment

* Cost-effectiveness
* Optimisation

* Resource efficiency
+ Productivity

* Early intervention

Behaviour analytics for smart business

2. Advise your manager
what values could be
delivered through deep
behaviour analytics:

* Behaviour understanding
* Sequencing/networking
* Impact management

* Fraud detection

* Anomaly detection

* Hidden groups

* Early prediction

* Early intervention

» Active management

~

3. Demonstrate to your
manager what analytics
tasks can be undertaken to
discover and deliver the
values from deep behaviour
analytics:

* Positive behaviour pattern

* MNegative behaviour pattern
* Self-finalising pattern

* Hidden group discovery

* |Impact modeling

* Utility learning

* Behaviour change detection
* Behaviour coupling analysis
* Intervention strategy design
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