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Abstract

These notes describe an implementation of an algorithm for accurate com-
putation of expm1(x) = exp(x) − 1, one of the new elementary functions
introduced in the 1999 ISO C Standard, but already available in most UNIX
C implementations.

A test package modeled after the Cody and Waite Elementary Function
Test Package, ELEFUNT, is developed to evaluate the accuracy of implemen-
tations of expm1(x).
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1 Introduction

The function
expm1(x) = exp(x)− 1

is included in the 1999 ISO C programming language standard [8, pp. 222–
223] with this specification:

7.12.6.3 The expm1 functions
Synopsis

#include <math.h>
double expm1(double x);
float expm1f(float x);
long double expm1l(long double x);

Description
The expm1 functions compute the base-e exponential of the ar-
gument, minus 1. A range error occurs if x is too large.†
Returns
The expm1 functions return ex − 1.

† For small magnitude x, expm1(x) is expected to be more ac-
curate than exp(x) - 1.

Although at the time of writing (summer 2002), none of the 50+ C imple-
mentations available to the author on more than fifteen UNIX and Windows
platforms yet conforms to the 1999 ISO Standard, the UNIX systems all
provide at least the double-precision member of the function family, most
have the single-precision member, and a few have the quadruple-precision
function. Unfortunately, not all of them properly declare these functions
in system header files, or else they require use of a nonstandard header file
(e.g., Sun Solaris <sunmath.h>), so the cautious C/C++ programmer must
supply private prototype declarations for them.

2 Argument sensitivity

Before proceeding, it is worthwhile to recall from elementary calculus the
definition of a derivative:

lim
δx→0

f (x + δx)− f (x)
δx

= f ′(x)

With a little rearrangement, we obtain:

f (x + δx)− f (x)
f (x)

=
(
x
f ′(x)
f (x)

)
δx
x
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This tells us that the relative error, δx/x, in the argument x is magnified by
the factor xf ′(x)/f (x) to produce a relative error in the computed function
value.

For f (x) = expm1(x), the magnification factor is x exp(x)/ expm1(x).
For large x, this factor is approximately x, and for small x, from the Taylor
series in the next section, the factor is approximately 1. The exponential
function therefore cannot be computed accurately for large x without re-
sorting to higher precision, but for small arguments, we should expect to
be able to compute expm1(x) with an error comparable to that in x.

3 The plan of attack

From the Taylor series expansion of the exponential function,

exp(x) =
∞∑
n=0

xn/n!

= 1+ x + x2/2!+ x3/3!+ · · ·

we observe that the series converges rapidly for small x, and thus, in form-
ing exp(x)−1, there is severe accuracy loss from cancellation of the largest,
and leading, term in the series.

We also have these limits:

lim
x→−∞ exp(x) = 0

lim
x→0

exp(x) = +1

lim
x→+∞ exp(x) = +∞

lim
x→−∞ expm1(x) = −1

lim
x→−0

expm1(x) = −0

lim
x→+0

expm1(x) = +0

lim
x→+∞ expm1(x) = +∞

Since reasonably accurate implementations of exp(x) are universally
available in C, C++, Fortran, Java, and other programming languages, we
shall avoid duplication of labor by building upon that work.

We will compute expm1(x) with the Taylor series for small x, and oth-
erwise, fall back to the simple subtraction formula. We will also examine
alternatives to the Taylor series.

The first question that we need to ask is:

For what range of x does exp(x)− 1 lose accuracy?
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Two numbers of the same sign can be subtracted without accuracy loss
provided that they are not sufficiently near one another that leading figures
are lost. Precisely:

In arbitrary base β, leading figures are definitely lost if the relative
difference is less than or equal to 1/β, and leading figures may be
lost if the relative difference is less than or equal to 1/2.

For example, with β = 10 and precision p = 4, the worst case 1.999 −
1.000 = 0.999 loses a digit, with relative difference of 1/2, and the best
case 9.999− 9.000 = 0.999 loses a digit, with relative difference of 1/10.

The common case of β = 2 includes IEEE 754 floating-point arithmetic,
used on virtually all computers manufactured today, as well as the histor-
ical CDC, Convex, Cray, DEC (PDP-10, PDP-11, and VAX), and Univac sys-
tems. The only notable exceptions still being manufactured are IBM S/390
mainframe systems with hexadecimal floating-point arithmetic (β = 16),
and hand-held calculators, some of which have decimal arithmetic (β = 10).
With the announcement of the S/390 G5 processors in 1999 [14], IBM main-
frames now also have hardware implementations of single-, double-, and
quadruple-precision IEEE 754 arithmetic.

Thus, we get subtraction loss for

cutlo ≤ x ≤ cuthi

where the cutoffs are determined by the solutions of

exp(cutlo)− 1 = −1/β
exp(cuthi)− 1 = +1/β

By simple rearrangement,

exp(cutlo) = 1− 1/β
exp(cuthi) = 1+ 1/β

which we solve to find:

cutlo = ln(1− 1/β)
cuthi = ln(1+ 1/β)

Numerical values of these cutoff values for the common bases are given in
Table 1. Although fewer Taylor series terms are required in the narrower
regions, there will be some precision loss for β > 2, so in practice, we always
use the limits for β = 2.

Since we are interested in full accuracy, the Taylor series should be
summed until the next added term does not change the running sum, with-
out specifying a fixed loop limit. Thus, we need to ask:

How fast does the Taylor series for expm1(x) converge between
cutlo and cuthi?
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Table 1: Taylor series cutoff limits for expm1(x).

β cutlo cuthi
2 −0.69315 0.40547

10 −0.10536 0.09531
16 −0.06454 0.06062

That question is addressed by examination of the output of this simple
hoc program:

func c() \
{

eps = $1
x = $2
sum = x
if (x == 0) return 1
for (n = 2; n <= 30; ++n) \
{

term = x^n/factorial(n)
if (abs(term/sum) < eps) return n
sum += term

}
return n

}

e32 = 2^-23
e64 = 2^-52
e80 = 2^-63
e128 = 2^-112

proc q() { println c(e32,$1), c(e64,$1), c(e80,$1), c(e128,$1) }

q(ln(1/2))
10 17 19 29

Function c(eps,x) returns the number of terms needed to sum the Taylor
series to an accuracy eps. Procedure q() prints the counts for the four IEEE
754 machine epsilons (see Table 2 for characteristics of that system). The
results are shown in Table 3.

Each term of the Taylor series costs one add, one multiply, and one
divide, plus loop overhead: on most current architectures, the first two
have comparable times, while division is four to eight times slower.

Cody and Waite’s algorithms for the exponential function [5, pp. 69–70]
take four adds, four multiplies, and one divide in 32-bit arithmetic, and
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Table 2: IEEE 754 floating-point characteristics and limits.

single double extended full quadruple
Format length 32 64 80 128
Stored fraction bits 23 52 64 112
Precision (p) 24 53 64 113
Biased-exponent bits 8 11 15 15
Minimum exponent −126 −1022 −16382 −16382
Maximum exponent 127 1023 16383 16383
Exponent bias 127 1023 16383 16383
macheps (2−p+1) 2−23 2−52 2−63 2−112

≈ 1.19e-07 ≈ 2.22e-16 ≈ 1.08e-19 ≈ 1.93e-34
Largest finite (1− 2−24)2128 (1− 2−53)21024 (1− 2−64)216384 (1− 2−113)216384

≈ 3.40e+38 ≈ 1.80e+308 ≈ 1.19e+4932 ≈ 1.19e+4932
Smallest normalized 2−126 2−1022 2−16382 2−16382

≈ 1.18e-38 ≈ 2.23e-308 ≈ 3.36e-4932 ≈ 3.36e-4932
Smallest denormalized 2−149 2−1074 2−16446 2−16494

≈ 1.40e-45 ≈ 4.94e-324 ≈ 1.82e-4951 ≈ 6.48e-4966

Table 3: Taylor series term counts for expm1(x) for summation to machine
precision.

Taylor series terms needed
x 32-bit 64-bit 80-bit 128-bit
cutlo 10 17 19 29
cutlo/2 8 14 16 24
0 1 1 1 1
0.001 4 6 7 11
0.01 4 7 9 13
0.1 6 11 12 19
cuthi/2 7 12 14 22
cuthi 8 14 16 25

seven adds, seven multiplies, and one divide in 64-bit arithmetic, plus the
overhead of a function call and return, argument range reduction, and some
logical testing and branching. Thus, library code that implements those, or
similar, algorithms is likely to be somewhat faster than, or at least compa-
rable to, the Taylor series near the cutoffs.

Markstein’s algorithm [9, pp. 159–160] for the HP/Intel IA-64 architec-
ture computes the 64-bit exponential in eight multiply-add instructions, and
can be adapted for the computation of expm1(x) by changing a single line
of code, increasing the operation count by only one add.

One way to decrease the cost of the Taylor series is to use range reduction
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on x, reducing the number of terms required. Range reduction follows from
this relation:

expm1(x) = exp(2x/2)− 1

= exp(x/2)2 − 1

= (expm1(x/2)+ 1)2 − 1

= (expm1(x/2))2 + 2 expm1(x/2)

This range reduction is not recommended for β > 2: with IBM S/390 β = 16,
division by two loses one bit, because of the wobbling precision mandated
by hexadecimal normalization.

We see from Table 3 that halving x eliminates at least two terms from
the Taylor summation, saving two adds, two multiplies, and two divides, at
the reconstruction cost of one multiply and two adds, for a savings of one
multiply and two divides.

It should not be forgotten that on most modern architectures, memory
references can be up to 200 times most costly than arithmetic instructions,
when data is not in cache (see Table 4): polynomial representations involve
external memory references, while the Taylor series can be computed en-
tirely on chip. However, the cost of memory access is heavily influenced by
details of the cache memory system, and is best handled by making accurate
timing measurements on working code: see Table 5.

Table 4: lmbench [10] memory performance on Sun SPARC models, from
oldest to newest. Access times are in cycles. The last column reflects an
industry-wide trend: the performance gap between CPUs and RAM contin-
ues to widen.

Model CPU MHz Register L1 L2 RAM
10/412 SuperSPARC 40 1 2.0 15.7 16.2
20/512 SuperSPARC 50 1 2.0 8.2 55.8
LX MicroSPARC 50 1 2.0 9.8 10.2
US170 UltraSPARC II 167 1 2.0 8.0 47.3
E250 UltraSPARC II 300 1 1.8 9.9 79.5
E5500 UltraSPARC II 400 1 1.6 10.0 102.8
Sun Fire 880 UltraSPARC III 750 1 2.7 17.9 201.3

Since the Taylor series contains both even and odd powers, successive
terms alternate in sign when x < 0. Thus, the third question that we need
to ask is:

Is there subtraction accuracy loss in the Taylor series region for
negative x?
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Table 5: CPU timing results (nsec) for expm1(x) and exp(x) on a Sun Enter-
prise 5500 (400 MHz UltraSPARC II CPUs, 16KB level-1 on-chip instruction
cache, 16KB level-1 on-chip data cache, 4MB level-2 cache, 1GB RAM).
On this system, quadruple precision arithmetic is implemented in software.
The three memory levels were accessed by adjusting the size of the internal
array of pseudo-random number arguments (computed outside the timing
loops).
Times are averages of five runs, each of which took at least 10 sec, and all
runs were made with the highest optimization level, -xO5, for the native
C and Fortran compilers. Timing uses the Sun gethrtime() nanosecond-
resolution timer.
The native expm1(x) calls require a Fortran-to-C function interface layer.
TS is the Taylor series version, and RRTS is the range-reduced Taylor series
version. TTS is the Taylor series version with a table of reciprocals. RRTTS
is the range-reduced Taylor series version with a table of reciprocals.
In each case, range reduction decreases run times by 9% in single precision,
10% in double precision, and 12%–14% in quadruple precision.
The reciprocal table decreases run times by about 40% in single precision,
45% in double precision, and 27% in quadruple precision, but with an unac-
ceptable accuracy loss.

expm1() exp()
native TS RRTS TTS RRTTS native

L1 cache 605 557 507 331 317 275
L2 cache 612 567 519 344 326 276
DRAM 625 577 533 355 341 294

dexpm1() dexp()
native TS RRTS TTS RRTTS native

L1 cache 509 1173 1049 637 587 374
L2 cache 506 1195 1069 652 608 368
DRAM 537 1221 1095 682 642 398

qexpm1() qexp()
native TS RRTS TTS RRTTS native

L1 cache 17664 111853 98537 79630 71695 24665
L2 cache 17435 111155 98382 82140 71832 24831
DRAM 21849 114706 99878 80020 71813 24649
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To answer this, we need to evaluate the relative difference when the
(n+1)-st term is added to the n-th partial sum, which this Maple symbolic
algebra system session explores:

partial_sum := proc(n,x)
local k, sum:
sum := 0:
for k from 1 to n do sum := sum + t(k,x): end do:
return (sum):

end proc:

t := proc(n,x) return (x^n/factorial(n)): end proc:

rho := proc(n,x) return(t(n+1,x)/partial_sum(n,x) - 1): end proc:

for x from -1 to -0.01 by 0.2
do

printf("%.2f : ", x):
for k from 1 to 8 do printf(" %.3f", rho(k,x)): end do:
printf("\n"):

end do;

-1.00 : -1.500 -0.667 -1.063 -0.987 -1.002 -1.000 -1.000 -1.000
-0.80 : -1.400 -0.822 -1.030 -0.995 -1.001 -1.000 -1.000 -1.000
-0.60 : -1.300 -0.914 -1.012 -0.999 -1.000 -1.000 -1.000 -1.000
-0.40 : -1.200 -0.967 -1.003 -1.000 -1.000 -1.000 -1.000 -1.000
-0.20 : -1.100 -0.993 -1.000 -1.000 -1.000 -1.000 -1.000 -1.000

Evidently, the minimum absolute value of the relative difference is 0.667,
for n = 2 and x = −1. This is larger than the subtraction cancellation limit,
1/β, for all practical bases (β ≥ 2), so in the region (−0.693,0.405) where
we use the Taylor series, there is no cancellation loss.

Here finally is what the body of our expm1(x) looks like: wrapping code
and comments are omitted:

IF (x .ne. x) THEN
expm1 = x

ELSE IF (x .eq. ZERO) THEN
expm1 = x

ELSE IF (x .lt. CUTLO) THEN
expm1 = exp(x) - ONE

ELSE IF (x .le. CUTHI) THEN
term = x
sum = ZERO
xn = ONE

10 IF ((sum + term) .ne. sum) THEN
sum = sum + term
xn = xn + ONE
term = term * x / xn
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GO TO 10
END IF
expm1 = sum

ELSE
expm1 = exp(x) - ONE

ENDIF

The first IF test checks for a NaN, which has the peculiar, and unique,
property that it is unequal to everything, including itself. If one is found,
then we return x, now known to be a NaN. If we wanted the NaN to be
trappable, we could instead generate one at run time with, for example, the
assignment expm1 = x + x.

The second IF test checks for a zero, and if one is found, returns x.
This test is necessary to guarantee the limits shown earlier: a negative zero
argument must produce a negative zero function value. That critical sign
would be lost in the Taylor series computation later.

The third and fifth IF blocks handle arguments outside the Taylor series
region, and the fourth contains the Taylor series evaluation. The GO TO
statement inside an IF statement is the cleanest way to implement a WHILE
statement, which was not introduced into the language until Fortran 90.
Our code also works with Fortran 77, but not Fortran 66, which thankfully
is now only of historic interest.

The code variant with range reduction has the fourth block changed to
read:

xhalf = x * HALF
term = xhalf
sum = ZERO
xn = ONE

10 IF ((sum + term) .ne. sum) THEN
sum = sum + term
xn = xn + ONE
term = term * xhalf / xn
GO TO 10

END IF
expm1 = sum*sum + sum + sum

A further variant would be to replace the divisions by xn by multipli-
cations of reciprocals taken from a lookup table, either compiled into the
code, or computed on the first entry to the program. While this saves a
division, it introduces a possibly costly memory reference, and, if the table
is computed at run time, then another logical test for table initialization is
required on each function call. That produces code like this:

IF (first) THEN
DO 5 n = 1, MAXN

xninv(n) = ONE / FLOAT(n)
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5 CONTINUE
first = .FALSE.

END IF
...

term = x
sum = ZERO
n = 1

10 IF ((sum + term) .ne. sum) THEN
sum = sum + term
n = n + 1
term = term * x * xninv(n)
GO TO 10

END IF
expm1 = sum

Timing tests in Table 5 show that this approach saves 27%–45% of the run
time, but the accuracy tests show that the bit losses increase by 1 to 2.5
bits, which is unacceptable.

We are now ready for our fourth, and last, question:

What accuracy should be expected from the Taylor series?

From Table 3, we see that the largest number of terms required occurs
for x = cutlo, for which we have 10, 17, 19, and 29 terms, for the four
floating-point lengths, respectively. From the Fortran code block, each term
has six arithmetic operations. We leave it to the compiler to avoid recom-
puting sum + term, reducing the loop body operation count to five. Only
three of those operations contribute errors to the final result. The compu-
tation of the summation index, xn, is always exact. That index is a floating-
point, rather than integer, variable to avoid data conversion, which also
requires a memory reference on some architectures (notably, Intel IA-32).
The compiler-optimized loop body is entirely free of memory references on
some RISC architectures.

Now, for any binary arithmetic operation, •, we have (x • y)exact =
(x • y)approx(1 + δ(x,y)), where δ is of the order of β−p+1 for truncat-
ing arithmetic with p significand bits, and (1/2)β−p+1 for rounding arith-
metic. A chain of n such operations thus introduces a worst case error
of
∏n
k=1(1 + δ(xk,yk)) ≤ (1 + δmax)n ≈ 1 + nδmax + O(δ2

max). [For fur-
ther reading, excellent recent treatments of floating-point arithmetic can be
found in Higham’s [7, Chapters 2 and 25] and Overton’s [13] books.]

Thus, in a truncating arithmetic system, each Taylor series computation
could produce worst-case losses of 30, 51, 57, and 87 ulps (units in the last
place). The base-2 logarithms of these values are the numbers of bits lost:
4.9, 5.7, 5.8, and 6.4. The worst-case losses for rounding arithmetic (the
IEEE 754 default) would be half those values.

Table 6 shows comparisons of the bit losses reported by the test package
described in Section 8 below, for the accurate Sun Solaris 2.8 native imple-
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mentation of expm1(x) and our two Taylor series variants. The MRE values
are not far from our worst-case predictions above, and except for one case,
range reduction decreases bit loss.

Table 6: ELEFUNT test bit losses for expm1(x) algorithms. RMS = root mean
square error, and MRE = maximum relative error.

Implementation 32-bit 64-bit 128-bit
RMS MRE RMS MRE RMS MRE

Sun native 0.00 1.00 0.00 1.68 0.00 1.00
Normal Taylor 0.52 2.88 0.82 2.73 1.31 3.49
Reduced Taylor 0.48 2.14 0.82 2.81 1.23 3.11

4 Alternatives to the Taylor series

Use of the Taylor series for function evaluation has the significant advantage
that the code is usually simple, and devoid of magic multidigit constants,
and that by summing until a negligible term is found, we compute only one
more than the number of terms actually needed.

The disadvantages are that the number of terms required may be large,
as for expm1(x), producing large accumulated errors, and that the sum-
mation is carried out from largest term to smallest term, instead of the nu-
merically more desirable reverse order, further adding to the error. While
we cannot do anything about the number of terms needed, we could handle
the second problem by storing a precomputed table of term counts, and
then sum from smallest term to largest. Unfortunately, the term counts
depend on the precision, so we have to make a commitment in the code to
one particular arithmetic system, losing software portability.

Another approach is to replace the truncated Taylor series by a sim-
pler function, chosen to minimize the deviation from the original series,
but faster to compute. This is a well-studied area of numerical analysis:
books in the field often devote a chapter or more to the interpolation prob-
lem. These functions usually take the form of economized polynomials
associated with the names Bernstein, Bézier, B-spline, Chebyshev, Hermite,
Lagrange, …, or rational polynomials (rational B-splines, minimax, NURBs,1

Padé, Remez, …), or continued fractions.
The methods for determining these functions are sometimes numerically

unstable, requiring much higher precision than is available with hardware
floating-point arithmetic. Fortunately, some symbolic algebra packages to-
day provide an easy way to compute them, and should the evaluation fail,
one can simply increase the precision, and try again.

1Nonuniform rational B-spline.
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Because the fits are accurate to within a certain absolute error, we need
to ensure that the function that we are fitting does not vary much over
the fitting interval, and in particular, does not get near zero; otherwise, the
relative error could be very large. For expm1(x), we should therefore fit the
function expm1(x)/x. On the Taylor series interval (log(1/2), log(3/2)),
that function varies smoothly over the interval (0.72,1.23).

Here is how to compute a Remez minimax approximation with Maple;
spacing has been added to the output for readability:

with(numapprox):
interface(quiet=true):
Digits := 20:
minimax((exp(x)-1)/x, x = ln(1/2) .. ln(3/2), [2,3], 1, ’err’);
(0.91672752602583573933 +
(-0.46711394671763984969e-2 +

0.15252661708262483600e-1 * x) * x) /
(0.91672752934412321018 +
(-0.46303497404987656531 +
(0.93982016782958864518e-1 -

0.80140563231405006715e-2 * x) * x) * x)

printf("err = %.2e\n", err):
err = 7.38e-09

After a series of experiments with varying polynomial degrees, this is the
simplest rational polynomial found by minimax() that is suitable for single-
precision IEEE 754 computations. From it, expm1(x) can be evaluated in 12
operations, compared to the 60 of the worst case for the Taylor series.

Similar experiments with higher degrees and Digits settings found op-
timal rational polynomials of degree [8,2] for IEEE 754 64-bit precision, and
degree [16,3] for IEEE 754 128-bit precision. These require 14 and 23 oper-
ations, respectively, compared to 102 and 176 for the Taylor series. Thus,
a minimax rational polynomial representation offers a speedup of 5 to 8
(or better, since there is only one division operation), and a corresponding
reduction in accumulated rounding errors.

I also tried Maple’s pade() function for generating Padé rational poly-
nomial approximations. pade() has the annoying feature that it does not
necessarily generate the requested polynomial degree, so one must make
repeated calls with different degrees, and then select the best. For compa-
rable error, the combined degree of the Padé approximation is sometimes
one higher in single precision, and one to five higher in double precision,
than what minimax() produces.

Of course, we need not fit the entire Taylor series to a rational polyno-
mial: we could, for example, retain the first few Taylor terms, and write

expm1(x) ≈ x
P(x)
Q(x)
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≈ x + x2R(x)
S(x)

≈ x + x2/2!+ x3 T(x)
U(x)

≈ x + x2/2!+ x3/3!+ x4 V(x)
W(x)

≈ . . .

Cody and Waite frequently use rational approximations of the second form,
since for very small x, the sum reduces to the first term, which is then
computed exactly. For somewhat larger x, the rational approximation is
only a small correction, so its rounding errors are largely masked. The test
package described later reports a reduction of 1 to 2 bits in the bit-loss
error when the first term of the Taylor series is excluded from the rational
polynomial, and the errors increase slightly when the first two terms are
excluded.

Since program storage is much cheaper than it was in the past, we can
split intervals into subintervals, obtaining multiple shorter polynomials, at
the expense of a series of tests to find the right subinterval. The Argonne
and IBM elementary function libraries use this technique [6, 15–18].

As an experiment, I expanded the Taylor series interval into (−0.75,0.50)
and then subdivided it into five equal intervals whose endpoints are exactly
representable in both binary and decimal bases. The optimal rational poly-
nomial from minimax() for IEEE 754 32-bit arithmetic was of degree [1,2] in
each interval. Its evaluation requires 8 floating-point operations, and there
are an average of 2.5 relational tests to identify the interval, for a total of
about 11 operations. This compares with the worst case of 60 operations
with the Taylor series.

While it proved straightforward to obtain single- and double-precision
minimax approximations for expm1(x), satisfactory quadruple-precision
fits were harder to obtain. I found that with, say, Digits := 75, minimax()
would report failure and give a recommendation to increase Digits. Setting
it to 100 would then produce essentially constant errors for different poly-
nomial degrees, and the errors were still too high to be usable. Increasing
it to 150 finally gave satisfactory accuracy.

The drawbacks of polynomial approximations are:

❏ We have to commit to a specified precision and interpolation interval
in advance.

❏ We have to store magic constants (the coefficients) that might not be
converted accurately from decimal to internal base β.

❏ The coefficients may vary in sign, leading to subtraction loss.

❏ We need an external package, Maple in this case, to generate them.
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The Maple documentation for minimax() recommends using confrac-
form() to convert the expression to a continued fraction that can be evalu-
ated with fewer operations. This is not good advice for most modern com-
puters.

The continued fraction form generally involves several divide operations,
and they are substantially slower than add and multiply. Also, there is sel-
dom more than one divide functional unit on chip, and the divide instruction
can only rarely be pipelined: other functional units sit idle while the divide
is in progress.

This problem has led more than one high-performance computer design
to omit divide instructions, in favor of a cheap reciprocal approximation
instruction that can be used with Newton iterations to accomplish the divi-
sion with add and multiply operations, which can be pipelined and handled
in multiple functional units. This brings its own problems: a*(1/b) is not
the same as a/b, because the former can overflow or underflow when the
latter would not, and because the multiple operations used to obtain 1/b
introduce a larger rounding error than other floating-point operations have.
See Markstein’s book [9, Chapter 8] for the detailed analysis that allows pro-
duction of correctly-rounded division on IA-64 this way.

5 How other expm1(x) implementations work

Now that we have described in detail how to compute expm1(x), it is inter-
esting to see how other people have addressed the problem. On my local
file system, and in journals and books on my shelf, I found several imple-
mentations of this function:

4.4BSD-Lite C math library: Argument reduction with x = k log(2) + r ,
|r | < 0.5 log(2), and r represented as a sum of a high-order and low
order term, r = z + c. exp(r) is computed as a two-part sum using
a [3,2]-degree rational polynomial. The final accuracy is O(2−57) ≈
O(10−17). The algorithm is credited to K. C. Ng (1985), and imple-
mented for DEC VAX and IEEE arithmetic.

Wayne Fullerton’s special function library (fnlib), function dexprl(x):
Direct computation of exp(x) − 1 for x > 1/2, and otherwise, Taylor
series summed to a number of terms that is precomputed from the
value of x.

GNU Scientific Library (gsl): Direct computation of exp(x) − 1 for x ≥
log(2), and otherwise, Taylor series summed to machine precision.

JavaScript in Mozilla Web browser: Use fdlibm algorithm.

Korn shell: Use K. C. Ng algorithm from BSD for IEEE 754 only.
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P. Markstein [9] HP/Intel IA-64 library: Complex table-driven argument re-
duction, then use of a degree-5 Remez polynomial, and reconstruc-
tion by rescaling. Despite the algorithmic complexity, the code on
IA-64 requires only ten multiply-add operations, and can produce a
double-precision result in just 5 cycles! Correctly-rounded results are
obtained for all possible single-precision arguments. In double pre-
cision, only one of every 1024 results may be rounded incorrectly.
This algorithm is probably the fastest, and most accurate, known, but
depends on the availability of higher-precision (82-bit) arithmetic for
intermediate results.

mpfr multiple-precision arithmetic package: Estimate number of bits re-
quired, compute expm1(x), compute error estimate, and if too high,
increase number of bits by 10 and retry.

Sun Freely Distributable LIBM (fdlibm): Argument reduction with x =
k log(2) + r , where |r | < log(2)/2. Compute expm1(r) = r + r2/2 +
(r3/3)P(r)/Q(r), where the third term involves a [5,5]-degree ratio-
nal polynomial. Reconstruct the final result by rescaling. The algo-
rithm involves six special cases.

P. T. P. Tang [15]: Argument reduction with x = k log(2) + r , where |r | <
log(2)/64, computation of a polynomial of degree 3 (IEEE 754 32-bit) or
6 (IEEE 754 64-bit), and reconstruction by rescaling. This is one of the
most accurate, and complex, algorithms for exp(x) and expm1(x),
and includes an exhaustive error analysis. It produces errors of no
more than 0.53 ulp, except for subnormal arguments, where errors
reach 0.77 ulp.

6 The argument reduction problem

What sets most of the methods of the preceding section apart from the
techniques that we have been discussing is the argument reduction step.
This requires efficient standardized functions for extracting the exponent
and significand of a floating-point number, and for combining the two to
recover the number.

Such functions are absent from Fortran, and because Fortran lacks un-
signed data types and integer masking operations, it is very difficult to im-
plement them in that language, and almost impossible to do so portably.
Any portable implementation would be extremely inefficient. If they are
implemented in another language to be called from Fortran, then one has
to deal with the portability barrier raised by interlanguage calling conven-
tions, which differ from system to system. These are all good reasons for
standardizing them in the language definition!

Since at least the late 1970s, C has had double frexp(double value,
int *exp), which returns a value x in [1/2,1), and sets exp to the power
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of 2 such that value = x * pow(2.0, (double)(*exp)). There is also
an inverse function, double ldexp(double x, int exp). Both were in-
cluded in the 1989 C ANSI/ISO C Standard. Corresponding functions for
single- and quadruple-precision computation were absent until the ANSI/ISO
1998 C++ and 1999 C Standards. C++ provides them as overloaded func-
tions of the same names, while 1999 C introduces new names suffixed by
f and l. At the time of writing in mid-2002, none of the 50+ C compil-
ers or 35+ C++ compilers available to me on more than 15 flavors of UNIX
systems conform to these more recent standards, and few of them provide
those additional functions.

Because they are required to return a fractional value in [1/2,1), these
functions are not useful for bases other than 2. If they are used with IBM
S/390 arithmetic, which has β = 16, the returned significand can lose up to
three bits. Bit loss will occur on decimal machines, and in addition, rounding
error, from the inexact decimal–binary conversion.

For generality, what is required is separate functions for returning the
base, the exponent in that base, the significand in [1/β,1) or better, [1, β),
plus a corresponding recombiner.

Programming language standards do not admit to the existence of par-
ticular arithmetic systems, even ones as widespread as IEEE 754, so the
standards do not specify the behavior of these functions for Infinity, NaN,
and signed zeros. Even subnormals might be problematic, since they re-
quire special handling in manipulation of their bit patterns. Thus, a careful
programmer will have to wrap these functions in private ones that guarantee
consistent handling of such special arguments.

Even though the Java Virtual Machine uses a subset of IEEE 754 arith-
metic, the java.math library contains no functions at all for exponent and
significand extraction and recombination. Since Java arithmetic is stan-
dardized, one can portably use low-level conversion functions (floatTo-
IntBits(), intBitsToFloat(), doubleToLongBits(), and longBitsTo-
Double()) from the java.lang library, and Java’s shift operators and bit-
wise masking to implement such functions. However, one should not have
to do so: they would have been provided had the Java designers possessed
a better understanding of the needs of numerical computation, an area in
which Java has many weaknesses.

7 Testing elementary functions

Ideally, testing of elementary functions would involve comparison of nu-
merical results from those functions with values computed by independent
algorithms implemented in higher precision.

In practice, this is usually impractical, since it requires multiple-precision
floating-point arithmetic, which is not standardly available in most program-
ming languages, and it requires reimplementing all of those functions, a
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distinctly nontrivial task, given that their accurate computation is the sub-
ject of four entire books [5, 9, 11, 12]. Those reimplementations all need to
be tested as well, bringing us back to the original problem!

Williams [19] describes such a reimplementation of the elementary func-
tions defined in the ISO Standards for Fortran, C (1989), and C++ (1998),
including as well the inverse hyperbolic functions, cube root, and Bessel
functions of the first and second kind, since several UNIX C libraries pro-
vide those additional functions. Williams builds on prior work by Cody and
Waite, Plauger, and Moshier [11]; the latter’s C++ class library for 192-bit
floating-point arithmetic provides the needed higher-precision arithmetic,
and C++’s operator overloading makes it feasible to use ordinary C/C++ ex-
pression syntax, instead of having to tediously transcribe them into code
with explicit function calls for every elementary floating-point operation.
However, this methodology does not readily extend to testing the elemen-
tary functions in other languages, unless interlanguage calling is possible.
That is usually the case on UNIX systems, but it remains decidedly non-
portable, and is not uniform even between UNIX systems. It also leaves
Java completely unsupported, since Java lives inside its own virtual world.
Finally, because of the evolving nature of C++ implementations, it is quite
hard to write C++ code that runs everywhere. That difficulty will gradu-
ally disappear as C++ compilers finally support the 1998 ISO C++ Standard:
none of the 35+ C++ compilers on the author’s systems do so.

Cody and Waite describe test recipes in their book [5] for ELEFUNT, the El-
ementary Function Test Package. That work was later extended for complex-
arithmetic versions of the elementary functions in a paper [3], and to more
difficult functions in another paper [4]. The ELEFUNT recipes usually involve
computation of the function at two points, and then use of a mathematical
relation between the function values to produce an estimate of the relative
error of the two results.

As a simple case, for the exponential function, ELEFUNT checks that
exp(x − v) = exp(x) exp(−v) is satisfied for pseudo-randomly chosen x
and certain special values of c for which exp(−v) is known to high accuracy,
and in addition, for which x − v is computed exactly.

In order to reduce the impact of rounding error in such computations,
they must be carried out very carefully, often with the known value repre-
sented as a sum of an exactly-representable number and a small correction
term. In particular, if the first of these is a power of the base, then multipli-
cation by it is exact : only the exponent of the product needs to be adjusted.

For our example, with v = c1+c2, the right-hand side would be computed
as (exp(x)c1)+(exp(x)c2), where the first term introduces no error, and the
second is relatively smaller, so that any rounding error in its computation
is masked by the rounding error of the single addition. It is essential that
the common term not be factored out. This was a problem in C before
its 1989 ISO Standard: previously, C compilers were permitted to ignore
parentheses.

In order to make the tests work without modification across a broad
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range of architectures, there are usually two choices of the constants c1

and c2, one for decimal machines, and one for nondecimal machines. In
the latter case, c1 is generally chosen to be a power of 16, so that one can
avoid bit loss from the wobbling precision of hexadecimal arithmetic: such
numbers are also powers of 2 and 4, so their use is also exact for those
bases.

Thanks to a very clever environmental inquiry routine, machar() (up-
dated for IEEE 754 arithmetic by Cody in 1988 [2], and again by this author
in 2002 to deal with vagaries of the Intel IA-32 architecture), the base, num-
ber of bits in the exponent and the significand, minimum and maximum
representable floating-point numbers, machine epsilons, and information
about the rounding characteristics are all available to the test program. For
the author’s reimplementation of the ELEFUNT test suite in Java, machar()
can be dispensed with, since Java supports only one kind of arithmetic: a
subset of IEEE 754, allowing the run-time determinations of machar() to be
replaced by named constants.

Thus, the ELEFUNT test package has the tremendous virtue of being able
to be run, without modification, on any computer system for which a Fortran
(66, 77, 90, 95, 2000, or HPF) compiler is available. The ELEFUNT package
was manually translated to C in 1987 by Ken Stoner and this author, and
then updated in 2002 by this author for Standard C and C++, and modern
software packaging practices. From the C/C++ version, ELEFUNT in Java
was reasonably straightforward to produce.

8 Testing expm1(x)

Because the ELEFUNT test methodology requires high-accuracy computa-
tion of certain relations between function values, it is essential that very
few numeric operations are required. This is somewhat of a problem for
expm1(x), because I have been unable to establish relations simpler than
these:

expm1(x − v) = expm1(−v)(1+ expm1(x))+ expm1(x)
= expm1(x)(1+ expm1(−v))+ expm1(−v)

Even if one of the functions is known to higher accuracy, because expm1(x)
changes sign across the origin, at least one of the additions is actually a
subtraction, with a possibility of leading bit cancellation.

Cody and Waite’s test program for exp(x) divides the interval [−∞,∞]
into three nonoverlapping regions, large (in absolute value) negative x, x
near 0, and large positive x. There are gaps between these in which no
testing is done. Each of the three regions is divided into 2000 intervals of
equal size, and in each such interval, a single uniformly-distributed pseudo-
random number is selected as the test argument. That number is purified
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by subtracting and adding v: form y = x - v followed by x = y + v to
ensure that x−v is exact. v is chosen by comparing tables of exponentials
and multiples of 1/16, such as with these simple hoc statements:

for (k = 1; k <= 50; ++k) println k, k/16
for (k = 1; k <= 50; ++k) println k, exp(-k/16)

Cody and Waite chosev = 1/16, for which exp(−v) = 15/16+0.00191 . . . ,
and v = 45/16, for which exp(−v) = 1/16− 0.00244 . . . .

For expm1(x), I chose six nonoverlapping regions, with no gaps (apart
from the value x = 0, which is tested separately), shown in Table 7.

Table 7: Test regions (a, b) and shift value v for expm1(x). xmax is the
largest finite representable floating-point number, and xmin the smallest (in
absolute value) normalized number. epsneg is the smallest positive number
such that (1− epsneg) 6= 1.

region a b v
1 − ln(0.9∗ xmax) ln(epsneg/2) 1/16
2 ln(epsneg/2) −5 ln(2) 1/16
3 −5 ln(2) ln(1/2) 45/16
4 ln(1/2) −xmin 1/16
5 xmin ln(3/2) 45/16
6 ln(3/2) ln(0.9∗ xmax) 1/16

These regions cover almost the entire range of floating-point numbers
where expm1(x) is representable, but not yet at its limiting values of −1
and ∞. Large |x| that could cause premature underflow or overflow in the
library computation of exp(x) and exp(−x) are excluded; there are final
separate tests for those limits.

For systems with IEEE 754 arithmetic, there is also a gap for subnormal
numbers, which lie in (−xmin,+xmin). However, these numbers are suf-
ficiently small that they satisfy expm1(x) = x, so the test program has a
special test section for them. Although they are an important part of the
IEEE 754 design, subnormals are not implemented at all in Convex CPUs;
on SGI IRIX MIPS systems, compilers do not make them accessible except
via nonstandard run-time library calls;2 on HP/Compaq/DEC Alpha CPUs,
subnormals silently underflow to zero unless special compilation flags are
supplied to force their emulation in software. HP PA-RISC and Sun SPARC
systems also handle subnormals, Infinity, and NaN in software trap han-
dlers, but at least this happens transparently, with only a speed penalty.

The subnormal test section requires some explanation. In order to de-
tect unnecessary loss of trailing bits, we want test arguments that have one

2See for example, function flush_to_zero() in man sigfpe.
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bits from the most to the least significant bits. machar() computes a value
epsneg such that the value 1.0 − epsneg is the largest number that is still
less than 1.0. If we multiply this by xmin, the smallest normal number, the
product should fall in the subnormal region. However, the largest subnor-
mal has one less bit than the smallest normal, so after rounding, we get
xmin back again. Here is a demonstration in hoc64:

epsneg = macheps(-1)
__hex(epsneg)
0x3ca00000_00000000 == +0x1.0p-53 1.1102230246251565e-16

xmin = MINNORMAL
__hex(xmin)
0x00100000_00000000 == +0x1.0p-1022 2.2250738585072014e-308

__hex(xmin * (1 - epsneg))
0x00100000_00000000 == +0x1.0p-1022 2.2250738585072014e-308

The __hex() function returns a string containing the native floating-point
hexadecimal representation of its argument, followed by the C99 style of a
hexadecimal fraction and a power of 2, followed by the decimal representa-
tion.

If we instead multiply by 1.0 − eps, where eps (also from machar()) is
twice the size of epsneg, we get the desired result:

eps = macheps(1)
__hex(eps)
0x3cb00000_00000000 == +0x1.0p-52 2.2204460492503131e-16

__hex(xmin * (1 - eps))
0x000fffff_ffffffff == +0x1.ffffffffffffep-1023 2.2250738585072009e-308

In order to prevent the trailing one bits from being rounded up to zero bits,
we need to adjust the multiplier to have one more trailing zero bit each time
we reduce the subnormal number. Here is how this works in hoc:

w = eps
z = xmin
while (z > 0) \
{

x = z*(1 - w)
println __hex(x)
z /= 2
w *= 2

}
0x000fffff_ffffffff == +0x1.ffffffffffffep-1023 2.2250738585072009e-308
0x0007ffff_ffffffff == +0x1.ffffffffffffcp-1024 1.1125369292536002e-308
0x0003ffff_ffffffff == +0x1.ffffffffffff8p-1025 5.5626846462679985e-309
0x0001ffff_ffffffff == +0x1.ffffffffffffp-1026 2.7813423231339968e-309
0x0000ffff_ffffffff == +0x1.fffffffffffep-1027 1.3906711615669959e-309
...
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0x00000000_0000000f == +0x1.ep-1071 7.4109846876186982e-323
0x00000000_00000007 == +0x1.cp-1072 3.4584595208887258e-323
0x00000000_00000003 == +0x1.8p-1073 1.4821969375237396e-323
0x00000000_00000001 == +0x1.0p-1074 4.9406564584124654e-324
0x00000000_00000000 == 0 0

Similar code is used in the test programs to prepare subnormal test argu-
ments.

ELEFUNT was written for Fortran 66, and the logical control flow is fre-
quently obscured by numerous GO TO statements that intertwine the code
to avoid duplication of statements. Because of that obscurity, for testing
of expm1(x), I ultimately discarded much of the exp(x) test code, and re-
placed it by straightforward cases for each region, but still adhering to the
limitations of Fortran 66 syntax used for the rest of ELEFUNT.

I determined by a combination of prediction and numerical experiment
which of the two mathematically, but not numerically, equivalent right-hand
sides for expm1(x − v) resulted in the least subtraction loss, and then
inserted subexpression parentheses to control evaluation order for further
loss reduction, and consistent cross-platform behavior.

The c2 correction terms in the test programs were generated by high-
precision floating-point computation in Maple, e.g.,

Digits := 60:

evalf(exp(-1/16));
0.939413062813475786119710824622305084524680890549441822009493

evalf(exp(-1/16) - 15/16);
0.001913062813475786119710824622305084524680890549441822009493

and then copied into the Fortran code, with a suitable exponent. That
way, the same constants can be used for single-, double-, and quadruple-
precision versions of the test program, with only a change in exponent letter
required.

Once the single-precision test program, texpm1, was working, it was sim-
ple to apply my stod and dtoq Fortran precision conversion filters3 to ob-
tain tdexpm1 and tqexpm1. The only manual fixup required after this con-
version was the substitution of private function names (expm1() becomes
dexpm1() and qexpm1(), and similarly for ran()), some slight reformat-
ting of variable declarations for neatness, and changes of Hollerith strings
in FORMAT statements to reflect the different function names.

The extended ELEFUNT software distribution that includes this docu-
mentation and the corresponding test programs includes log directories
with test results for numerous current platforms and compilers.4 We have

3ftp://ftp.math.utah.edu/pub/misc/dtosstod.tar.gz and
ftp://ftp.math.utah.edu/pub/misc/qtoddtoq-2002-05-24.tar.gz

4http://www.math.utah.edu/~beebe/software/ieee/elefunt.tar.gz.
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already displayed a brief comparison of the test results for one system in
Table 6.

The test program turned up a serious error in the single-precision native
expm1f(x) functions on SGI IRIX 6.5: the error is readily exhibited by this
hoc32 program:

for (x = -15; x >= -20; x--) println x, expm1(x)
-15 -0.999999702
-16 -0.999999881
-17 -0.99999994
-18 -5.62949953e+14
-19 -5.62949953e+14
-20 -5.62949953e+14

The double-precision native expm1(x) function works correctly.

9 Test results

Now that we have described several different ways to compute expm1(x),
and discussed the new ELEFUNT test program for it, it is time to examine the
results. These have been accumulated on multiple systems for single- and
double-precision functions in Fortran, C/C++, and Java, and where available,
for quadruple-precision functions in Fortran and C/C++.

On the master development system, a Sun UltraSPARC II machine run-
ning Solaris 2.8, results were indistinguishable between Fortran and C, with
slight, but insignificant, differences in Java. This system is a good choice
for comparative measurements, since ELEFUNT tests for all of the standard
Fortran elementary functions have consistently shown that the vendor’s im-
plementations are superb, and have remained so for many years.

In Table 9, we show the single worst case for each method. The method
codes are cryptic; Table 8 shows what they mean.

Higher-precision intermediate computation (method ddd) is always ben-
eficial, but impractical for any but single-precision functions. It is still not
sufficient to prevent worst-case errors of more than 1 bit.

The results for methods mm, mm2, 5i, 5i2, and 5i3 show that rational
polynomial approximations are best chosen to represent all but the first
term of the Taylor series, as recommended by Cody and Waite. Although
interval subdivision produces faster code, accuracy does not necessarily
improve.

Comparing methods r, t, and rtx, we see that range reduction to x/2 in
the Taylor series produces only small improvements, and if taken too far,
x/256 in method rtx, is very bad.

Unnecessary bit loss for subnormal arguments occurs with the range-
reducing methods, and occasionally for rational polynomials approximating
the entire Taylor series. Those losses could be eliminated by insertion of
an explicit test for subnormals:
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...
ELSE IF (issubnormal(x)) THEN

expm1 = x
ELSE IF ...

However, for expm1(x), a much larger, and portable, cutoff could be used
instead to test for the case where a single Taylor series term suffices:

...
ELSE IF (store(TWO + x) .EQ. TWO) THEN

expm1 = x
ELSE IF ...

While several methods are able to produce correctly-rounded results on
average (column RMS in Table 9), maximum errors from Taylor series sum-
mation are about 3 bits, and more complex methods are needed to reduce
those errors.

In general, rational polynomials are clear winners; to improve upon them,
the more complicated methods summarized in Section 5 are required.

10 Conclusions

We have shown how to extend the ELEFUNT test methodology to handle
an additional elementary function that is part of the new 1999 ISO C Stan-
dard, and which can be used to enhance the accuracy of computation with
exponentials of small (in absolute value) arguments. These show up, for
example, in many numerical modeling problems that involve exponentials,
and also in financial computations of annuities and mortgage interest. With
log1p(r) = ln(1+ r) [1], we have

(1− (1+ r)−n)/r = − expm1(−n log1p(r))/r
annuity(r ,n) = (1− (1+ r)−n)/r

yearly_payment(P, r ,y) = P/annuity(r ,y)
quarterly_payment(P, r ,y) = P/annuity(r/4,4y)
monthly_payment(P, r ,y) = P/annuity(r/12,12y)

weekly_payment(P, r ,y) = P/annuity(r/52,52y)

These formulas give the periodic loan payments for principal P borrowed at
annual interest rate r fory years. Direct computation with (1−(1+r)−n)/r
introduces just enough error to give an accountant a headache!

Although expm1(x) and log1p(x) are not included in the ISO C++ or
Fortran Standards, or in the standard Java libraries, the implementations
here should prove useful additions to the programmer’s toolbox, and the
test programs can be used to validate their correct operation on any system.
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Table 8: Method codes for Table 9. The software distribution includes files
named, e.g., myexpm1xxx.f, where xxx is a short suffix that identifies the
method.

Method Description
5i Five equal-size subintervals of (log(1/2), log(3/2))

with expm1(x) ≈ xP(x)/Q(x) determined by Maple’s
minimax() function.

5i2 Five equal-size subintervals of (log(1/2), log(3/2)) with
expm1(x) ≈ x + x2R(x)/S(x) determined by Maple’s
minimax() function.

ddd Normal Taylor series with conversion of double-precision
computation to single precision.

mm expm1(x) ≈ xP(x)/Q(x) determined by Maple’s
minimax() function.

mm2 expm1(x) ≈ x + x2R(x)/S(x) determined by Maple’s
minimax() function.

n Normal Taylor series.
pade expm1(x) ≈ xP(x)/Q(x) determined by Maple’s pade()

function.
pade2 expm1(x) ≈ x + x2R(x)/S(x) determined by Maple’s

pade() function.
r Range reduction on x and Taylor series in x/2.
rt Range reduction on x and Taylor series in x/2 with precom-

putation of reciprocal table.
rtx Range reduction on x and Taylor series in x/256 with pre-

computation of reciprocal table.
t Normal Taylor series and precomputation of reciprocal table.
vendor Fortran-callable interface to vendor-provided native C library

expm1(x).
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