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Abstract

Heterojunction Bipolar transistors (HBTs) based upon the Indium Phosphide material-
system exhibit cutoff frequencies in excess of 200 GHz. The same semiconductor material-
system also serves for the fabrication of photodiodes for optical communication at 1.55 µm.
Therefore, InP-based HBTs play an important role in fiber optics communications. This
work presents design of InP-based optoelectronic integrated circuits based on HBTs with
InP emitter and GaInAs base and collector. Fiber optics communication strives towards
fast rate of 100 Gbps and beyond. In order to achieve this demanding goal monolithic
photoreceiver front-ends are required, coupled with state-of-the-art technology.

This research focuses on photoreceiver front-ends that consist of a photodiode and
a transimpedance amplifier. Two types of amplifiers were designed: lumped and dis-
tributed. The former type excels in small area, low power consumption, and low noise,
whilst the latter exhibits considerably higher bandwidth with the same transistor. The
lumped amplifiers were designed as transimpedance feedback amplifiers. In the distrib-
uted amplifiers, usually designed as power amplifiers, the main goal was to reduce the
input impedance. The amplifiers were characterized electrically up to 67 GHz, and the
monolithic chips electro-optically up to 40 GHz.

The lumped circuits exhibit electrical bandwidth of 22 GHz and optical bandwidth
of 14.2 GHz, whereas the distributed circuits show electrical bandwidth of 60 GHz and
optical bandwidth of 20.2 GHz.
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Chapter 1

Introduction

This chapter briefly introduces the main concepts of this work. The building blocks of
the photoreceivers are the heterojunction bipolar transistor (HBT) and the photodiode
(PD). They are introduced in the first part of this chapter. The second part of the chapter
discusses the two types of amplifiers designed in this work — lumped and distributed.
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1.1 Heterojunction Bipolar Transistor

Research in the area of InP/GaInAs HBTs is aimed at two main applications: (a) opto-
electronic circuits for 1.55 µm fiber optic communications, and (b) fast, low-noise, RF
and data conversion circuits. Single-heterojunction bipolar transistors (SHBTs) offer the
option to use the base and collector layers for the photodetector. Other applications can
make use of the double-heterojunction bipolar transistors (DHBTs), which exhibit higher
breakdown voltage.

Two figures-of-merit determine the frequency performance of a transistor: fT , the
current gain cutoff frequency, and fMAX , the unilateral power gain cutoff frequency. Both
frequencies are set by the base resistance, rb, the emitter resistances, re and ree, base–
collector capacitance, CBC, base–emitter capacitance, CBE, and the transit time, τD [1].
The emitter resistance, re, is a function of the DC biasing of the transistor. Control over
fT and fMAX is therefore achieved by controlling rb, ree, CBE, CBC, and τD.

The above parameters can be controlled by changing fabrication characteristics. Chang-
ing the lateral sizes affects the capacitances and resistances [2], whilst vertical changes
(in the layer thicknesses) also affect τD, but not ree [3]. However, achieving high cut-
off frequencies at low bias currents is also of great importance as it reduces the power
consumption of high-speed circuits [4].

The most relevant parameter for this work is the collector thickness (this will be ex-
plained shortly, in the last paragraph). The thicker the collector, the smaller CBC is, but
the longer τD. Consequently, transistors with thick collector sport low fT and high fMAX ,
and transistors with thin collector have extremely high fT but low fMAX . Optimization
for fT solely achieved record-breaking SHBTs with fT of 452 [3], 509 [5], and 604 GHz [6],
and as low fMAX as 155, 275, and 246 GHz, respectively. The very same transistor, when
optimized for fMAX , obtains fT of 353 GHz and fMAX of 435 GHz [2]. On the DHBT
side, InP-based transistors reach fT of 450 GHz and fMAX of 490 GHz, when optimized
for both [7]. Note that optimizing for both fT and fMAX is the preferred method for
high-speed circuits [8].

Fabrication of extremely fast HBTs involves high precision time consuming tech-
niques such as e-beam lithography. As a result, complexity of circuits based on these
transistors is limited by the number of transistors. Moreover, the yield of the mentioned
processes is unknown, and is believed to be lower than processes consisting upon stan-
dard mask lithography.

The HBTs used in this work are SHBTs with 8000 or 6000 Å thick collector. This
structure is essential for the fabrication of photodiodes from the base–collector layers,
enabling the creation of monolithic optoelectronic circuits. Nevertheless, the transistors
have as low fT as 67 and 90 GHz (for 8000 and 6000 Å, respectively) due to the long
transit time, τD, originated by thick collectors. The process employs only standard mask
lithography on 2” InP wafers.
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1.2 Photodiode

Due to its bandgap of 0.75 eV the Ga0.47In0.53As is the material of choice for photodi-
odes (PDs) intended for 1.55 µm wavelength [9]. This makes the InP/GaInAs material
system, and particularly the InP/GaInAs HBT, attractive for monolithic optoelectronic
applications. Several structures of photodiode are available [10]:

Top Illuminated — Incident light is perpendicular to the junction plane (usually a PIN
junction), that is, absorbtion decays along the junction in the same direction along
which charge carriers are drifting. Responsivity and transit time are set by the
thickness of the junction. This type of photodiode is the simplest to implement,
but one has to tradeoff responsivity to achieve high frequency response, and vice
versa. If fabricated monolithically with HBTs, this structure can also share the
base–collector layers.

Avalanche — Similar to the above PIN diode, but makes use of avalanche occurrence
to amplify the signal. Avalanche photodiodes are difficult to fabricate by mesa
technology due to sidewall leakage.

Waveguide (Side Illuminated) — Incident light is parallel to the junction plane, en-
abling one to optimize both responsivity and transit time. This type of PD is
the fastest and most efficient one, but its fabrication is complex and requires high
precision precess. In addition, positioning of the fiber is difficult, requiring more
processing steps and making the packaging relatively expensive. Also, this type
cannot share the base–collector layers with HBTs.

Metal-Semiconductor-Metal — Light incidents a semiconductor area located between
two metal contacts. Advantages of this type of PD are relevant only for sub-micron
processes.

Back Illuminated/Refractive Facet — The structure is similar to top illuminated, except
that the top contact doesn’t have optical window, and light is applied from the back
side of the wafer (of from its edge, in the refractive facet case) [11]. Light is reflected
from the top contact back to the junction, and so responsivity is increased. These
photodiodes are complex to implement and expensive to package because of the
difficulties concerned with lighting from the back/edge of the wafer.

In order to utilize the advantage of HBTs the photodiodes used in this work are
top illuminated. Bandwidth of the top illuminated diode has been widely investigated
[12][13]. It was shown that thickness of the diode should be optimized for transit time,
junction capacitance, and responsivity. Several improvements in the layer structure were
suggested [14][15], but these improvements cannot be applied to PDs that share base–
collector layers with HBTs.
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As the photodiodes fabricated in this work are monolithically fabricated with HBTs,
they were fabricated with 8000 and 6000 Å junctions. Anti-reflective coating was not
used in this work but can be added at a latter stage.

1.3 Monolithic Receivers

Photoreceiver front-ends consist of a photodiode and an amplifier. Incident light gener-
ates photocurrent in the PD, and this current is amplified (or converted to voltage) by the
amplifier. However, the connection between the PD and the amplifier is a major concern.

If the PD and the amplifier are separate discrete components they are placed on a
substrate and connected to each other. In most cases this connection is implemented
by wire-bonds, as illustrated in figure 1.1. Modeling of wire-bonds has been widely

Figure 1.1: Scheme of a discrete element receiver with wire-bonds

investigated, and the main outcome is that the bond acts as an inductor. More advanced
models include two capacitors at the ends of the wire-bond (see [16], for example). In
mm-wave applications inductances of the wire-bonds can be harmful and distort the
frequency response.

In order to understand the wire-bond influence better, it should be indicated that the
inductance depends on the bond’s length [17]. Figure 1.2 demonstrates the effect of wire-
bonds of two different lengths on the frequency response of a photoreceiver [18]. It is
evident that long wires significantly reduce the bandwidth and deteriorate the frequency
response. The higher the bandwidth of the receiver, the shorter the wire-bonds should
be.

On top of the above, fabrication of two separate components, mounting them on a
substrate, and connecting them by wire-bonds, increase manufacturing costs and com-
plexity. To overcome these problems monolithic design, which incorporates both the
photodiode and the electronic circuits on a single die, is required.
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Figure 1.2: Frequency response of a photoreceiver with 0.55 mm and 0.70 mm
wire-bonds (from [18])

In this work two monolithic receivers were designed and fabricated: lumped and
distributed. Both are introduced hereinafter.
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1.4 Lumped Monolithic Receivers

Lumped circuits exhibit stable performance, flat frequency response, high linearity, low
power consumption, and small area. Their main drawback is the bandwidth — it is
limited to about third of the transistor’s fT . Being relatively slow, the top illuminated PD
is a good match for lumped preamplifiers, especially when HBT is considered. The work
done in this area on InP/GaInAs technology in the last years is summarized in table 1.1.

Team ETHZ ETHZ Notre Dame KAIST
−→ Switzerland Switzerland IN, USA Korea

[19] [20] [21] [11]

Transistor HBT HBT HEMT HBT
Photodiode top top top refractive

illuminated illuminated illuminated facet
Anti-reflective yes yes yes yes
Coating
Optical 30 50 8.3 6.9
Bandwidth [GHz]
Optoelectronic 48 N/A 410 85
Gain [V/W]
Gain-Bandwidth 1.44 N/A 3.40 0.59

Product
[
THz · V

W

]

Table 1.1: Recent works on InP-based lumped photoreceivers

Notes: In [20] 4000 Å collector was used in the transistors, and thus the optoelectronic
gain is assumed low. In [21] the transistors are HEMTs, enabling their optimization sep-
arately from the PD. In [11] high gain is achieved due to the refractive facet diode. Only
[19] can be fairly compared to the lumped circuits of this work.

The lumped amplifiers of this work are based on a previous design [22] with ma-
jor modifications, in order to enhance bandwidth and achieve more stable and reliable
performance. Both schematics and layout were completely redesigned.
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1.5 Distributed Monolithic Receivers

Distributed amplifiers, also knows as traveling wave amplifiers (TWAs), achieve high
bandwidth in comparison to lumped amplifier — they almost reach fT [8]. However,
they consume more power, more area, have lower linearity and wavier response. In
this work the wavy response was utilized for enhancement of the optoelectronic band-
width [23]. During the last years research in InP-based optoelectronic distributed pho-
toreceivers concentrated in HEMTs and waveguide photodiodes. The relevant works are
listed in table 1.2.

Team NTT Corp. HHI Berlin
−→ Japan Germany

[24] [25]

Transistor HEMT HEMT
Photodiode waveguide waveguide
Anti-reflective yes yes
Coating
Optical 46.5 72.0
Bandwidth [GHz]
Optoelectronic 55 45
Gain [V/W]
Gain-Bandwidth 2.56 3.24

Product
[
THz · V

W

]

Table 1.2: Recent works on InP-based distributed photoreceivers

The Technion’s technology has proven suitable for broadband TWAs in the form of
power amplifiers [8][26]. These amplifiers achieved bandwidth of 75 GHz and record-
breaking bandwidth-to- fT ratio in excess of 0.92. This work, in it distributed circuits
part, was targeted at modifying the design to transimpedance amplifier and improving
the yield, which in practice required an all-new design.
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Chapter 2

Heterojunction Bipolar Transistor

The heterojunction bipolar transistor (HBT) is the basic building block of the integrated
circuits designed in this work. This chapter deals with all aspects concerned with the de-
sign and fabrication of HBTs required for the circuit design. It opens with an overview
on the physics and phenomena that characterize a HBT, followed by full description of
the HBT fabrication process. The next sections deal with measurements and characteri-
zation of the transistor, and the extraction of a small signal model. The results obtained
by the measurement, characterization, and extraction are used for the construction of a
VBIC simulation model. This procedure is described in the following section. A short
introduction to noise mechanisms that reside in the HBT complete the chapter.
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2.1 HBT Physical Characteristics and Phenomena

This section briefly outlines the physics underlies the HBT device. Physical view on
the transistor is essential for properly optimizing the fabrication process, constructing a
simulation model, and designing an integrated circuit.

2.1.1 DC Characteristics and Phenomena

Operation under DC conditions is the basic mode of the transistor in which the most typ-
ical physical phenomena occur. The principles and concepts required for understanding
transistor DC operation are overviewed below in close relationship to the HBT device.

Physics of Normal Forward Operation

The HBT, like bipolar junction transistors (BJTs), consists of an emitter, base, and collec-
tor. This work will focus on NPN transistors, in which the emitter and the collector are
n-type semiconductors, and the base is p-type. One can refer to this structure as two
PN–junctions: base–emitter junction (BE junction) and base–collector junction (BC junc-
tion). In the forward active mode the BE junction is forward biased, whilst BC junction is
reverse biased.

The forward biased BE junction emits electrons to the base and holes to the emitter.
Since the emitter doping concentration is significantly higher than that of the base, elec-
tron emission into the base is much stronger than hole emission back to the emitter (note
that in HBT device this injection ratio in BE junction is achieved by a heterojunction, not
by doping concentration ratio).

The base is considerably shorter than the electron diffusion length in the base, Le.
Diffusion transport the electrons to the depletion region of BC junction. Once an electron
reaches the depletion region it drifts to the collector neutral region due to the strong
electrical field in the depletion region.

As mentioned above, the base is p-type doped. The fact that both electrons and holes
exist in the base brings about a recombination process in a rate determined by electron
lifetime in the base, τe.

Figure 2.1a shows a schematic view of the structure of one-dimensional BJT. Fig-
ure 2.1b shows the route of electrons from the emitter neutral region right to the collector
neutral region. Note the electron that recombines with a hole in the base.

Excess Charge Carrier Density
Making the assumption that electrons are weakly injected from the emitter to the base,
they become minority charge carriers in their new p-type environment. Figure 2.2 shows
charge carrier densities vs. position along a one-dimensional BJT (see [1]).
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(a)

(b)

Figure 2.1: One-dimensional BJT (a) schematic structure and (b) route of elec-
trons in forward active mode.
N-type areas are marked in dark gray, p-type in light gray. Checkered areas
represent depletion regions, black circles represent electrons, and white circle
represents hole. The letters E, B, and C stand for emitter, base, and collector,
respectively.

Assuming that the quasi-Fermi energy levels are constant throughout BE depletion
region, electron density at x = 0 is given by:

n(x = 0) = nB · e
qVBE

KT (2.1)

where nB is the electron density in the base under equilibrium conditions, q denotes the
electron’s electric charge, K is Boltzmann’s coefficient, and T is temperature. On the
other side of the base, i.e. at x = WB, electrons are quickly collected by the BC depletion
region. This causes their density at this location to tend to zero. In addition, the fact that
base neutral region width, WB, is much shorter than electron diffusion length, Le, results
in linear density profile along the base as it behaves like a short diode.

Making another assumption that electron current is limited by diffusion (thanks to
the short base), one concludes that emitter current due to electrons is determined by the
slope of electron density at x = 0, and can be written as [2]:

Je = q · De · n(x = 0)
WB

(2.2)

where De is the electron diffusion coefficient in the base.
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Figure 2.2: Charge carrier densities vs. position along BJT in forward active
mode.
Electron density is marked in black line, hole density in gray. Dashed lines
denote metallurgic junctions with depletion region borders from both sides.
(Not to scale.)

Hole Current and Current Gain
A small fraction of the total current flowing through the transistor consists of hole cur-
rent. Holes are injected from the base to the emitter, though BE junction is designed to
keep this injection as small as possible. The ratio between electron and total (electron +
hole) currents injected in BE junction is called emitter emission efficiency, and marked as γ

(0 ≤ γ ≤ 1).
In addition, electrons and holes recombine in the base, as mentioned before. The ratio

between number of electrons injected from the emitter and number of electrons arriving
BC depletion region is called base transport coefficient, and marked as b (0 ≤ b ≤ 1).

These two processes result in a current that enters the transistor from the base con-
tact – contrary to electron current that flows from the emitter contact to the collector
contact. Since electron current consists of negative charge carriers, the electrical current
direction of emitter and collector currents is from the collector to the emitter, as illus-
trated in figure 2.3. For a given biasing point, electron-related currents behave according
to the following relationship:

IC = IE · γb (2.3)

The expression γb that appears in (2.3) can be marked as αF, thus

αF = γb (2.4)

Substituting (2.4) into (2.3) gives
IC = IE · αF (2.5)

Obviously, all transistor currents follow Kirchoff’s current law, namely

IE = IC + IB (2.6)
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Figure 2.3: Electrical currents marked on a schematic BJT symbol

which, when combined with (2.5), can be written as

IC = IB

(
αF

1− αF

)
(2.7)

The parenthetic expression in (2.7) is known as the forward current gain, denoted by βF:

βF =
αF

1− αF
(2.8)

Finally, (2.7) can be expressed as
IC = IB · βF (2.9)

which is the equation that best describes the transistor forward current gain. Note that
βF is bias independent, thus it has constant value as long as no other physical effects
occur.

By examining (2.8) one concludes that the closer αF to 1 the higher the current gain
βF. In practice this is done by designing γ and b to be as close to 1 as possible, by means
of fabrication optimization.

Energy Bands and Transistor Parameters
Emitter emission efficiency and base transport coefficient are critical parameters of any
BJT. Controlling these parameters is possible through careful design of the transistor
materials and doping concentrations. The behavior of the parameters as a result of the
design is well understood by studying the energy band model of the BJT.

A band diagram of a BJT under equilibrium conditions is shown in figure 2.4a. It can
be observed in the diagram that the emitter doping level is higher than that of the base.
This one-sided junction, when forward biased, causes electron injection from the emitter
to the base to be much stronger than hole injection from the base to the emitter, making
γ closer to 1. A similar diagram in forward active mode is illustrated in figure 2.4b. In
this case that BE junction is forward biased, and BC junction is reverse biased.

So far only “regular” BJT, in which only one semiconductor is exploited, was dis-
cussed. A HBT features a heterojunction as BE junction that offers more flexibility in the
design of other transistor parameters. Figure 2.4c shows a band diagram of a HBT un-
der equilibrium conditions. A diagram in forward active mode is shown in figure 2.4d.
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The energy difference in the valence band, ∆Ev, entraps holes and avoids them from be-
ing injected to the emitter, whilst the difference in the conductance band, ∆Ec, acts as a
Schottky contact that emits electrons to the base. This mechanism sets γ to 1 regardless
of the emitter and base doping concentrations.

Another improvement implemented in HBTs is base composition grading. This method
takes advantage of the compound semiconductor the base in constructed from. Altering
the composition ratio, x, provides control over the band gap of the semiconductor. This
is used for creating a band diagram shown in figure 2.5. Since the base is p-type semicon-
ductor it holds Ev horizontal. The graded band gap, caused by the graded composition,
inclines Ec, so that electrons (but not holes) are accelerated by the band slope — which is
so-called quasi– electrical field. The acceleration causes the electrons to stay shorter time
in the base, which improves transistor AC performance.

In this work only Single–Heterojunction Bipolar Transistor (SHBT) is discussed. In
SHBT there’s only one heterojunction — BE junction. Another type of HBT, the Double–
Heterojunction Bipolar Transistor (DHBT), implements two heterojunctions — both BE
and BC junctions.

(a) (b)

(c) (d)

Figure 2.4: Energy band diagrams of (a) BJT in equilibrium and (b) in forward
active mode, and (c) HBT in equilibrium and (d) in forward active mode.
Valence and conductance bands in solid lines, Fermi (or quasi-Fermi) levels
in dashed lines.
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(a) (b)

Figure 2.5: Energy band diagrams of (a) base-graded HBT in equilibrium and
(b) in forward active mode

Kirk Effect

In fact, the neutral region of the collector has no effect on transistor operation, i.e. on
current gain. This means that the collector neutral region acts as a serial resistor that
contributes nothing to the current gain and consumes power (there are more problems
caused by this resistance, described later in section 2.1.2). The only part of the collector
that makes any difference to the gain is BC depletion region. For this reason BC junction
is usually designed as a PIN–diode, so that BC depletion region is located at the intrinsic
part of the diode. The n-type side is featured by high doping level, resulting in low serial
resistance. This n-type region is called subcollector.

Figure 2.6 shows a schematic view of the structure of one-dimensional BJT, including
the subcollector. As with every PIN–diode, the intrinsic region requires no bias (or a very
small bias) to become completely depleted.

Figure 2.6: One-dimensional BJT schematic structure with subcollector. In-
trinsic collector area is marked in white. The letters SC stand for subcollector.

In actual fabrication processes growing a purely intrinsic semiconductor layer is not
feasible. Hence, a minimal doping level should be added to the collector layer, making
BC junction a P+N−N+ diode.

If the current flowing through the transistor is considerably large, electron density
in BC depletion region rises and cannot be neglected. When electron density becomes
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greater than n-dopant concentration of the collector, the entire BC depletion region moves
from BC metallurgic junction towards collector-subcollector metallurgic junction. The
high doping concentration of the subcollector and electron density in the collector make
the new depletion region significantly narrow.

The process mentioned above is called Kirk effect. It affects forward current gain
βF (since there’s recombination in the formerly– BC depletion region which makes b
smaller) as well as AC performance to be discussed later (section 2.1.2). In most cases
Kirk effect is negligible in DC terms due to other dominant effect — avalanche base–
collector breakdown — described hereinafter.

Avalanche Base–Collector Breakdown

So far we have assumed that electron scattering in BC depletion region doesn’t result
electron–hole generation. For extreme electrical fields this proposition becomes incor-
rect. Strong electrical field in BC depletion region, a result of high voltage applied to BC
junction, brings about the electrons to generate electron–hole pairs. These electron–hole
pairs drift to the base and the collector due to the strong electrical field that exists in BC
depletion region.

This occurrence is called avalanche base–collector breakdown. It increases collector cur-
rent IC and leaves emitter current IE unchanged, dictating an appropriate change in base
current IB. In terms of transistor parameters, avalanche base-collector breakdown in-
creases αF to be closer to 1, and even greater than 1. In some nomenclatures αF is ex-
pressed as M · α0, where M is the avalanche coefficient and α0 is actually αF when no
avalanche occurs.

At the point of αF = 1 equation (2.5) becomes

IC = IE (2.10)

thus it can be concluded from (2.6) that

IB = 0 (2.11)

and (2.8) yields:
βF −→ ∞ (2.12)

The collector–base voltage VCB applied to the transistor when αF = 1 is denoted by VCEO.
As IC increases αF exceeds 1 and equation (2.5) can be written as

IC > IE (2.13)

so that IB changes its direction, i.e.
IB < 0 (2.14)

Avalanche base–collector breakdown can be clearly observed in common base mea-
surement, described later (in section 2.3.1).



2.1. HBT Physical Characteristics and Phenomena 31

Early Effect

As mentioned before, forward current gain is considered to be bias independent. Recall
that the parameters constructing βF are γ, emitter emission efficiency, and b, base trans-
port coefficient. γ is determined by BE junction design and has nothing with biasing,
and b is related to the base width WB, which was assumed so far to be constant. Another
βF–related correlation between WB and IE is the slope of electron density in the base, that
is inversely proportional to WB (see equation (2.2)).

The assumption of constant WB is imprecise. Doping level of the base side of BC
junction is considerably higher than that of the collector side. As a result BC depletion
region shrinks and stretches (according to BC bias) mainly, but not only, at the expense
of the collector. However, the small changes in BC depletion region on the base side are
not negligible, and they find their way to the forward current gain.

The final result of this effect, called Early effect, is a rise in βF when BC reverse bias
is increased in its absolute value. In different words, IC varies with collector–emitter
voltage, VCE, while IB remains constant [1]. Early effect, if existent, is evident in common
emitter measurement, described later (in section 2.3.1).

2.1.2 AC Characteristics and Phenomena

The high frequency response is a major consideration in HBT design. This section overviews
the small signal model elements that affect AC performance of the HBT.

Basically, the small signal elements that affect AC behavior are resistors and capac-
itors, constructing RC poles in the transistor transmission function. In addition, any
delay in the charge carriers transit through the transistor will leave its footprints in the
transmission function in the form of phase or delay element.

Process nature and limitations dictate a particular HBT structure. A schematic cross-
sectional view of a simplified HBT is illustrated in figure 2.7a. The small signal elements,
as placed on a HBT structure in figure 2.7b, are detailed hereinafter.

Emitter Resistances

The emitter consists of two parts: BE junction and the neutral region between BE junction
and emitter contact. The neutral region is simply an ohmic resistor whose resistance is
determined by donor doping concentration, electron mobility µe, contact quality, and
emitter geometric dimensions. This resistance is denoted by ree in figure 2.7b.

BE junction, like every PN–junction under forward bias, can be represented by a small
signal scheme of a resistor in parallel to a capacitor. The dynamic resistance of BE junc-
tion is marked by re in figure 2.7b. Its value is given by

re =
KT
qIE

(2.15)

just like a PN–junction. Note that the higher the current flowing in the emitter, the
smaller the re.
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(a) (b)

Figure 2.7: One-dimensional HBT (a) schematic structure and (b) small signal
elements.
N-type areas are marked in dark gray, p-type in light gray, and intrinsic in
white.

Collector Resistances

Similarly to emitter resistances, collector resistances are subcollector ohmic resistance
between BC junction and collector contact (rc in figure 2.7b) and BC junction dynamic
resistance (rout in figure 2.7b). The latter’s name is taken from common emitter configu-
ration in which rout is the output resistance. In forward active mode BC junction is under
reverse bias, thus one would have expected that rout −→ ∞. In practical transistors Early
effect and avalanche breakdown are accentuated as a decrease in rout.

Base Resistance

The transistor operation is based on electron injection from the emitter to the collector
through the base. This happens only in the area geometrically located under the emitter.
The current flowing from the base to its contact has to pass through a neutral region
between the base active area and base contact. This region behaves like an ohmic resistor
denoted by rb in figure 2.7b.

Base–Collector Capacitance

Like BE junction, BC junction contributes a resistor and a capacitor to the small signal
model. Since BC junction is reverse biased, its diffusion capacitance can be neglected.
This leaves the scheme with rout and the junction capacitance, CBC. The fact that BC
junction is a PIN–diode causes that a very small reverse bias (in its absolute value) is
required for depleting the entire intrinsic region. As a result, constant capacitance over
various voltages is easily achieved.

In terms of performance in frequency domain, the existence of both capacitors and
resistors in the small signal model appears as RC time constants that reduce the charac-
teristic frequencies of the transistor — fT and fMAX — that will be discussed later on in
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this chapter (sections 2.4.6 and 2.4.7).

Base–Emitter Capacitance

This capacitance is a byproduct of BE junction. As mentioned before, the junction be-
comes a resistor and a capacitor when coming to small signal model. Hence, the BE
capacitance of the model equals to the junction capacitance.

Forward Transit Time

The time it takes to an electron to pass through the transistor contributes a delay (or
a phase) to the frequency response of the transistor. This transit time consists of base
transit time and collector transit time.

Base transit time, τB, is determined by the base width, WB, and electron velocity in
the base. Assuming diffusive transport, the transit time is given by [2]:

τB =
WB

2

2De
(2.16)

Although fabrication of an extremely narrow base is feasible, it increases rb to unaccept-
able values. Base composition grading shortens τB, though.

Collector delay, τC, is an outcome of the time required for an electron to go through
BC depletion region. It can be estimated as follows [3]:

τC ≈ WC
2vsat

(2.17)

where WC is BC depletion region width (i.e. collector width) and vsat is the electron sat-
uration velocity. Transistor layer design should take τC into account. This is done by
optimizing WC for the best CBC and τC integration.

The total transistor transit time consists of the transit times of the base and the collec-
tor, namely

τD = τB + τC (2.18)

τD is the delay in the expression of αF, described later in section 2.4.
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2.2 HBT Fabrication and Structure

The HBT discussed in this work is base upon the InP material system. This section sum-
marizes the process steps as well as the final product with emphasis on the aspects that
affect device physics and performance.

2.2.1 Fabrication Process

HBT fabrication consists of two major levels: layer growth and wafer processing. Once
all layers are grown on an InP wafer, wafer processing starts and no further growth is
executed.

Transistor and circuit fabrication is based on mesa process. In such process a device
is constructed from several layers grown on each other. The highest layer is etched to be
the smallest in area, next layer is slightly bigger, and so on — like the rings of the Hanoi
Towers game. When looking at two adjacent layers, one can think of them as a table
resting on a big room’s floor. Hence the name mesa, which is the Greek word for table.

The entire fabrication process to be mentioned below, i.e. both layer growth and wafer
processing, is carried out at the labs and clean rooms of the Microelectronics Research
Center, Technion – IIT.

Wafer Layer Structure

Layers are grown bottom to top on a semi-insulator (SI) InP 2” wafer. They are grown
lattice matched by a MOMBE (Metal Organic Molecular Beam Epitaxy) system. Layer
structure is illustrated in figure 2.8.

Figure 2.8: Layer structure on wafer as grown by MOMBE system
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As far as InP-based SHBT is concerned the emitter layer is made of InP and the base,
the collector, and the subcollector layers are made of GaInAs. Another GaInAs layer is
grown above the emitter layer for better electrical contact to the metal layer deposited
later during wafer processing. Finally, an InP cap layer is grown to protect the wafer
from moisture and oxidation damage.

All layers and their properties are summarized in table 2.1. Doping level and thick-
ness of each layer are designed to optimize transistor characteristics. The various con-
siderations involved in the design are detailed below.

It could be expected that the emitter layer is highly doped in order to minimize the
serial resistance, ree (figure 2.7b). In fact, this is the case for the upper 300 Å of the
emitter. The rest of the layer is moderately doped to reduce base–emitter capacitance,
CBE [4]. Note that HBTs don’t require high emitter doping level to obtain good emission
efficiency (γ).

The base is heavily doped to reduce base resistance rb. Another way to reduce rb

is increasing the base layer thickness. Since base transport coefficient is proportional to
WB and base transit time is proportional to WB

2 (2.16) a compromise should be made
between b, τB and rb. A 280 Å layer yields sheet resistance of about 700 Ω/¤ — more
than satisfying for the needs of the HBT discussed in this work.

The collector layer is intrinsic up to the growth process cleanness capabilities. Intrin-
sic collector is essential for maintaining constant CBC over wide range of biasing points.
The thickness of the collector determines CBC value as well as collector transit time, τC.
For optoelectronic monolithic circuits it also sets the quantum efficiency of the photodi-
ode detector, η, as the detector consists of the base and collector layers.

The subcollector is made of the same material as the collector (GaInAs), but has to be

Layer Thickness Composition Type Dopant Doping
Concentration

[Å] [cm−3]

Cap Layer 500 InP intrinsic — —
Emitter Contact 400 GaInAs N+ Si or Sn 5 · 1019

Emitter 300 InP N+ Si or Sn 5 · 1019

2200 InP N Si or Sn 2 · 1017

Base 280 graded P+ C ∼ 4 · 1019

Ga0.53In0.47As →
Ga0.43In0.57As

Collector 2000÷ 8000 GaInAs N− Si or Sn ∼ 7 · 1015

Etch Stop 200 InP intrinsic — —
Subcollector 4000 GaInAs N+ Si or Sn ∼ 4 · 1019

Substrate 500[µm] InP semi– Fe —
(Wafer) insulator

Table 2.1: Layer growth properties
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etched by another lithography to create larger mesa. A thin layer of InP enables to stop
the collector selective etch by switching to a different etchant. The edges of the subcol-
lector protruding over the collector mesa are the place on which the collector contact is
deposited later on. The subcollector is thick and heavily doped to minimize rc.

At this point wafer is transferred to the clean rooms and wafer processing begins. No
additional layer will be grown by the MOMBE system.

Emitter Process

Once the wafer arrived the clean room environment the cap layer is removed. A photo
resist (PR) is applied to the wafer and patterned by photolithography. Next step is emit-
ter metal deposition. The metal is basically Au (Gold) with thin Pt (Platinum) and Ti
(Titanium) layers for better electrical contact. The deposited metal covers the wafer to-
gether with the PR that remains on the wafer. Now the PR is removed by means of
ultrasonic liftoff, leaving bare areas behind it.

This process leaves 1× 10 µm2 rectangular metals on the wafer and the mask that
defines them is called “emitter metal”. The wafer layers at this level are illustrated in
figure 2.9.

Figure 2.9: Wafer layers after emitter metal deposition and liftoff

Now that emitter metal is done the emitter layers (emitter contact and emitter) are
wet etched. No lithography is necessary for this etch since the metal acts as an etch mask.
The process allows undercut of the emitter layer resulting an emitter that is slightly
smaller than emitter metal. This undercut is critical for the success of the transistor fabri-
cation because of the self–aligned base contact process described later. Figure 2.10 shows
the layers at this level.
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Figure 2.10: Wafer layers after emitter etch

Base and Collector Process

Photo resist is now applied and exposed through “base metal” mask. This mask defines
the area of base contact metal. Another metal layer is deposited on the wafer and shaped
by liftoff. The base metal area contains the emitter area so that the new metal is heaped
up on the emitter metal. The base contact is thus self aligned to the emitter, resulting in
low rb. Layers at this level are shown in figure 2.11.

Figure 2.11: Wafer layers after base metal mask

Polyimide is spread on the wafer and dry etched by Oxygen plasma RIE (Reactive
Ion Etching) using photolithography of “emitter protect” mask. Now that emitter layer
is covered tightly under Polyimide protection base mesa can be created by means of wet
etch. The mesa is defined by the base metal and emitter protection, thus no lithography
is required. Etch is stopped when it reaches the collector layer by simply counting the
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time it takes to the solution to etch a thickness equals to the base thickness (adding 20%
to be on the safe side). Layers after base etch are illustrated in figure 2.12.

Figure 2.12: Wafer layers after base etch

Next mask defines the collector mesa, and is called “collector protect”. The collector
(made of GaInAs) is wet etched down to the etch stop layer (made of InP), and then the
etch stop is etched by a different selective solution. The collector mesa is slightly wider
than the base mesa to enable undercut during collector etch as well as fixing certain
process faults. Figure 2.13 shows the layers at this level.

Figure 2.13: Wafer layers after collector etch
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Subcollector Process

Metal used for collector contacts is now deposited and shaped by “collector metal” mask.
This process leaves metal areas on the subcollector layer for collector contacts. Results
can be seen in figure 2.14.

Figure 2.14: Wafer layers after collector metal implementation

At this level the subcollector is etched to isolate the various transistors on the wafer
from each other and to expose the insulator wafer, as illustrated in figure 2.15. This is
carried out by exploiting the “isolation” mask.

Figure 2.15: Wafer layers after subcollector etch
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Contact and Interconnect Process

The contact and interconnect process includes opening transistor connections to the outer
circuit and interconnecting the individual components to an integrated circuit. The term
individual components refers to transistors and capacitors, as well as resistors, inductors,
and input/output pads. While the last three are simply geometric shapes made of con-
ducting layers, transistor connections and capacitors require dedicated fabrication meth-
ods to obtain the desired results.

Prior to contacts creation the wafer is coated with Polyimide followed by RIE dry
etch, using photolithography of “emitter expose” mask. After this lithography the tran-
sistor is encapsulated by Polyimide passivation cover except of emitter and collector vias
that expose some areas of the emitter and collector metals (hence the name of the mask).
Additional mask, called “base–collector via”, is required to open base via because of
Polyimide topography.

Figure 2.16: Wafer layers after transistor passivation. Only emitter via is
shown in this cross–section

Now we come to interconnect. “Metal 1” is the very first mask in this sequence from
which most of the interconnect lines, inductors, transmission lines, and pads are pro-
duced. Figure 2.17 demonstrates how metal 1 connects to transistor contacts.

In fact, metal 1 is the base layer for capacitors. A capacitor consists of Si3N4 dielectric
film sandwiched between two metal sheets: metal 1 and metal 2. This Si3N4 is deposited
by means of PECVD (Plasma Enhanced Chemical Vapor Deposition). Metal 2 is also used
for interconnection, but since there’s no insulator above metal 1 Polyimide crossover
layer is applied in between. Resistors are implemented in an additional NiCr layer. The
entire process from metal 1 through metal 2 (excluding the resistor layer) is illustrated in
figure 2.18.
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Figure 2.17: Metal 1 as connected to transistor contacts. Only emitter
connection is shown in this cross–section

(a) (b)

(c) (d)

Figure 2.18: Interconnection and capacitor sequence: (a) “metal 1” mask
(b) “capacitor” mask (c) “crossover” mask (d) “metal 2” mask

2.2.2 Transistor Geometric Structure

The final structure of a HBT is discussed in this section. Structure is a direct result of
the fabrication process described in the previous section. Layer structure, together with



42 Chapter 2. Heterojunction Bipolar Transistor

geometric structure, determine transistor’s behavior and characteristics which in turn
affect the performance of the integrated circuit in which the transistor is embedded.

Before we go on to HBT structure the process is summarized step by step in a table
to give an idea about the various levels and what is created in each level. Summary is
presented in table 2.2 with special notations for masks and references to the appropriate
figures.

Emitter Geometric Structure

The emitter is designed as a long narrow rectangle with dimensions of 1× 10 µm2. The
advantage of this structure is long perimeter for small emitter area, which results low
CBE as well as low rb. A SEM (Scanning Electron Microscope) image of emitter metal
with an etched emitter under it is shown in figure 2.19a.

Base Geometric Structure

The base gets its shape from the base metal, therefore both base and base contact con-
straints are taken into account when base is designed. The base itself must be as small
in area as possible to reduce CBC. Being a Miller capacitance in common emitter config-
uration, CBC is a significant impediment for transistor performance. On the other hand,
base metal should include a 5× 5 µm2 pad to provide enough space for via (step Q of the
process, figure 2.20a) and contact with metal 1 (step S). This results in the shape shown
in figure 2.19b.

The gap between emitter and base contacts is prone to chemical etch processes and
has to be filled with Polyimide. This is done in step H of the process, as shows fig-
ure 2.19c.

Collector Geometric Structure

Since CBC value is determined by base area, the collector is created slightly larger than
the base (step J); this doesn’t affect CBC. Although controlled undercut in collector etch,
so that the collector is smaller in area than the base, could reduce CBC [5] — this is not
practical for integrated circuits that contain dozens of transistors and demand high yield
and reproducibility. Collector geometric structure is shown in figure 2.19d.

Subcollector Geometric Structure

The subcollector has low sheet resistance and contributes nothing to CBC. This is the rea-
son for making the subcollector large enough to contain big collector contacts (step N).
The big contacts (step M) ensure good electrical contact without compromising transistor
performance. See figure 2.19e.
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Step Mask Mask/Process Name Description Sketch SEM
Index Number Figure Figure

A Cap Layer Removal Cap layer removal by wet etch
B 1 Emitter metal Lithography for emitter contacts
C Metal Deposition Emitter metal deposition and liftoff 2.9
D Emitter Etch Emitter wet etch with undercut 2.10 2.19a
E 2 Base Metal Lithography for base contacts
F Metal Deposition Base metal deposition and liftoff 2.11 2.19b
G Polyimide Spread Polyimide spread by spinning for

emitter protection
H 3 Emitter Protect Lithography and Polyimide dry etch 2.19c

to protect emitter zone against
base etchant

I Base Etch Base wet etch 2.12
J 4 Collector Protect Lithography and collector wet etch 2.19d
K Etch Stop Wet etch of etch stop layer 2.13
L 5 Collector Metal Lithography for collector contacts
M Metal Deposition Collector metal deposition and liftoff 2.14
N 6 Isolation Lithography and subcollector wet 2.15 2.19e

etch
O Polyimide Spread Polyimide spread by spinning for

transistor protection
P 7 Emitter Expose Lithography and Polyimide dry etch 2.16 2.19f

for transistor protection and
isolation; emitter via is opened

Q 8 Base–Collector Via Base and collector via open 2.20a
R 9 Metal 1 Lithography for metal 1
S Metal Deposition Metal 1 deposition and liftoff 2.17 2.20b

2.18a
T 10 Capacitor Lithography for capacitor dielectric

film
U SiN Deposition Capacitor SiN deposition and liftoff 2.18b
V Polyimide Spread Polyimide spread by spinning for

crossover covering
W 11 Crossover Lithography and Polyimide dry etch 2.18c

for crossover covering
X 12 Resistor Lithography for resistors
Y NiCr Deposition Resistor NiCr deposition and liftoff
Z 13 Metal 2 Lithography for metal 2

ZZ Metal Deposition Metal 2 deposition and liftoff 2.18d 2.20c
2.20d

Table 2.2: HBT fabrication process steps

Interconnect Structure

As the backbone of all connections in a circuit metal 1 is thick enough to be capable of
probe gliding and to overcome transistor topography (step S). It should adhere to the
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(a) (b)

(c) (d)

(e) (f)

Figure 2.19: SEM images of a transistor at various fabrication process steps:
(a) emitter etch (b) base metal deposition and liftoff (c) emitter protect (d) col-
lector protect (e) isolation (f) emitter expose

emitter contact by sinking in its via (figure 2.19f). The same is true for the base contact
(figure 2.20a). A completed transistor together with its metal 1 connections is shown in
figure 2.20b.
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Figure 2.20c shows a capacitor made of metal 1 (step S), SiN (step U), and metal 2
(step ZZ) layers. Contrary to figure 2.18 this capacitor doesn’t implement Polyimide to
isolate metal 2 contact from metal 1 plate. Alternatively, SiN layer is used for this.

Conductor crossovers with Polyimide bridges (step W) are shown in figure 2.20d. A
NiCr resistor (step Y) is evident in the upper right corner of this image.

(a) (b)

(c) (d)

Figure 2.20: SEM images of a transistor and circuit at various fabrication
process steps: (a) base–collector via (b) metal 1 deposition and liftoff (c) com-
pleted capacitor (d) completed interconnects with crossovers and a resistor



46 Chapter 2. Heterojunction Bipolar Transistor

2.3 HBT Measurements and Characterization

Characterization is the very first step towards construction of a simulation model. It
also enables one to ensure that nothing has gone wrong during layer growth and wafer
processing. In order to extract the transistor’s characters and figures of merit measure-
ments of three categories are carried out: DC, voltage–capacitance, and RF small signal.

2.3.1 DC Measurements

DC measurements are usually performed on large area transistors. The process of large
area devices consists of 3 masks and is much shorter than that of small area transistors
and circuits, making it an efficient manner of layer growth calibration and other exper-
iments. Obviously, all DC measurements are also taken from small area transistors for
accurate characterization.

Measurement Equipment and Setup

The system used for DC measurements of this work includes an Agilent 4155B semi-
conductor parameter analyzer (SPA) and handmade DC probes. A handmade probe is
simply a short thin gold wire (Ø 0.5 mil) soldered to a metal pin. Probes are maneuvered
by means of 3D micrometer positioners. A picture of the measurement system is shown
in figure 2.21a, and a closeup on handmade DC probes in figure 2.21b.

(a) (b)

Figure 2.21: DC measurement setup: (a) measurement system (b) handmade probes
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Measurement results are stored in text files and transferred to a PC, and then read
from files and processed by MathWorks’ MATLAB 6.5 software.

Junction Measurement

Measuring I–V curves of BC and BE junctions is an initial test that can reveal the oc-
currence of defects in a transistor. In junction measurement voltage sweeps from reverse
bias to forward bias, and the current flowing in the junction is plotted versus the voltage.
Initial glance at an I–V curve of a junction can indicate whether the junction behaves like
a diode at all or severe current leakage occurs. A typical I–V curve of PN–junction is
illustrated in figure 2.22.

Figure 2.22: I–V curve of a PN–junction (measured on BC junction of a large
area device)

As can be observed in the positive bias zone of figure 2.22, I–V curve rises expo-
nentially up to 0.5 V, then the serial resistances of the junction layers and pads become
dominant and the curve bends. In the reverse bias zone slight leakage is observable.
This leakage occurs due to mesa edge imperfections besides other reverse conductance
mechanisms. The leakage is easily diagnosed by comparing two sequential measure-
ments: mesa edge leakage is inconsistent and therefore yields different curves, whilst
bulk mechanisms result in identical curves.

Common Emitter Measurement

In common emitter measurement IB is set to constant value and VCE is swept from 0 to
sufficient positive voltage. This measurement realizes the current gain aspect of tran-
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sistor operation. For low VCE both BC and BE junctions are forward biased, hence the
transistor is in saturation mode. As VCE rises the transistor enters forward active mode
and IC is determined by the supplied IB and βF of the transistor, regardless of VCE (equa-
tion (2.9)).

The procedure mentioned above is repeated for several IB values to ensure proper
behavior under wide variety of biasing points. Moreover, increasing IB in fixed steps
should yield fixed gaps between the various curves, as demonstrated in figure 2.23.

Figure 2.23: Common emitter measurement curves (measured on a large area
device). IB varies from 0 to 200 µA in 20 µA steps

According to equation (2.9) one could expect IC curves to be straight and horizontal in
forward active mode. In practice, the curves are convex due to avalanche base–collector
breakdown. Note that Early effect is negligible in HBT thanks to the high doping level
of the base. Also changes in rc aren’t something to worry about because BC junction is a
PIN–diode with constant depletion region width. Should Early effect occur in a BJT, its
common emitter curves would bend even when no avalanche takes place.

Common Base Measurement

Common base measurement is useful for exploring avalanche base–collector breakdown,
as explained in the next section. IE, the input current, is set to constant value and IC is
plotted versus VCB. Repeating the above for several IE values yields the curves shown
in figure 2.24. Once IE and IC are known, extraction of IB and αF is apparent.



2.3. HBT Measurements and Characterization 49

Figure 2.24: Common base measurement curves (measured on a large area
device). IE varies from 0 to 10 mA in 2 mA steps

Gummel Plot Measurement

In Gummel plot measurement BC junction is shorted and VCE (= VBE) is swept over
a forward bias range (in BE junction terms). IB and IC are plotted versus VCE to learn
about how current is distributed between the base and the collector, i.e. what is βF value.
Typical Gummel plot curves are illustrated in figure 2.25.

Sheet Resistance Measurement

Sheet resistance, as well as pad and contact parameters, are extracted from transfer
length method (TLM) measurement. Rectangular pads are ordered in a straight line
with different gaps between each other. The resistance between two adjacent pads is
measured for every pair. TLM measurement and theory will be explained in detail in
section 2.3.2.

2.3.2 DC Characterization

As mentioned before, data of DC measurements is stored in text files and processed by
MATLAB. This section describes the process of DC parameter extraction and characteri-
zation of a transistor.

From junction measurements ideality factor, n, and saturation current, I0, are derived
for both BE and BC junctions. Common emitter measurement contributes turn-on volt-
age, VTO, Early voltage, VA, and βF dependency on temperature. VCEO, the value of VCB
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Figure 2.25: Gummel plot curves (measured on a large area device)

at which avalanche base–collector breakdown brings αF to be equal to 1, is derived from
common base measurement. Finally, Gummel plot measurement helps to get informa-
tion about βF, the forward current gain, and βAC, the small signal differential current
gain.

Junction Ideality Factor and Saturation Current

The I–V curve of a PN–junction consists of the following equation [2][1]:

I = I0 ·
(

e
qV

nKT − 1
)

(2.19)

where I0 is the saturation current of the junction and n is its ideality factor. Plotting ln(I)
versus V yields linear curve in the positive region of V, as the unity becomes negligible
in comparison to the exponential term:

ln(I) = ln(I0) +
qV

nKT
(2.20)

As evident in (2.20), this linear curve has a slope of q
nKT , and it intercepts the I axis at

ln(I0) (refer to figure 2.26).

Forward Current Gain

Forward current gain, βF, can be extracted either by processing common emitter mea-
surement data (dividing IC by IB) or from Gummel plot data. Gummel plot data is
processed as follows: A couple of curves are calculated from the given IC and IB data
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Figure 2.26: Extraction of I0 and n from I–V curve of a PN–junction

according to the following relationships:

βF =
IC
IB

(2.21)

βAC =
∂IC
∂IB

(2.22)

Equation (2.21) consists directly on (2.9), while (2.22) is a differential version for small
signal current gain. Since BE junction is forward biased in forward active mode, one can
assume that VBE ≈ 0.9 V (at least in small area devices). Hence, the most significant
results of βF and βAC are those of VBE = 0.9V. Refer to figure 2.27; keep in mind that in
Gummel plot measurement VCE = VBE.

Common Emitter Turn–On Voltage

The turn–on voltage, VTO, is the VCE value at which the transistor starts to conduct pos-
itive collector current (according to the notations on figure 2.3) in common emitter con-
figuration. Obviously, this can be observed in the common emitter curves, as shown in
figure 2.28.

Avalanche Breakdown Voltage

The occurrence of avalanche base–collector breakdown is evident both in common emit-
ter and common base measurements. As the avalanche is generated by the electrical
field in BC depletion region, it has nothing with Gummel plot measurement, in which
VCB = 0.
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Figure 2.27: βF and βAC curves — calculated from Gummel plot data (mea-
sured on a large area device)

Figure 2.28: VTO marked on common emitter measurement curves (measured
on a large area device)

As mentioned above, βF can be calculated from common emitter data by simply di-
viding IC by IB on every measurement point. According to equation (2.12), VCE is limited
as follows:

VCE < VCEO − 0.9V (2.23)
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to avoid IC from extremely high values. Any attempt to apply too high VCE will end
up with burnt-out transistor. Although this has great importance in practice, it doesn’t
provide much information about avalanche base–collector breakdown and VCEO.

A better method for learning avalanche breakdown is by manipulating common base
measurement data. There are two parameters that can be derived directly: αF, by divid-
ing IC by IE, and IB, by subtracting IC from IE. VCEO is defined by the value of VCB at
which αF = 1 (or M · α0 = 1), therefore the voltage at which αF curves intercept αF = 1
line is what we are looking for, as presented in figure 2.29a. In addition, one concludes
from equation (2.11) that IB curves intercept IB = 0 line at VCEO. All interceptions occur
at the same voltage because avalanche base–collector breakdown depends on VCB; this
is shown in figure 2.29b.

(a)

(b)

Figure 2.29: VCEO marked on (a) αF and (b) IB curves (measured on a large area device)
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Base Sheet Resistance and Pad Parameters

TLM is used for characterizing both base sheet resistance and emitter contact resistance.
A series of measurements is performed on Z× L-sized pads organized in a row, as illus-
trated in figure 2.30. The result is a list of the resistances measured between each pair of

Figure 2.30: TLM test fixture

adjacent pads. The total resistance between 2 pads is given by

RT = ρs
di
Z

+ 2Rc (2.24)

where ρs is the layer sheet resistance, di is the gap between the i-th pads pair, Z is the
pad’s width, and Rc is the resistance of each contact. It is apparent from (2.24) that
plotting RT versus di yields a linear curve with a slope of ρs

Z . This curve intercepts the
RT axis at 2Rc.

The current paves its way across the layer, from one pad to another. It is emitted
from the edge of the source pad facing towards the target pad. At the target side, the
current enters the pad through the very symmetric edge. Consider the route of current
in figure 2.31. The current concentrates across the edge in a LT–wide strip (Actually,
the current has an exponential concentration profile near the edge with a characteristic
length of LT). For Z ≈ W (alternatively, for Z À di) and L À LT one obtains [6]:

Rc ≈ ρs
LT
Z

(2.25)

Using (2.25) in (2.24) gives

RT = ρs
di
Z

+ 2ρs
LT
Z

(2.26)

It follows that the previously mentioned RT versus di curve intercepts the di axis at−2LT .
Figure 2.32 summarizes the extraction of ρs, Rc, and LT from a TLM curve. The trend line
presented in this figure was derived from the measured TLM data by means of linear
regression.
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Figure 2.31: Current route in TLM measurement

Figure 2.32: Extraction of sheet resistance, contact resistance, and transfer
length from a TLM curve (measured with Z = 100 µm, L = 70 µm)

Sheet resistance, ρs, has great importance for the base resistance, rb, but not for the
emitter as the current flows in the emitter vertically; contact resistance, Rc, is crucial both
for the emitter and for the base; and LT , the transfer length, is a critical parameter in the
design of the base contact. Note that the emitter contact resistance is given by

RE,contact = LTZ
Rc

A
(2.27)

where A is the area of the emitter contact, and LTZ · Rc is the pad resistance, usually
denoted by Rpad.
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2.3.3 Voltage–Capacitance Measurement and Characterization

The voltage–capacitance measurement (also referred to as C–V measurements) is essen-
tial for analyzing doping concentration profile and estimating the capacitance of a small
area device for its simulation model. Knowing the doping concentration profile is essen-
tial for layer growth control and it provides useful information about which voltage is
required for depleting the entire collector and achieving minimal CBC.

Measurement Equipment and Setup

The C–V measurement system consists of a Hewlett Packard 4280A C–V Plotter and a
PC, connected to each other by means of GPIB interface. The measured PN–junction
is probed by handmade probes (just like the ones used for DC measurements). All HP
4280A operations and data acquisition are done remotely from the PC using a dedicated
program written in MATLAB. This program takes advantage of the MATLAB capabilities
to provide GUI and handle GPIB connection (The program will be described in detail in
appendix A). Acquired data is saved in text files and processed by MATLAB. A picture
of the measurement system is shown in figure 2.33.

C–V Measurement

In C–V measurement bias is applied to a junction and capacitance is measured. The
instrument applies 1 MHz small signal voltage to the tested device and reads the mag-
nitude and phase of the current generated by this signal. Then the instrument derives
the capacitance and conductivity between its probes from the imaginary and real parts
of the current, correspondingly. Due to the unavoidable series resistance, the accuracy

Figure 2.33: C–V measurement system
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of this measurement is limited by the conductivity parallel to the capacitance. Low con-
ductance is essential for precise results. Hence, PN–junction measurement yields reliable
results only when the junction is reverse biased.

PN–junctions are usually measured over a range of voltages. Voltage is swept by the
HP 4280A instrument and capacitance and conductivity are measured and saved in text
files. This results the curve shown in figure 2.34a. In addition, the conductance G is
compared to the imaginary admittance jωC to ensure dependable results. Admittance
ratio is shown in figure 2.34b and is expected to be ¿ 1.

(a)

(b)

Figure 2.34: (a) C–V curve and (b) admittance ratio (measured on a large area device)

Extraction of Collector Doping Profile

C–V measurement is a powerful tool to investigate PN–junctions. It enables one to know
what voltage is required for achieving specific capacitance. Furthermore, the doping
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profile can be extracted from the data for better layer growth control. Firstly, junction
width d as a function of applied voltage V should be calculated. This is done by using
the following equality [2]:

d(V) = ε0εr
A

C(V)
(2.28)

where ε0 is the vacuum dielectric coefficient, εr is the semiconductor dielectric coeffi-
cient, and A is the junction area. Now that junction width is known doping profile at the
lower doped side of the junction is given by [2]

Nd(V) =
2

A2ε0εrq ·
∂

(
1

C2(V)

)

∂V

(2.29)

Nd in (2.29) is the donor concentration at the lower doping side. Since in NPN-HBT the
base has the highest doping level, only collector and emitter doping profiles can be ex-
tracted — and both are n-type semiconductors. BC junction is a one-sided junction, hence
d also represents position along the collector (where d = 0 is the metallurgic junction). A
doping profile curve derived from C–V measurement data is shown in figure 2.35. This
curve was measured on BC junction of a large area transistor and was used for layer
growth calibration.

Figure 2.35: Doping profile of a one-sided PN–junction (measured on a large
area device)

2.3.4 RF Measurements

RF measurements test transistor behavior in the frequency domain. Transistor biasing
point is set to a desired value prior to the measurement, and then measurement is car-
ried out. RF measurement results, together with DC and C–V results, provide sufficient
information for constructing a simulation model of a transistor. Measurement procedure
is detailed below.
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Measurement Equipment and Setup

Measurement system consists of Hewlett Packard 8722C network analyzer, Karl Suss
probe station, Picoprobe 40A-GSG-150-P RF probes, and Picoprobe CS-5 calibration sub-
strate. This comes up to the system shown in figure 2.36.

Figure 2.36: RF measurement system

S–Parameter Measurement

For RF measurement purposes transistor is referred to as a two-port network. It is con-
nected in common emitter configuration, forming the network illustrated in figure 2.37.
The network analyzer measures the scattering matrix (S–parameters) of the two-port net-
work over a range of frequencies. When measurement has finished data is acquired to a
PC via GPIB connection and stored in a text file.

The transistor is biased by means of either DC power supplies or SPA’s outputs, set-

Figure 2.37: Transistor as a two-port network in common emitter configuration
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ting IB and VCE to the desired biasing point. DC is fed through the internal bias tees of
the HP 8722C network analyzer.

Prevalently a set of S–parameter measurements at different biasing points is neces-
sary. This is also done by controlling the entire measurement system by a PC, using
MATLAB or National Instruments’ LabView software.
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2.4 Extraction of HBT Small Signal Model

Small signal model is extracted from the S–parameter data for each individual biasing
point. The model used for extraction in this work is the T model [7], whose components
have been described previously (in section 2.1.2. See also figure 2.7b). A full T model
is shown in figure 2.38 in common emitter orientation. The extraction process begins

Figure 2.38: Small signal T model of a HBT

with the parasitic capacitances and inductances of the probing pads. Once these are
known they are peeled off the data so that only the transistor’s S–parameters remain.
Then the collector, emitter, and base elements are extracted. Next step is the extraction of
the forward transit time, τD, current gain cutoff frequency, fT , and Mason’s power gain
cutoff frequency, fMAX . The entire extraction process is detailed below step by step.

2.4.1 Extraction and Peeling of Parasitic Pad Elements

In order to be able to measure a transistor, it has to be surrounded with pads. The
pads, made of metal 1 layer, are designed to have a characteristic impedance of 50 Ω
to avoid reflections from the measurement system (these subjects will be discussed later
in chapter 5). The pads can be modelled as a set of shunt capacitors and serial inductors
lumped in with the transistor in the two-port network measured by the network ana-
lyzer. Figure 2.39 shows the equivalent circuit of the pads. As S–parameter measurement
includes the pad effect, it should be eliminated from the data. For this purpose two ad-
ditional test fixtures are fabricated on the wafer — open and through fixtures — which are
geometrically similar to the pads attached to the transistor (figure 2.40). S–parameters
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Figure 2.39: A HBT with pad parasitic components lumped in a two-port network

(a) (b) (c)

Figure 2.40: Layout of (a) HBT probing pads (b) open test fixture (c) through
test fixture

measured on those fixtures provide enough information to derive 5 out of the 6 parasitic
elements.

The through fixture pads can be modelled as two shunt capacitors (CpBE and CpCE)
and a serial inductor (Lthru). Using its S–parameters and converting them to Y–parameters,
it can be shown that [8]:

Lthru = − 1
ω
· Im

(
1

Y21

)
(2.30)

CpBE =
1
ω
· Im (Y11 + Y21) (2.31)

CpCE =
1
ω
· Im (Y22 + Y12) (2.32)

The similarity between the test fixture and transistor’s pads yields the following equality:

Lthru = Lb + Lc (2.33)
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where the ratio between Lb and Lc can be derived from the geometrical shape of the con-
tacts. For the transistors and pads used in this work assuming that Lb ≈ Lc is adequate.

The model of the open fixture includes only capacitors — CpBE, CpCE and CpBC. Since
the shunt capacitances are known, the latter is given by either

CpBC =
1
ω
· Im (Y11)− CpBE (2.34)

or

CpBC =
1
ω
· Im (Y22)− CpCE (2.35)

Actual measurements show that CpBC has a very low value and can be neglected in most
cases. Typical values are 25 fF for CpBE and CpCE, and 3 fF for CpBC.

Now that capacitor values are known, they can be peeled off the two-port network
data by using the following relations (yet neglecting CpBC):

y11 = Y11 − jωCpBE (2.36)

y12 = Y12 (2.37)

y21 = Y21 (2.38)

y22 = Y22 − jωCpCE (2.39)

ynn denote the Y–parameters of the two-port network after peeling.

2.4.2 Extraction of Collector Elements

From now on the extraction procedure follows the work of S. J. Spiegel et al [9]. CBC and
rb are assumed to be lumped rather that distributed elements to keep the model as simple
as possible. In addition, Lb and Lc values are known at this level, thus no optimization
is necessary (contrary to [9]). The extraction procedure makes use of the Z–parameter
representation so Y–parameters are converted to Z.

CBC is extracted from the flat zone of the graph of the following expression:

CBC = − 1
ω
· 1

Im (z22 − z21)
(2.40)

At low frequencies a capacitor acts as an open circuit which results in an inaccurate
noisy extraction. As frequency increases the graph converges to the measured capaci-
tance value and becomes “flat”, then at high frequencies inductive elements get into the
picture (see figure 2.41). rc cannot be extracted and is thus estimated to be 2.5 Ω — a neg-
ligible resistor for most circuits. Since Early effect doesn’t occur in HBTs we assume that
rout −→ ∞. A value of 30 kΩ can be considered as an open circuit for most simulation
purposes.
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Figure 2.41: Extraction of CBC

2.4.3 Extraction of Emitter Elements

Emitter elements include Le, re, ree, and CBE. Le is extracted from the flat zone of the
graph of the following expression:

Le =
1
ω
· Im (z12) (2.41)

Here the flat zone exists at high frequencies, where capacitive influences become negli-
gible (refer to figure 2.42a). The total emitter resistance, re + ree, is derived by using the
following equality:

re + ree = Re (z12) (2.42)

This curve is flat at low frequencies. At high frequencies the inductive elements domi-
nate z12, as illustrated in figure 2.42b. The above result can be separated into re and ree

by simply evaluating re using

re =
qIE
KT

(2.43)

The last element, CBE, is estimated according to the junction width and area.

2.4.4 Extraction of Base Resistance

As evident in figure 2.38, rb is the sole element existing in the base part of the T model.
Base resistance has great importance in governing transistor AC performance in common
emitter configuration, because it is connected in serial to a Miller capacitor (this issue will
be discussed in detail in chapter 4). The fact that rb is connected to a high value element
(Miller capacitance) results in a noisy extraction, as evident in figure 2.42c. However, the
resistance is given by:

rb = Re (z11 − z12) (2.44)
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(a)

(b)

(c)

Figure 2.42: Extraction of (a) Le (b) re + ree (c) rb
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Because of the large capacitance involved in this extraction, as well as the inductances,
the graph of rb versus frequency is flat in the intermediate frequencies.

2.4.5 Extraction of Forward Transit Time

In terms of T model, the forward transit time, τD, is hidden in the collector current source.
It can be expressed by either a pole or phase element in α(ω), namely

α(ω) =
(

α0 · ejωτD
)

(2.45)

The transit time itself is given by

τD = − 1
ω
· Im

(
z12 − z21

z22 − z21

)
− (reCBE + rcCBC) (2.46)

Also here extraction is valid in the intermediate frequencies, as shown in figure 2.43. It
should be noted that the term rcCBC in (2.46) is based on the estimation of rc. However,
the term reCBE usually dominates the right parenthesis.

Figure 2.43: Extraction of τD

2.4.6 Extraction of Current Gain Cutoff Frequency

At this level pad inductances are peeled off the two-port parameters as follows:

Z11 = z11 − jω(Le + Lb) (2.47)

Z12 = z12 − jωLe (2.48)

Z21 = z21 − jωLe (2.49)

Z22 = z22 − jω(Le + Lc) (2.50)
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Then Z–parameters are converted to h–parameters. Current gain is given by h21, and the
current gain cutoff frequency, fT , is the frequency at which h21 becomes unity. fT is usu-
ally higher than measurement limits, so it can be evaluated by either extrapolating h21 in
a –20 dB/dec slope or by fitting a single-pole function to the measured data. Figure 2.44
demonstrates these two fashions of fT extraction.

Figure 2.44: Extraction of fT

The result obtained from measured data can be compared with the theoretical value
of fT , which is [9]

fT =
1

2π [τD + reCBE + (re + ree + rc) CBC]
(2.51)

Measured and calculated values must agree to ensure proper extraction of the small
signal elements.

2.4.7 Extraction of Mason’s Power Gain Cutoff Frequency

A transistor, when connected in a certain configuration that includes a matching network
that meets some specific requirements [10], has a unilateral power gain given by [10]

U =
|Z12 − Z21|

4 (Re (Z11) · Re (Z22)− Re (Z12) · Re (Z21))
(2.52)

where U is known as Mason’s unilateral power gain. The frequency at which U equals
to unity has several practical meanings [11], such as maximum frequency of activity or
oscillation. This frequency is denoted by fMAX , and it can be evaluated by the following
expression [5]:

fMAX =
fT

8π · rbCBC
(2.53)
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Consider the transistor illustrated in figure 2.39. The elements describing the pads amount
to a network that meets all Mason’s requirements for a matching network. This means
that U is peeling independent, i.e. U can be extracted from the two-port parameters
either before or after peeling the pad parasitics.

Also here, fMAX is usually higher than measurement limits, and it’s evaluated by
both extrapolating U in a –20 dB/dec slope and fitting a dual-pole function to the mea-
sured data, as shown in figure 2.45. Note that U is in power units, therefore the decibels
should be calculated appropriately.

Figure 2.45: Extraction of fMAX

2.4.8 Actual Extracted Parameters

Two different wafers, from which transistors and circuits have been fabricated, were
used for this work. The wafers differ in collector width, where 6000 and 8000 Å were
grown. All other layers are identical in both wafers. Table 2.3 summarizes the parameters
extracted from measurements of transistors from these wafers.
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Parameter Parameter 6000 Å Collector 8000 Å Collector
Description Wafer Wafer

β0 Low frequency 31 27
current gain

ne BE junction 1.22 1.54
ideality factor

nc BC junction 1.71 1.64
ideality factor

IES BE junction 2.09 [fA] 15.5 [fA]
saturation current

ICS BC junction 1490 [pA] 703 [pA]
saturation current

τD Device forward 1.3 [psec] 1.6 [psec]
transit time

ree Emitter external 3.0 [Ω] 3.0 [Ω]
resistance

rb Base 3.0 [Ω] 3.0 [Ω]
resistance

rc Collector external 2.5 [Ω] 2.5 [Ω]
resistance

CBE BE junction 29 [fF] 29 [fF]
capacitance

CBC BC junction 20 [fF] 17 [fF]
capacitance

VCEO Avalanche 4.8 [V] 6.2 [V]
breakdown voltage

Table 2.3: HBT extracted parameters

.
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2.5 Construction of HBT VBIC Model

When both DC and RF measurements are done construction of a simulation model is
obtainable. The VBIC model, widely used in many circuit CAD softwares, is the model
utilized in this work in a simplified guise, which is adequate for small signal simulations
with some limitations. The guideline of the model construction is to keep it as simple and
comprehensible as possible, leaving no empirical parameters for numerical parameter
fitting.

In order to derive VBIC parameters, the BJT model development is outlined from the
pioneering Ebers–Moll model, through Gummel–Poon model, up to VBIC model.

2.5.1 Basic Ebers–Moll Model

Two versions of Ebers–Moll (EM) model are available: injection and transport version.
The former is intuitive and provides the simplest illustration of transistor operation,
whereas the latter facilitates the inclusion of large signal phenomena in the model.

Injection Version

This model is based on injection of charge carriers from the emitter to the base, and
the forward current transmission coefficient, αF. Due to the possibility to connect the
transistor in an opposite direction — in which the collector acts as an emitter, and vice
versa — the model is symmetric yet employing different parameters for reverse mode
(such as αR and rcr). The following figure depicts this model.

Figure 2.46: Ebers–Moll model (injection version)
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The resistors re and rcr model the differential resistances of BE and BC junctions,
respectively. In large signal terms they behave like PN–junctions according to their I–V
curves. Additional equations are required to complete the model, known as the Ebers–
Moll equations [12]:

IF = IES · e
(

qVBE
KT −1

)
(2.54)

IR = ICS · e
(

qVBC
KT −1

)
(2.55)

IE = IF − αR IR (2.56)

IC = −IR + αF IF (2.57)

IB = (1− αF)IF + (1− αR)IR (2.58)

where IES and ICS are BE and BC junction saturation currents, respectively.
This model is easy to realize and includes basic large signal behavior. However, it

lacks modeling of Early effect, Kirk effect, avalanche breakdown, and transistor heating.

Transport Version

Taking advantage of the reciprocity property of the model, the following equation can
be written [12]:

αF IES = αR ICS , IS (2.59)

where IS is the entire transistor saturation current. Using some network theorems we
obtain the model illustrated in figure 2.47. The Ebers–Moll equations ((2.54) — (2.58))

Figure 2.47: Ebers–Moll model (transport version)
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should now be rewritten as follows:

ICC = IS · e
(

qVBE
KT −1

)
(2.60)

IEC = IS · e
(

qVBC
KT −1

)
(2.61)

ICT = ICC − IEC (2.62)

IE = −ICT − ICC
βF

(2.63)

IC = ICT − IEC
βR

(2.64)

IB =
ICC
βF

+
IEC
βR

(2.65)

In this form of the model Early effect can be added to the model by modifying equations
(2.62) and (2.65) and using an additional parameter, VA, that denotes Early voltage (VA

is the voltage at which all extrapolated common emitter curves, in forward active mode,
intercept the IC = 0 axis) [12]. Yet Kirk effect, avalanche breakdown, and heating are not
modeled.

2.5.2 Basic Gummel–Poon Model

The original Gummel–Poon (GP) model comprises three additional phenomena over EM
model:

• Recombination in the space charge region or other effects that affect current gain

• Modeling of Early effect

• Strong injection in BE junction

The last two phenomena are irrelevant for HBT. In order to incorporate these changes
each diode is split into two diodes — one models the normal operation of the transistor
(re in figure 2.48), and the other models other currents that don’t contribute to current
gain, such as recombination in the depletion regions (rES in figure 2.48). The equations of
IS and transistor currents are modified as well to reflect the behavior under all regimes.
Contrary to EM model, GP equations are derived from electric charge starting point,
instead of EM’s current approach.

In an improved version of GP model BC junction is modeled by two parallel junc-
tions: external and internal junction. This division is intended for modeling the distrib-
uted nature of the junction. A current source is connected in parallel to each portion of
BC junction to model avalanche breakdown effect (Iavch). All of the changes amount to
the topology shown in figure 2.48 (see [12], [13]).

2.5.3 VBIC Parameters for Constructing Simple Model

The vertical bipolar inter-company (VBIC) model has been developed in the mid 90’s
in order to overcome several limitations and drawbacks of GP model. The idea was to
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Figure 2.48: Gummel–Poon model

stay as close to GP model as possible and therefore make only the necessary changes in
the model [14]. VBIC model provides modeling of many phenomena, of which some
are exclusive to silicon BJT technology and irrelevant to the InP technology of this work.
From an InP-based HBT viewpoint, the most important phenomena modeled by VBIC
are Kirk effect, improved avalanche breakdown modeling, and temperature dependence
(including self heating). Besides GP model, VBIC model includes an additional substrate
parasitic transistor and another heating modeling sub-circuit. Although comprehensive
modifications were applied to all equations, electric charge approach has still been re-
tained.

The construction of VBIC model in this work was targeted towards a simple one-to-
one correspondence to the measured small signal model elements. For this reason BC
junction hasn’t been split to internal and external junctions, low current and avalanche
breakdown effects have been ignored, as well as Kirk effect and temperature variations.
These approximations have proved to be precise enough — well below process toler-
ances — for circuit simulation. Moreover, decent circuit design must not depend on sen-
sitive parameters. As a consequence, only basic parameters were set to meaningful val-
ues whereas all the others were reset to ineffective defaults. Being of prime importance,
the values substituted in the effective VBIC parameters are listed in table 2.4 (according
to [15]). Note that measured parameter nomenclature coincides with that of table 2.3.
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VBIC Value calculated from Parameter Description [16]
Parameter measured parameters

RCX rc extrinsic collector resistance
RCI 0 intrinsic collector resistance
RBX rb extrinsic base resistance
RBI 0 intrinsic base resistance
RE ree emitter resistance
IS IES · α0 transport saturation current
NF ne forward emission coefficient
NR nc reverse emission coefficient
CJE CBE base–emitter zero-bias junction capacitance
CJC CBC base–collector zero-bias capacitance
IBEI IS

β0
ideal base–emitter saturation current

NEI ne ideal base–emitter emission coefficient
IBCN ICS non-ideal base–collector saturation current
NCN nc non-ideal base–collector emission coefficient
TF τD forward transit time

Table 2.4: Conversion of measured parameters to VBIC parameters

2.5.4 VBIC Model Validation

When VBIC model is constructed it’s essential to verify it and ensure that parameters
have been extracted correctly. The validation sequence is described hereinafter, followed
by descriptions of the simulation environment and results.

Validation Program

Since the model constructed in this work is minimal and intended for small signal sim-
ulations, the VBIC model’s S–parameters are compared to the measured S–parameters
in various biasing points. Biasing point range extends over all important points — from
collector currents as small as 1 mA to large currents that launch Kirk effect; and from the
smallest VCE that still retains forward active mode to large voltages just before avalanche
breakdown and transistor burnout.

The model is simulated in Agilent’s Advanced Design System (ADS) 2003A by using
its S–parameter simulation tool. Biasing point is set manually for each test, and then
S–parameter simulation is invoked.
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Simulation Circuit

The simulation circuit includes a transistor with the extracted VBIC model, and a cir-
cuit that represents the small signal model of the biasing point under test. Both are
surrounded by the pad parasitic elements extracted from the test fixture measurements.
Each is simulated by S–parameter simulation, and results are compared to the measured
S–parameters.

Figure 2.49 shows the schematic of the simulation circuit in ADS. The upper circuit
simulates the small signal model, and the lower circuit simulates a transistor with the
constructed VBIC model. Another module, evident in the left side of figure 2.49, loads
the measured S–parameter file for comparison purposes.

Figure 2.49: ADS simulation circuit for VBIC model verification

Validation Results

The results obtained from the comparison simulations are presented in graphs, as can
be seen in figure 2.50. Measured data is displayed in gray stars, and simulated data of
the VBIC model in solid black line. Both real and imaginary parts of each parameter are
displayed. A comparison between the S–parameters of the VBIC model and the small
signal model , not presented here, shows negligible differences.
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The magnitude and phase of each parameter are compared by calculating an error
function — the ratio between measured and simulated data in the case of magnitude,
and difference in the case of phase. Model is adjusted to keep the magnitude error below
1 dB and phase error below 8 degrees in all biasing points.

During model validation we have noticed that for an unknown reason VBIC model
does not take into account NEI, the ideal base–emitter emission coefficient, in the calcu-
lation of re. This is in contrast to GP model.

Figure 2.50: Comparison between simulated and measured S–parameters
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2.6 Noise in HBT

The aim of this section is to provide a short description of noise types and their impact on
transistor noise performance. The equations presented here are for reference in the next
chapters, but they are mentioned here due to their direct connection with the elements
of the HBT model. A treatment of circuit noise performance is available in chapter 4.

2.6.1 Types of noise

Electrical noise is a consequence of the fact that electrical charge, as well as electrical
current, consists of discrete charge carriers rather than continues charge. The differences
in the behavior of each particular charge carrier result in fluctuations in the electrical
current which are translated to random noise current or voltage.

Shot Noise

Shot noise is a result of DC current flowing through a PN–junction. Every charge carrier
has a probability to pass across the junction determined by its energy and direction of
velocity. The average square-current resulted by this noise mechanism is [1]

i2sn = 2qID∆ f (2.66)

where q is the electron’s electric charge, ID is the DC current of the diode, and ∆ f is the
bandwidth of interest. It can also be expressed as a noise-current spectral density,

i2sn
∆ f

= 2qID (2.67)

which is independent of frequency. The total diode current has therefore a normal dis-
tribution function with a Gaussian around ID and standard deviation of

σ =
√

i2sn =
√

2qID∆ f (2.68)

The noise is modeled as a current source connected in parallel to the diode. Note that
shot noise degrades significantly at frequencies of the order of 1

τD
, where τD is the junc-

tion transit time.

Flicker Noise (1/f Noise)

The source of flicker noise is not well known. Some of the possible explanations are
contaminations and crystal defects that create traps for charge carriers. Carriers are ran-
domly trapped in and released from these traps, resulting in a noise current that is given
by [1]

i2f n = K f Ia
D

∆ f
f

(2.69)
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where K f is an empirical constant unique for a particular device, ID is the DC current
flowing in the device, a is a an empirical constant (0.5 ≤ a ≤ 2), and ∆ f is a small
bandwidth around f . Flicker noise’s distribution is usually non-Gaussian.

Due to its inverse proportion to f flicker noise is so-called 1/f noise.

Johnson Noise (Thermal Noise)

Johnson noise, also referred to as thermal noise, is generated by the thermal motions of
charge carriers in every resistor. This noise mechanism can be represented by a voltage
source in series to the resistor, in which [1]

v2
tn = 4KTR∆ f (2.70)

or by a shunt current source,

i2tn = 4KT
1
R

∆ f (2.71)

where R is the resistor’s resistance. Like in shot noise, thermal noise is frequency in-
dependent, but is linear with temperature. In addition, current distribution is Gaussian
with standard deviation of

σ =
√

i2tn =

√
4KT

1
R

∆ f (2.72)

similarly to shot noise.

Burst Noise

The origin of burst noise is not fully recognized. The noise itself appears as a square wave
current in several frequencies. It is strong in low frequencies up to a knee frequency, fb,
as can be seen in the following expression [1]:

i2bn = Kb Ib
D ·

∆ f

1 +
(

f
fb

)2 (2.73)

where Kb, b, and fb are empirical elements, and ID is the DC current flowing in the
device. The constant b satisfies 0.5 ≤ b ≤ 2.

Avalanche Noise

When avalanche occurs in a PN–junction the random creation of electron–hole pairs gen-
erates noise of a similar quality to shot noise. Since high energy is involved in the process
of electron–hole generation, the noise is significantly stronger than shot noise. Further-
more, the noise is amplified by the avalanche mechanism, making it even stronger.

It is difficult to predict avalanche noise, and it doesn’t behave in a Gaussian manner.
The only recommendation is to avoid it.
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Summary

All noise types mentioned above are summarized in table 2.5.

2.6.2 Noise Mechanisms in HBT

Being constructed from two PN–junctions, and modeled as a bundle of passive and ac-
tive elements, the HBT has its own noise behavior. Hence, PN–junction noise is discussed
firstly, followed by a the noise model the represents the noise mechanisms in a HBT.

Noise in PN–Junction

The main noise mechanisms that exist in a PN–junction are shot and flicker noise, which
can be represented by a single shunt current source. In actual diode the serial resistances
of the contacts, rc, add thermal noise source to the diode (this noise is represented by a
serial voltage source). These two sources form the equivalent circuit shown in figure 2.51,
where the values of the noise sources are given by [1][17]

v2 = 4KTrc∆ f (2.74)

i2 = 2qID∆ f + K f Ia
D

∆ f
f

(2.75)

Noise Origin Expression DC Current Frequency Amplitude
Type Dependence Dependence Distribution

Shot PN–junction i2sn = 2qID∆ f ID none Gaussian

Flicker semiconductor i2f n = K f Ia
D

∆ f
f Ia

D
1
f non-Gaussian

(1/f) Imperfections

Johnson resistor i2tn = 4KT 1
R ∆ f none none Gaussian

(Thermal)

Burst unknown i2bn = Kb Ib
D · ∆ f

1+
(

f
fb

)2 Ib
D

1

1+
(

f
fb

)2 non-Gaussian

Avalanche PN–junction (unpredictable) strong (random non-Gaussian
avalanche dependence spikes)

Table 2.5: Summary of noise types
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Note that rd doesn’t contribute any noise since it’s a synthetic resistor for modeling pur-
poses only.

Figure 2.51: Small signal equivalent circuit of a PN–junction with noise
sources. rd = KT

qID
is the differential resistance of the diode

Noise in HBT

The intrinsic noise sources of a HBT are as follows [1][17]:

1. Shot noise due to the flow of current through BC junction

2. Shot noise due to the flow of current through BE junction

3. Flicker noise due to recombination in the transistor — mostly in the emitter [18]

4. Burst noise due to traps of a certain type [1]

5. Thermal noise due to contact resistors — mainly rb

Shot noise in BC junction (No.1) can be represented by a current source placed between
the collector and emitter terminals. Its value is given by [1]

i2c = 2qIC∆ f (2.76)

Base noise current consists of BE junction shot noise (No.2), flicker noise (No.3), and
burst noise (No.4). They all can be lumped in a single current source of [1]

i2b = 2qIB∆ f + K f Ia
B

∆ f
f

+ Kb Ib
B ·

∆ f

1 +
(

f
fb

)2 (2.77)

connected between the base and emitter terminals. Finally, the noise originated by the
base resistance rb (No.5) is modeled by a voltage source that equals to the thermal noise
generated by this resistance [1]:

v2
b = 4KTrb∆ f (2.78)
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The resistors re and rout do not generate any noise because they are synthetic resistors
intended for modeling.

The noise mechanisms described here form the model depicted in figure 2.52.

Figure 2.52: Noise sources in HBT

The model of noise presented above is also known as Fukui model. Its main advan-
tages over other models are the absence of correlation between the different noise sources
and the ability to adapt the model to more complex versions of transistor model [19][20].
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Chapter 3

Photodiode

Optical communication receivers comprise an element that converts an optical signal to
electrical current or voltage. The device used for this intention in this work is the photo-
diode (PD) — which is the subject of this chapter. The chapter begins with an overview
on the physics of PD. Then comes a full description of the PD fabrication process and
the measurements and characterization concerned with PD, including the extraction of
a small signal model. Noise mechanisms that reside in a PD are the last topic discussed
in the chapter.
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3.1 Photodiode Physical Characteristics

The physics of PD has great importance to the design of the diode itself and the entire
circuit neighboring it. This section overviews the basic principles and limitations of the
PD. Both DC and AC characteristics are discussed to cover all aspects of operation. In the
forthcoming chapters these principles will be referred to in the context of optoelectronic
integration.

3.1.1 DC Characteristics

DC characteristics include the physics of detection and the conversion of an optical signal
to electrical one, and definitions of parameters that characterize a detector. These subjects
are detailed hereinafter.

Physics of Normal Operation

Photodiode is a reverse biased PN–junction. Photons generate electron–hole pairs in
its depletion region. The generated charge carriers drift due to the electric field in the
depletion region to the neutral regions of the diode. Since holes and electrons are of
opposite charge they drift towards opposite sides of the depletion region. In terms of
electrical currents, their currents sum up to a total photo current that can be measured at
the diode’s nodes [1][2]. As light is absorbed also in the neutral regions, generation takes
place also there. Electron–hole pairs generated in the neutral regions, far away from
the junction, recombine before arriving the junction and don’t contribute to the photo
current. However, charge carriers generated within a diffusion length from the junction,
diffuse to the junction and add up to the total photo current [1]. The entire process of
absorbing an incident photon, the following generation of electron–hole pair, and their
drift to the neutral regions — is illustrated in figure 3.1.

As will be explained below, the wider the depletion region the more efficient the pho-
todiode is. For this reason photodiodes are usually implemented by PIN–diodes with
wide depletion region and narrow neutral regions [1]. This improves their responsivity
and frequency performance, to be elucidated hereinafter.

Quantum Efficiency and Responsivity

Incident optical power, Popt, consists of photon flux. The incident photon flux density
(per unit area) is given by [2]

φopt =
Popt

A · hc
λ

(3.1)

where A is the detection area of the photodiode, h is Planck’s constant, c is the speed of
light, and λ is the wavelength of the light. Let us assume that the light is incident from
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Figure 3.1: Process of photon detection by a photodiode. Photon is marked
by wavy arrow, electron by black circle, and hole by white circle.

the top side of the photodiode. The photon flux density that actually penetrates the PD
and absorbed in it is

φ0 = φopt · (1− Rtop) (3.2)

where Rtop is the reflectivity of the top surface of the PD. Light is absorbed in an expo-
nential profile decaying from the top surface downwards with a coefficient denoted by
α. Hence, the electron–hole pair generation rate in the PD is [1][2]

G(x) = φ0 · αe−αx (3.3)

where x is the offset from the top surface into the PD bulk.
It can be concluded from (3.3) that for high PD efficiency, i.e. for exploiting as much

photons for detection as possible, the PD should be thick enough to include most of
the exponential absorption profile. For this reason PIN–diode structure is commonly
used, allowing one to engineer the thickness of the depletion region. A cross-section that
illustrates the structure of a top-illuminated PD is shown in figure 3.2.

The external quantum efficiency of a photodiode measures the ratio between the
number of incident photons and the number of photons that actually generate current
that is measurable at the PD nodes. It is given by [2]

η =
hc
λ
· IPD

qPopt
(3.4)

where IPD is the lighting current measured at the PD nodes. Usually the responsivity of a
PD is of interest. The responsivity is defined as

< =
IPD
Popt

(3.5)
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Figure 3.2: Cross-section of a top-illuminated photodiode

Combining (3.4) and (3.5) gives a useful equation:

< = η · q
λ

hc
(3.6)

Equation (3.6) enables one to derive the quantum efficiency, η, by means of simple mea-
surement of <.

3.1.2 AC Characteristics

Photodiodes are prevalently used for the detection of rapidly changing signals such as
digital communications. Such signals pose a demand on the PD to be able to cope with
high frequency signals, i.e. to detect them with no attenuation. The PD junction capac-
itance, together with the load resistance, set one limitation to the PD frequency perfor-
mance. Another restriction is originated by the transit time of charge carriers in the
junction. These two phenomena, together with the generation mechanism of the PD,
construct a small signal model of a PD.

Diode Capacitance and Resistances

As mentioned above, a PD is always held under reverse bias conditions to keep the
detection current the largest current that flows in the PD. As a consequence, the capac-
itance of a PD is its junction capacitance. In the PD depicted in figure 3.2, the area that
contributes to the capacitance is determined by the smaller of the p+ and the intrinsic
layers. Evidently, the junction width, which is equal to the intrinsic layer thickness, also
determines the capacitance, obtaining

Cj = ε0εr ·
Aj

WPD
(3.7)



3.1. Photodiode Physical Characteristics 89

where Aj is the junction area, and WPD is its width. In addition, leakage in the junction
may change the current flowing in the PD. This can be modeled by means of a resis-
tor connected in parallel to the photo generation element, denoted by rout. Finally, the
resistance of the diode contacts are modeled by a serial resistor, denoted by rcontact.

Transit Time

The time it takes for generated charge carriers to arrive their target contact is an intrinsic
limit for the bandwidth of the PD. Once generated in the depletion region, electron and
holes drift by the electric field to the contacts. In most cases, the electrons’ velocity is
significantly greater than the holes’ velocity. Therefore, it is preferable to illuminate the
PD from the p-layer side, so that most of the generated holes are close to their target
contact, and have shorter distance to travel [3]. In addition, the following should be
noted: The diffusion mechanism is significantly slower than drift in the depletion region.
Consequently, only generation in the depletion region is desired, which is achieved by
the wide PIN structure. Large bandgap n contact avoid generation in the neutral regions.

To calculate the frequency response due to transit time one assumes that the optical
signal applied to the PD is of the form φ0

(
1 + ejωt). Solving the continuity and the

current density equations with the above assumptions yields a current density of [2]

J(ω) = qφ0αWPD


 e−αWPD − 1

αWPD
(
αWPD − jωth

tr
) +

e−αWPD
(

ejωth
tr − 1

)

jωth
tr

(
αWPD − jωth

tr
)



− qφ0αWPD

[
e−αWPD − 1

αWPD (αWPD + jωte
tr)

+
ejωte

tr − 1
jωte

tr (αWPD + jωte
tr)

]
(3.8)

where th
tr and te

tr are the hole and electron transit time, respectively. The transit times
are calculated by simply dividing WPD by the saturation velocities. The pole caused by
transit time can be found by plotting |J(ω)| and extracting the frequency at which the
current density degrades by 3 dB. This frequency is usually referred to as –3dB bandwidth.

The –3dB bandwidth due to transit time can be approximated by a more simple ex-
pression [3]:

f−3dB ≈
K

2π
· vh

sat
WPD

(3.9)

where vh
sat is the hole saturation velocity and K is an empirical constant. Since the PDs

of this work are made of GaInAs, the calculations of the –3dB bandwidth due to transit
time are based on the parameters detailed in table 3.1. It should be noted that [3] assumes
that the electrons’ velocity is at least 2 times greater than the holes’ velocity, and thus
concludes that K = 5.2. In GaInAs the velocities are relatively close to each other, and a
curve fitting is required to determine K.

The results of these calculations show that a 8000 Å junction has transit time of 4 psec,
and 6000 Å yield 2.9 psec. The –3dB bandwidth versus junction width is illustrated in
figure 3.3, and as can be observed, (3.8) and (3.9) yield very close results.
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Parameter Description Value Reference

vsat Electron saturation velocity 7 · 106 [ cm
sec

]
[4], [5]

vh
sat Hole saturation velocity 4.9 · 106 [ cm

sec
]

[6], [5]
α Absorption coefficient 0.68

[
µm−1] [7]

K Constant of (3.9) 4.14 (curve fitting)

Table 3.1: Physical properties of GaInAs and parameters used for calculating
the –3dB bandwidth of a photodiode

Figure 3.3: GaInAs Photodiode –3dB frequency due to transit time versus
junction width. Calculated both according to Bhattacharya [2] and Das [3],
i.e. (3.8) and (3.9), respectively

Small Signal Model

The phenomena and elements mentioned above sum up to the small signal model shown
in figure 3.4. The generation current is represented by a current source, iPD, and the
charge carrier transit time is modeled by the frequency dependence of iPD, namely

iPD(ω) = iPD(Popt,<) · 1
1 + jωτPD

(3.10)

where τPD is the effective transit time in the PD derived from the –3dB frequency, and
iPD(Popt,<) is the small signal current generated in the depletion region, according to
the incident optical power and the diode’s responsivity.
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Figure 3.4: Small signal model of a photodiode

3.2 Photodiode Fabrication and Structure

Due to its bandgap of 0.75 eV the Ga0.47In0.53As is the material of choice for photodiodes
intended for 1.55 µm wavelength [8]. In this work the GaInAs layers were grown on
semi-insulating InP wafers and processed later on. This section details the fabrication
process and the final structure of the PDs.

3.2.1 Fabrication Process

Photodiodes can be fabricated either separately on a dedicated wafer or monolithically
with electronic circuits. Both methods were used in this work. In the monolithic case
the diodes may share the base, collector and subcollector layers and their corresponding
contacts. The requirement for a thick photodiode slows the HBTs as their transit time
is increased. Alternatively, the photodiode layers can be grown separately, prior to the
HBT layers, enabling the optimization of each device individually. However, fabrica-
tion of the latter type comprises more masks, and the high topography limits both PD
processing precision and the minimal distance between adjacent HBTs. When fabricated
separately (not monolithically) another mask set is used to allow fast and efficient fabri-
cation process. This procedure is described below.

Wafer Layer Structure

The layers are similar to the HBT layers described in section 2.2.1, with the following
exceptions: (a) The emitter layers are omitted, (b) there is no composition grading in the
p+ layer (the counterpart of the HBT’s base layer), and (c) the n+ layer is made of InP
(contrary to the HBT’s GaInAs subcollector) with a thin GaInAs contact layer above it.
The layers and their properties are summarized in table 3.2. As the layers are grown by
the same MOMBE system used for HBT layer growth, their properties are very similar.
The cap layer seals and protects the wafer till the beginning of the fabrication process in
the clean rooms. The layer structure after growth is illustrated in figure 3.5.
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Figure 3.5: Layer structure on wafer as grown by MOMBE system

Junction Process

In the clean rooms the cap layer is removed and PR is flattened on the wafer and shaped
by means of photolithography. The mask that defines the shapes is called “diode mesa”.
Now the p+ and the intrinsic layers are wet etched to define the mesa of the junction,
and then the PR is removed. The results of this process are shown in figure 3.6. Note that
the etching progress is stopped by the InP etch-stop layer, and then the etch-stop layer is
etched by a different selective solution.

Contact Process

Next step is creating the p and n contacts. Photo resist is applied and exposed through
“contact metal” mask. Metal is deposited on the wafer (the composition of the metal is
similar to that of the HBT, see section 2.2.1 on page 36) and molded by liftoff process,
leaving metal areas on the p+ and n+ layers for electrical contacts. The p contact is

Layer Thickness Composition Type Dopant Doping
Concentration

[Å] [cm−3]

Cap Layer 500 InP intrinsic — —
p+ 280 Ga0.47In0.53As P+ C ∼ 4 · 1019

Intrinsic 8000 Ga0.47In0.53As N− Si ∼ 7 · 1015

Etch Stop 200 InP intrinsic — —
n Contact 200 GaInAs N+ Si ∼ 4 · 1019

n+ 4000 InP N+ Si ∼ 4 · 1019

Substrate 500[µm] InP semi– Fe —
(Wafer) insulator

Table 3.2: Layer growth properties
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Figure 3.6: Wafer layers after diode mesa etching

designed as a ring so that it doesn’t block the incident light and prevent its penetration
into the diode. The layers at this level are shown in figure 3.7.

Figure 3.7: Wafer layers after contact implementation

When contacts are done the PD is electrically isolated from the rest of the wafer by
means of etching the n+ layer around the PD and so exposing the insulator wafer. This
is done by exploiting the mask called “isolation”. The layers of the photodiode at this
level are illustrated in figure 3.8.

Passivation and Interconnect

Polyimide is spun on the wafer and dry etched by using the “Polyimide cover” mask.
This mask opens a round opening in the Polyimide above the p+ layer in order to ex-
pose the PD to incident light. Also areas on the metal contact are exposed to enable
connecting the PD the the interconnect circuitry. A cross section of a Polyimide-coated
PD is depicted in figure 3.9. Just like in HBT, the Polyimide acts both as passivation and
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Figure 3.8: Wafer layers after “isolation” mask

protection/isolation layer.

Figure 3.9: Wafer layers after “Polyimide cover” mask

Photodiodes are connected to the external world via transmission lines that transfer
the electrical signals from the PD output nodes to connection pads. These pads might be
connected to external circuits or probing and measurement systems. The interconnect is
implemented by means of lithography of “metal 1” mask, metal deposition, and liftoff.

Anti-Reflective Coating

The last level in PD fabrication is anti-reflective coating (ARC). The ARC implemented
in this work was a first-order single layer SiN coating. The thickness of the layer was
chosen to be equal to 1

4 λ · 1
nARC

, where λ = 1.55 µm is the wavelength of the incident
light in air, and nARC is the diffraction coefficient of the ARC. The diffraction coefficient
should be nARC =

√
nGaInAs · nair (where nGaInAs = 3.4 and nair = 1 are the diffraction
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coefficients of GaInAs and air, respectively). The material chosen for this purpose was
SiN, which when deposited in high temperature sports a diffraction coefficient of 2 and
its thickness can be set to 2000 Å.

Due to the high temperature involved in the SiN deposition process no photo resist
can be applied prior to the deposition, and as a result liftoff process cannot be imple-
mented. Hence, the SiN layer is dry etched by means of plasma. The main drawback
of using plasma etching is that isolating substrate surfaces become conductive when hit
by plasma. To solve this problem only metal pads are exposed, leaving all the rest of the
wafer protected by photo resist during the dry etch, and so coated by the ARC. The mask
used for this lithography is “anti-reflective”, and the final structure of a PD at this level
is illustrated in figure 3.10.

Figure 3.10: Cross section of a completed photodiode with anti-reflective coating

3.2.2 Photodiode Geometric Structure

The geometric structure of a photodiode is designed to minimize the junction capaci-
tance, Cj, and the serial resistance, rcontact, of the diode. The thickness of the intrinsic
layer, as well as the existence of an ARC, improve the responsivity, <. Before we proceed
to PD structure, the process is summarized step by step in table 3.3 to facilitate referring
to the different steps.

As mentioned before, the p contact is ring-shaped to allow passage of incident light
through the contact opening. In addition, a 10× 5.5µm2 rectangular pad is attached
to the ring enabling the connection with metal 1 later on. Shown in figure 3.11a is a
p contact of a small PD (10 µm opening). The ring isn’t closed (and thus has a pincers
shape) due to processing considerations (steps D and E in table 3.3). Note the rectangular
pad evident in the upper center of this picture.

Junction area is basically determined by the p contact. Since wet etching of GaInAs
placed under metal surface is considerably faster than naked GaInAs, and the junction



96 Chapter 3. Photodiode

Step Mask Mask/Process Name Description Sketch SEM
Index Number Figure Figure

A Cap Layer Removal Cap layer removal by wet etch
B 1 Diode Mesa Lithography for diode mesa etch
C Diode Etch Diode wet etch 3.6
D 2 Contact Metal Lithography for p and n contacts
E Metal Deposition Contact metal deposition and liftoff 3.7 3.11a
F 3 Isolation Lithography and n+ layer wet etch 3.8
G Polyimide Spread Polyimide spread by spinning for

PD protection and isolation
H 4 Polyimide Cover Lithography and Polyimide dry etch 3.9 3.11b

for photodiode protection and 3.11c
isolation; contacts and optical
window are opened

I 5 Metal 1 Lithography for metal 1
J Metal Deposition Metal 1 deposition and liftoff 3.11d
K SiN Deposition SiN deposition for ARC
L 6 Anti-Reflective Lithography and SiN dry etch 3.10

Table 3.3: PD fabrication process steps

is relatively thick, a margin of 2 µm is added to diode mesa area further than the p
contact (steps B and C). At this level all of the small signal elements are known: junction
capacitance, Cj, is determined by the diode mesa area, and contact resistance, rcontact, is
dominated by the internal perimeter of the p contact (contribution of the n contact to
rcontact is negligible). Apparently, the transit time, τPD, is set by the layer structure, and
has nothing with processing and etching.

The etching involved in the isolation process (step F) and the Polyimide covering
(steps G and H) include both the diode mesa and the n contact, and so form the final PD
footprint on the wafer. In the case of 25 µm PDs discussed in this section, the footprint
sums up to a 62× 52µm2 rectangle. Vias to the contacts and an optical window are left
open during the Polyimide etch (step H), as shown in figure 3.11b and 3.11c. Metal 1
connects to these vias (steps I and J), as illustrated in figure 3.11d.



3.2. Photodiode Fabrication and Structure 97

(a) (b)

(c) (d)

Figure 3.11: SEM images of a photodiode at various fabrication process steps:
(a) contact metal deposition and liftoff (b) polyimide cover — bird-eye view
(c) polyimide cover — top view (d) metal 1 deposition and liftoff

.



98 Chapter 3. Photodiode

3.3 Photodiode Measurements and Characterization

Like HBTs, photodiodes require characterization to pave the way towards a simulation
model. Despite of the simplicity of the PD model, its measurement procedures include
sophisticated optoelectronic measurements. In order to extract the PD’s characters and
model measurements of four categories are carried out: DC, voltage–capacitance, RF
small signal, and optoelectronic small signal.

Some of the measurements are similar to those taken form a HBT: I–V curve of the
junction is measured to characterize leakage currents under reverse bias conditions (see
section 2.3.1); C–V curve is used for choosing the optimal voltage to be used for biasing
the PD, and for estimating the capacitance of a PD (refer to section 2.3.3); and a one-port
RF measurement is taken from a small area PD in order to find Cj and rcontact. Nonethe-
less, the optoelectronic measurements require a measurement system of their own.

3.3.1 Measurement Equipment and Setup

The method used for optoelectronic measurement is the optical heterodyne detection
[9][10]. The measurement system consists of two tunable laser sources, 50/50 optical
coupler, electrical spectrum analyzer, and appropriate probes and cables. The laser
sources (Anritsu MG9638A and HP 8168C) generate beams slightly shifted in wave-
length. Both beams are inserted to a 50/50 coupler (EmiTek), so that the power at the
coupler’s output is modulated with the frequency that equals to the frequency difference
between the two laser sources. The modulated optical signal is then applied to the PD
under test. Finally, the electrical output of the PD is measured by a spectrum analyzer
(Agilent E4446A). A schematic diagram of the system mentioned above is depicted in
figure 3.12.

Figure 3.12: Diagram of the optoelectronic measurement system
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Biasing is applied to the PD through an external bias tee (not illustrated in figure
3.12). Pictures of the entire system and the probes used for probing a PD are shown in
figure 3.13.

(a) (b)

Figure 3.13: Pictures of the optoelectronic measurement system: (a) general
view (b) optical and electrical probes for PD probing. Devices in (a) are (from
left): spectrum analyzer, power supplies, probe station, power supplies, and
tunable lasers.

In order to facilitate the measurement one of the tunable lasers is programmed to
sweep over several wavelengths so that the modulation varies from 500 MHz to 40 GHz.
In addition, the spectrum analyzer is configured to trace the maximum value at each
frequency. Extraction of the measured data points from the curve is apparent.

3.3.2 Responsivity Measurement

Besides its own value, measurement of the responsivity of a PD is a helpful manner to
locate the laser beam above the center of the PD. The optical DC power (Popt) is measured
by an optical power meter, and the DC current flowing in the PD (IPD) is measured. Once
maximum photo current is observed proper position of the optical probe is assured, and
derivation of the responsivity and external quantum efficiency (from (3.5) and (3.6)) is
evident. Results of responsivity measurements of PDs fabricated for this work are listed
in table 3.4.

3.3.3 Measurement and Processing

Measurement procedure and data processing are described hereinafter.
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Internal Intrinsic Layer ARC Responsivity External Quantum

Diameter [µm] Thickness [Å] <
[

A
W

]
Efficiency, η

25 8000 Yes 0.586 0.469
20 8000 No 0.344 0.275
15 8000 No 0.344 0.275
10 8000 No 0.344 0.275
20 6000 No 0.180 0.144
15 6000 No 0.180 0.144
10 6000 No 0.180 0.144

Table 3.4: Measured responsivity and external quantum efficiency of various PDs

Measurement Procedure

An optoelectronic measurement is taken from the PD under test, using the system illus-
trated in figure 3.12. The biasing voltage of the PD is derived from the C–V measurement,
choosing the minimum voltage (in its absolute value) that achieves widest depletion re-
gion. A one-port S–parameter measurement is taken from the PD (by means of network
analyzer) to extract its resistance and capacitance without lighting.

Small Signal Model Extraction

The measured data are intended for the construction of a small signal model, to be uti-
lized later on for circuit simulations. The parameters are used as follows:

• Data from spectrum analyzer indicate the –3dB bandwidth of the PD when loaded
by a 50 Ω load. Gain is normalized to its low frequency value.

• One-port S–parameters (S22, for instance) are used for extraction of Cj and rcontact.

Firstly, S–parameters are converted to Y–parameters. The capacitance of the PD is
given by

Cport2 = Cj + Cpad =
Im (Y22)

ω
(3.11)

Since pad capacitance, Cpad, is known, derivation of Cj is obvious. Shown in figure 3.14
is an extraction of Cport2. Like in HBT model extraction, the capacitance value is valid
only in the intermediate frequencies, since in high frequencies the impedance increases
due to inductance of the metal line connecting the PD to its pad.

Extraction of rcontact makes use of TLM measurement results (see section 2.3.2). Once
Z, LT , and Rc are known from a TLM measurement, rcontact is estimated by

rcontact ≈ rc · Pin
Z

(3.12)
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Figure 3.14: Extraction of Cj

where Pin is the internal perimeter of the p contact, and provided that the width of the
ring-shaped contact is greater than LT .

The product (rcontact + 50Ω) Cport2 sets a pole in the PD frequency response. The fre-
quency at which this pole occurs can confirm the extraction of Cj and rcontact. In addition,
another pole exists at ω = 1

τPD
. This pole is extracted from the optoelectronic measure-

ment and compared to (3.9).

Actual Extracted Parameters

The parameters extracted from the PDs used in this work are detailed in table 3.5. As ev-

Internal Intrinsic Layer Cj Rcontact τPD

Diameter [µm] Thickness [Å] [fF] [Ω] [psec]

25 8000 180 7 —
20 8000 162 8 35
15 8000 127 12 —
10 8000 98 16 20
20 6000 190 8 28
15 6000 153 12 25
10 6000 115 16 19

Table 3.5: Extracted small signal parameters of various PDs
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ident in table 3.5, the transit times are considerably longer than expected (see figure 3.3).
We have expected τPD = 4 psec for the 8000 Å PDs, and 3 psec for the 6000 Å diodes. In
addition, the measured junction capacitances are higher than expected. This is in accor-
dance with C–V measurements performed on the wafers, showing (in figure 3.15) that
the 8000 Å collector wafer exhibits only 6000 Å depleted, and only 4500 Å is depleted
in the 6000 Å collector wafer. The problem is caused by unwanted contaminations in-
volved in the layer growth process, that increase the doping level in the intrinsic layer.
The above reduces the bandwidth of the PDs in two ways: (a) the thinner junction in-
creases Cj, and (b) charge carriers generated in the neutral region transport by means of
diffusion, that is much slower than drift in a depletion region. As a consequence, τPD

increases. Using (2.16) with Dh = 4 cm2

sec and W = 2000 Å yields transit time of 50 psec,
which explains the significant slowing of the PDs.

8000 Å wafer 6000 Å wafer

Figure 3.15: C–V measurements and processed data of both wafers.
Top: C–V curve; middle: depletion region width vs. applied voltage; bottom:
doping concentration vs. distance from the metallurgic junction. Measured
on a 210 x 100 µm2 large area diode.
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3.4 Noise in Photodiode

This section deals with sources of noise in a PD and their impact on PD noise perfor-
mance. Also discussed here is the effect of noise exhibited by a PD on the performance
of the entire optoelectronic system. The following chapters will make use of the equa-
tions derived here to calculate the noise performance of the optoelectronic integrated
circuits discussed there.

3.4.1 Noise Mechanisms in Photodiode

As a PN–junction the noise of a PD consists of shot noise — generated within the junc-
tion, and Johnson noise — generated by parasitic and load resistances. Since in ultra-fast
optical communications only high frequency behavior is of interest, flicker noise is ne-
glected.

The total DC current flowing in the PD and contributing to its noise is given by [2]

In = IPD + Idark + Ibg (3.13)

where IPD is the DC photo current, Idark is the dark current, a result of thermal generation
in the depletion region, and Ibg is the photo current generated by background undesir-
able radiation (usually ambient light). From (2.66) this current introduces a shot noise
current of

i2sn = 2qIn∆ f (3.14)

On top of that, the serial resistance of the PD, rcontact, and the load resistance attached to
the PD (denoted by RL), generate thermal noise current expressed by (according to (2.71))

i2tn =
4KT∆ f

(rcontact + RL) ‖ rout
(3.15)

In (3.15), rout refers only to the output resistance originated by leakages with ohmic be-
havior. The total noise current can therefore be represented by a single current source,
as shown in figure 3.16. As the noise sources has no correlation, the total noise current is
simply

i2n = i2sn + i2tn (3.16)

The relations between noise current and signal detection are described in the next sec-
tion.

3.4.2 Relations Between Noise and Detected Signal

In communication system design signal-to-noise ratio (SNR), in terms of power, is of ma-
jor importance. In order to calculate SNR, we denote the RMS input power and current
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Figure 3.16: Noise source of a photodiode

by popt and iPD, respectively. According to (3.4), RMS current is given by

iPD =
λ

hc
· qηpopt (3.17)

and SNR can be written as follows [2]:

SNR =
i2PD (rcontact + RL)

i2n (rcontact + RL)
=

(
λ
hc · qηpopt

)2

2qIn∆ f + 4KT∆ f
(rcontact+RL)‖rout

(3.18)

The smallest signal that can be detected by a PD is the power that generates a photo
current as large as the noise current. This limit is called “noise-equivalent power” (NEP)
and derived from the input power, popt, at which SNR is unity. Substituting unity in
(3.18) and normalizing to frequency yields

NEP =
hc
λ
· 1

qη

√
2qIn∆ f +

4KT
(rcontact + RL) ‖ rout

∆ f (3.19)

It can be concluded from (3.19) that in order to minimize NEP (i.e. reduce the noise) η

and RL should be as large as possible, and Idark and Ibg should be as small as possible.
Nonetheless, the higher the RL, the lower the –3dB bandwidth of the PD is.
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Chapter 4

Optoelectronic Lumped Circuit

Design of a lumped preamplifier for optical communications is the subject of this chap-
ter. Lumped amplifier is one approach of implementing a preamplifier, that can employ
feedback and simple biasing topologies and exploit their advantages. The chapter begins
with a short introduction on the building blocks of a bipolar amplifier. The following
sections introduce and justify the topologies chosen for this work — both from electri-
cal and optoelectronic viewpoints. The third and last part of the chapter summarizes
the measurements, characterization, and performance of the circuits fabricated for this
work.
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4.1 Amplifier Building Blocks

The bipolar transistor has three basic configurations used in analog circuits — common
emitter, common base, and common collector — each exhibits different behavior in terms
of gain, bandwidth, node impedances, and noise performance. Consider the configura-
tions shown in figure 4.1. In common emitter (CE) configuration the emitter is connected

(a) (b) (c)

Figure 4.1: Bipolar transistor configurations: (a) common emitter (b) common
base (c) common collector. Note that ground symbol refers to AC ground.

to an AC ground, the base is used as the network input, and the collector is the output.
In common base (CB) configuration the base is grounded, the emitter acts as the input,
and the collector is the output. Finally, in common collector (CC) configuration the base
and the emitter act as input and output, respectively, and the collector is grounded. The
analysis of all configurations can be carried out with the T model (figure 2.38), but CE
and CC analysis becomes easier with the hybrid-π model — illustrated in figure 4.2. This
model necessitates new nomenclature for the model elements. The customary notations
that differ from the T model are detailed in table 4.1.

Figure 4.2: Small signal hybrid-π model of a bipolar transistor, neglecting ree
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Element Description Expressed by T model terms

rπ BE resistance rπ = re (β + 1)

Cπ BE capacitance Cπ = CBE

Cµ BC capacitance Cµ = CBC

gm Transconductance gm = qIC
KT

Table 4.1: Hybrid-π terms expressed by T model terms

4.1.1 Bipolar Single-Stage Amplifier

The amplifiers presented in this work consist of several stages, each incorporates a single
HBT to provide the required gain or buffering. Derivation of the characteristics of the
available single-stage amplifiers are outlined in this section. In the below calculations
rc is neglected, and rout is usually considered as infinite. However, due to the relatively
low current gain (β) of HBTs the common approximations made in most textbooks were
reconsidered in the calculations here.

Common Emitter

When utilizing CE configuration as an amplification stage a resistor, RC, is externally
connected between the emitter and the supply voltage, VCC. This topology is depicted in
figure 4.3a. Analyzing the small signal model of this circuit, shown in figure 4.3b, yields
voltage gain of [1]

av = −gm (RC ‖ rout) · rπ

rπ + rb
≈ −gmRC (4.1)

assuming that rb is negligible in comparison to rπ . The sign of av is negative, that is, CE
stage is a phase inverting stage. As expected, the current gain of the circuit, when loaded
by short circuit, is

ai = β (4.2)

The input resistance is given by

Rin = rb + rπ ≈ rπ (4.3)

whilst the total input impedance is given by

Zin = rb +
(

rπ ‖ 1
sCπ

‖ 1
sCµav

)
(4.4)
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(a) (b)

Figure 4.3: Common emitter stage: (a) circuit topology (b) small signal representation

The multiplication of Cµ by av is a result of Miller effect, as Cµ connects the stage’s input
with its output (refer to appendix B). The output resistance is expressed by

Rout = rout ‖ RC ≈ RC (4.5)

and the total output impedance is

Zout = rout ‖ RC ‖ 1
sCµ

(4.6)

When examining the bandwidth of av the source and load resistances, denoted by RS

and RL respectively, should be taken into account. Base resistance, rb, can be lumped
in RS in serial connection, and RC should be lumped in RL in parallel connection. By
deriving the frequency dependency of av one obtains

av = −gmRL · rπ

rπ + RS
· 1− s

ωz(
1− s

ωp1

) (
1− s

ωp2

) (4.7)

where

ωz =
gm

Cµ
(4.8)

ωp1 = − rπ + RS
rπ RS

· 1

Cπ + Cµ

(
1 + gmRL + RL

rπ‖RS

) (4.9)

ωp2 = −
(

1
CµRL

+
1

Cπ RL
+

1
Cπ (rπ ‖ RS)

+
gm

Cπ

)
(4.10)

are the angular frequencies of the zero and the poles of (4.7). The zero’s frequency, ωz, is
extremely high, and thus its effect is ignored.
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Common Emitter with Degeneration Resistor

In the CE circuit mentioned above IC is exponential with the DC voltage of the input.
Introducing a resistor between the emitter and ground “degenerates” this exponential
relation and makes it approximately linear. Such a resistor, denoted by RE, also modifies
the AC behavior of the stage. The topology and small signal representation of a CE stage
with degeneration resistor are shown in figure 4.4.

(a) (b)

Figure 4.4: Common emitter stage with degeneration resistor: (a) circuit
topology (b) small signal representation

The serial resistance of the emitter, ree, can be lumped in with RE rather than ne-
glected. The transconductance of a degenerated CE stage is [1]

Gm =
gm

1 + gmRE
(4.11)

Equation (4.11) implies that Gm is smaller than gm by a factor 1 + gmRE. The voltage gain
of the stage is given by

av = −Gm [RC ‖ rout (1 + gmRE)] · rπ

rπ + rb
≈ −GmRC (4.12)

If RE is significantly greater than 1
gm

then av reduces to

av ≈ −RC
RE

(4.13)

The degeneration resistor doesn’t change current gain, namely

ai = β (4.14)
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The input resistance is given by

Rin = rb + rπ + RE (β + 1) ≈ rπ + RE (β + 1) (4.15)

and the total input impedance is given by

Zin = rb +
(

rπ ‖ 1
sCπ

‖ 1
sCµav

)
+ RE (β + 1) (4.16)

The output resistance is expressed by

Rout = rout [1 + gm (rπ ‖ RE)] ‖ RC ≈ RC (4.17)

and the total output impedance is

Zout = rout [1 + gm (rπ ‖ RE)] ‖ RC ‖ 1
sCµ

(4.18)

Since the degeneration resistor, RE, acts as a feedback network [1] the bandwidth of such
a stage is greater than CE stage without degeneration.

Common Base

Shown in figure 4.5a is CB topology, accompanied by a small signal representation, based
on the T model, in figure 4.5b. Base resistance, rb, is neglected. Examination of the circuit
yields transconductance of

Gm =
α

ree + re + rb
β+1

≈ gm
rπ

rπ + rb
≈ α

ree + re
(4.19)

thus the voltage gain equals to

av = Gm (RC ‖ rout) ≈ GmRC ≈ RC
ree + re

(4.20)

(a) (b)

Figure 4.5: Common base stage: (a) circuit topology (b) small signal representation
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and the current gain of the circuit, when loaded by short circuit, is

ai = α (4.21)

The input resistance is given by

Rin = ree + re +
rb

β + 1
≈ ree + re (4.22)

The total input impedance is given by

Zin = ree +
(

re ‖ 1
sCπ

)
+

rb
β + 1

≈ ree +
(

re ‖ 1
sCπ

)
(4.23)

The output resistance of the stage is expressed by

Rout = (rout + rb) ‖ RC ≈ RC (4.24)

and the total output impedance is

Zout =
[(

rout ‖ 1
sCµ

)
+ rb

]
‖ RC ≈ RC ‖ 1

sCµ
(4.25)

Derivation of the bandwidth of ai yields frequency dependency as follows:

ai =
α

1− s
ωp

(4.26)

where
ωp ≈ − gm

Cπ
≈ −ωT (4.27)

and ωT is the current gain cutoff angular frequency of the transistor (ωT = 2π fT).

Common Collector (Emitter Follower)

The common collector stage, also known as “emitter follower”, consists of the topology
depicted in figure 4.6a. Its small signal equivalent circuit is illustrated in figure 4.6b,
based on the hybrid-π model. In the following equations, ree and rout are neglected, and
rb is lumped together with the source resistance as RS. Load resistance, if existent, can
be included in RE as they are connected in parallel to each other. The voltage gain of an
emitter follower is

av =
1

1 + rπ+RS
RE(β+1)

≈ 1 (4.28)

and the current gain of the circuit, when loaded by short circuit, is

ai = − (β + 1) (4.29)

The input resistance of a CC stage is given by

Rin = rb + rπ + (β + 1) RE (4.30)
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(a) (b)

Figure 4.6: Common collector stage: (a) circuit topology (b) small signal representation

and the total input impedance is given by

Zin = rb +
1

sCµ
‖

[(
rπ ‖ 1

sCπ

)
+ (β + 1) RE

]
(4.31)

The output resistance of the stage is

Rout = ree + re +
RS

β + 1
(4.32)

and the total output impedance is

Zout = ree +
(

re ‖ 1
β + 1

· 1
sCπ

)
+

RS
β + 1

(4.33)

Frequency dependency of av is of the form

av =
1

1 + rπ+RS
RE(β+1)

· 1− s
ωz

1− s
ωp

(4.34)

where

ωz ≈ − gm

Cπ
≈ −ωT (4.35)

ωp = − 1

Cπ

(
rπ ‖ RS+RE

1+gmRE

) (4.36)

are the angular frequencies of the zero and the pole of (4.34). Inclusion of Cµ in the
calculation of the frequency response introduces another pole to (4.34). It should be
noted that loading a CC stage with capacitive load can move the poles and the zero, and
result in instability.
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Figure 4.7: Circuit topology of a cascode stage

Cascode

Cascode is a two-transistor stage that consists of a CE stage followed by a CB stage, as
shown in figure 4.7. The main idea that underlies the cascode topology is to load the
CE stage (Q1) with low resistance, namely, the low input resistance of the CB stage (Q2).
This reduces the voltage gain of Q1, av1, and thus eliminates the Miller effect on Cµ1

(i.e. Cµ of Q1) and expands the bandwidth of Q1 (and the entire cascode stage as well).
The total voltage gain of the cascode is still determined by gm1 and RC, or, when using
degeneration resistance, RE and RC, thus

av = −gm1 (RC ‖ β · rout2) · rπ1

rπ1 + rb1
≈ −gm1RC (4.37)

similarly to (4.1). In the degenerated case the gain is similar to (4.12). The current gain is
given by

ai = β · α ≈ β (4.38)

just like a CE stage. The input resistance equals to Rin of a CE stage (see (4.3) and (4.15)),
but the total input impedance ((4.4) or (4.16)) lacks the term of Cµ because av1 is very
small. The output resistance of a cascode stage is given by

Rout ≈ β · rout2 ‖ RC ≈ RC (4.39)

Bandwidth of the cascode is calculated by the zero-value time constant method [1].
The time constant obtained by this fashion is

τ−3dB ≈ Cπ1Rπ1 + Cµ1Rµ1 + Cπ2Rπ2 + Cµ2Rµ2 (4.40)

where

Rπ1 = rπ1 ‖ RS + RE
1 + gm1RE

(4.41)

Rµ1 = RL + (1 + GmRL) [(rπ1 + (β + 1)RE) ‖ RS] (4.42)

Rπ2 = rπ1 ‖ re2 (4.43)

Rµ2 = rb2 + RL (4.44)
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Like in CE, rb is included in the source resistance, RS, and RC is connected in parallel to
the load resistance so that both form RL. RE is a degeneration resistor, if existent, and Gm

is evaluated from (4.11). The bandwidth (i.e. –3dB frequency) is therefore

f−3dB =
1

2πτ−3dB
(4.45)

which is significantly higher than the bandwidth of a “plain” CE stage.

4.1.2 Feedback

Being a lumped circuit, the circuit discussed in this chapter utilizes the benefits of feed-
back network. This section concisely introduces the basic concepts of feedback and their
effect on circuit design.

Feedback Effect on Gain

Consider the negative-feedback network shown in figure 4.8. The transmission function
of the amplifier is A(ω), and F is the function of the feedback network. The closed-loop

Figure 4.8: Negative-feedback network scheme

gain is given by [1][2]

GCL =
A

1 + AF
≈ 1

F
(4.46)

The approximation in (4.46) assumes that AF À 1, which is the case for most feedback
circuits. In addition, it is evident from (4.46) that the amplifier’s gain, A, is divided by a
factor of (1 + AF) when the loop is closed.

Feedback Effect on Bandwidth

It’s assumed that the amplifier of figure 4.8 has a pole at ω0, that is,

A(ω) =
A

1− s
ω0

(4.47)
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Substituting (4.47) in (4.46) yields closed-loop gain of

GCL(ω) =
A

1 + AF
· 1

1− s
(1+AF)ω0

(4.48)

Equation (4.48) implies that the bandwidth of the amplifier, ω0, is multiplied by a factor
of (1 + AF) when the loop is closed.

Types of Feedback

A feedback network can be applied to an amplifier in four types of connections:

1. Serial-In/Parallel-Out (SIPO) — the feedback samples voltage at the amplifier’s
output and introduces voltage to its input. The closed-loop circuit behaves like a
voltage amplifier.

2. Parallel-In/Serial-Out (PISO) — the feedback samples current at the amplifier’s
output and introduces current to its input. The closed-loop circuit behaves like a
current amplifier.

3. Parallel-In/Parallel-Out (PIPO) — the feedback samples voltage at the amplifier’s
output and introduces current to its input. The closed-loop circuit behaves like a
transimpedance amplifier (TIA).

4. Serial-In/Serial-Out (SISO) — the feedback samples current at the amplifier’s out-
put and introduces voltage to its input. The closed-loop circuit behaves like a
transconductance amplifier (TCA).

The amplifiers designed for this work are TIAs (refer to section 4.3). Hence, they incor-
porate PIPO-type feedback networks.

PIPO Feedback and Input/Output Impedance

An operational amplifier (opamp) with PIPO feedback resistor is shown in figure 4.9.
Being an opamp it has very high input impedance (denoted by zin.a) and very low output
impedance (zout.a). The input impedance of the feedback TIA is therefore [1]

Zin =
R f ‖ zin.a

1 + AF
≈ R f

av
(4.49)

where R f is the feedback resistor, av is the voltage gain of the opamp, and AF is the loop
gain. If the circuit is loaded by RL then the loop gain can be written as

AF = av · zin.a
zin.a + R f

· R f RL

R f RL + zout.aR f + zout.aRL
(4.50)

For zin.a −→ ∞ and zout.a −→ 0 the right hand of (4.50) reduces to av, and thus the
approximation in (4.49) is justified. The output impedance of the feedback TIA is given
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Figure 4.9: Scheme of opamp with PIPO feedback

by

Zout =
R f ‖ zout.a

1 + AF
≈ zout.a

av
(4.51)

Equations (4.49) and (4.51) show that PIPO feedback exhibits low impedance both at the
input and the output of the circuit — as expected from a TIA.

4.1.3 Noise in Single- and Multiple-Stage Amplifiers

The noise mechanisms and model presented in section 2.6 are now applied to the dif-
ferent amplifying stages and to feedback. Since the circuits constructed for this work
are intended for high frequencies, flicker and burst noises are neglected in the following
discussion.

Noise of a circuit limits the minimum signal that can be detected by the circuit. As a
consequence, noise generation mechanisms are converted to input-equivalent noise gener-
ators — all appear at the input of the circuit. Also here, recalculations have been required
due to the unique nature of HBTs.

Noise in Common Emitter Stage

Using the noise model illustrated in figure 2.52, the noise of a CE stage can be represented
by a voltage source introduced at the input of the stage:

v2
n

∆ f
= 4KTRS + 2qIBR2

S +
1

g2
m
· |Zπ + RS|2

|Zπ |2
(

4KT
RL

+ 2qIC

)
(4.52)

where
Zπ = rπ ‖ 1

sCπ
(4.53)

is the base–emitter impedance, IB and IC are the DC currents of the base and the collector,
respectively, RS includes rb, and RL includes RC in parallel. Alternatively, a current
source can replace the voltage source at the input to represent the noise, namely

i2n
∆ f

=
v2

n
∆ f

· |Zπ + RS|2
|Zπ |2 R2

S

(4.54)
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which results in

i2n
∆ f

=
|Zπ + RS|2
|Zπ |2

[
4KT
RS

+ 2qIB +
1

g2
mR2

S
· |Zπ + RS|2

|Zπ |2
(

4KT
RL

+ 2qIC

)]
(4.55)

Equations (4.52) and (4.55) imply that the noise generated by the collector and the load
is attenuated when referred to the input, due to the gain of the stage. If the CE stage is
degenerated be a resistor, RE, then Zπ becomes

Zπ =
(

rπ ‖ 1
sCπ

)
+ RE(β + 1) (4.56)

the input noise voltage source is

v2
n

∆ f
= 4KTRS + 2qIBR2

S +
1

G2
m
· |Zπ + RS|2

|Zπ |2
(

4KT
RE

+
4KT
RL

+ 2qIC

)
(4.57)

thus (4.55) becomes

i2n
∆ f

=
|Zπ + RS|2
|Zπ |2

[
4KT
RS

+ 2qIB +
1

G2
mR2

S
· |Zπ + RS|2

|Zπ |2
(

4KT
RE

+
4KT
RL

+ 2qIC

)]
(4.58)

As evident, the relatively low gain of a degenerated stage (accentuated by Gm, which is
lower than gm) increases the input referred noise. In addition, RE contributes its own
noise term.

Noise in Common Base Stage

Although the starting point for noise calculation is similar to CE stage, CB stage has no
current gain (α, to be precise), and as a result, every noise current source introduced at
the output of the stage is referred “as is” to the input. Therefore, the noise at the input
can be represented as a current source as follows:

i2n
∆ f

= 2qIE + 4KT
(

1
RL

+
1

RS

)
(4.59)

Here RS includes ree and RL includes rc.

Noise in Common Collector Stage

Recall that CC stage acts as a voltage follower, with approximately unity voltage gain.
Should a noise voltage source be applied to the output of the stage, it would be referred
back to the input with no attenuation. The noise voltage at the input is therefore given
by:

v2
n

∆ f
= 2qIC |Ze ‖ RE ‖ ZL|2 + 2qIB

∣∣∣∣
1

sCµ
‖ Zπ

∣∣∣∣
2
+ 4KT (RL + RS) (4.60)
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where Zπ is defined by (4.56), ZL and RL are the load impedance and resistance, respec-
tively, RS includes rb, and

Ze = ree +
(

re ‖ 1
β + 1

· 1
sCπ

)
(4.61)

is the emitter impedance from the stage output viewpoint.

Noise in Cascode Stage and Multiple-Stage Amplifier

When more than one stage are connected in cascade, total noise performance should be
calculated from the last (output) stage back to the first one. Each stage is loaded by the
following stage and fed by the previous stage. Only the last stage is loaded by a “real”
load, and the first stage is fed by a “real” source. Hence, attention should be paid not
to include twice elements that act both as source and load. When referring back a noise
source through a CE stage it is attenuated, as described above. As a rule of thumb in
multiple-stage design, the higher the gain of the stage, the closer to the input it should
be placed.

Applying the above method to a degenerated cascode stage (figure 4.7) yields an
input noise current of

i2n
∆ f

= Dπs

[
4KT
RS

+ 2qIB1 +
1

G2
m1R2

S
· Dπs

(
4KT
RE

+ 2qIC1 + 2qIE2 +
4KT
RC

)]
(4.62)

where

Dπs =
|Zπ + RS|2
|Zπ |2

(4.63)

and assuming that the stage is loaded by an infinite resistance, so that RL ≈ RC.

Feedback Effect on Noise

It can be shown the the existence of a feedback network doesn’t change the input noise
source of the amplifier [1][2][3]. However, noise generated by the feedback network
is directly referred to the input of the circuit. For example, a PIPO feedback network
implemented by means of a single resistor, R f , contributes the following term to the
total input current noise:

i2n
∆ f

=
4KT
R f

(4.64)

In all of the calculations in this section the bandwidth, ∆ f , that should be taken is π
2

times the –3dB bandwidth of the examined circuit [3].

4.1.4 Summary

The following amplifying stages and network have been discussed: common emitter
(with and without degeneration), common base, common collector, cascode, and feed-
back network. The details are generalized and summarized below.
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• Common Emitter stage has voltage gain of −gmRC (it’s a phase inverting stage),
current gain of β, and high input and output resistances. It has low bandwidth due
to Miller effect that boosts Cµ.

• Degenerated Common Emitter stage has voltage gain of − RC
re+RE

, current gain of β,
and high input and output resistances. Its bandwidth is higher than a non-degener-
ated CE stage, but its gain is lower.

• Common Base stage acts as a current follower. It has voltage gain of RC
re+ree

(it’s a
phase preserving stage), unity current gain, low input resistance, and high output
resistance. Its bandwidth is as high as fT of the transistor.

• Common Collector (Emitter Follower) stage acts as a voltage follower. It has unity
voltage gain (it’s a phase preserving stage), current gain of −(β + 1), extremely
high input resistance, low output resistance, and bandwidth of approximately fT .
There are another pole and zero in the stage’s transfer function that may cause
instability, if the stage is loaded by a capacitive load.

• Cascode Stage is actually a CE stage followed by a CB stage. It has the same voltage
gain, current gain, and input resistance like a CE stage, but extremely high out-
put resistance. The bandwidth is significantly higher than a CE stage due to the
elimination of Miller effect impact.

• Feedback Network multiplies the bandwidth by a factor of (1 + AF), but divides the
gain by the very same factor. It also improves the linearity of the circuit, and sets
the gain to approximately 1

F .

Noise performance and characteristics of the above have also been detailed and com-
pletely derived.
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4.2 Transimpedance Architecture

This section reviews the design of two feedback TIAs. It starts from the design of opamp,
feedback network and stability, discusses the implementation of an input stage and bi-
asing, and analyzes the noise performance and power supply rejection of the circuits.
Finally, the layout of the circuits is discussed as it has great effect on circuit behavior and
performance.

4.2.1 Operational Amplifier Design

Design of a high-bandwidth opamp consists of the following considerations:

1. The opamp should be phase inverting since it is subject to connection to a feedback
network

2. The gain-bandwidth product should be maximized

3. The input resistance should be as high as possible

4. The output resistance should be as low as possible

Due to the above the opamp incorporates a cascode stage [4][5][6], which inverts the
phase and has high gain-bandwidth product. Additionally, a degeneration resistor is
applied to simplify the biasing of the stage and increase its input resistance. Nonetheless,
a cascode stage exhibits high output resistance. Due to this the cascode if followed by
a CC stage [4][6][7][8][9]. The high input resistance of the CC stage doesn’t load the
cascode output, and the low output resistance fits an opamp design. The topology is
depicted in figure 4.10. As evident, the CC stage requires a current sink to drain the
emitter current of Q4 into. This connection is provided by the feedback network, as will
be explained in the next section. Finally, a capacitor (CE2) is connected in parallel to the
degeneration resistor (RE2) for bandwidth enhancement purposes [10].

Biasing is applied to the base of Q3 by means of three serial diodes, which exhibit an
almost-constant voltage drop of about 900 mV. This approximation can be represented in
small signal terms by a voltage divider, in which the voltage is divided between RB3 and
the differential resistance of the three diodes. Each diode is implemented by shorting
BC–junction of a transistor and using BE–junction as a diode [11].

4.2.2 Feedback and Stability

A shunt-shunt (PIPO) feedback resistor, R f , is connected between the output and the
input of the opamp. As a consequence, the emitter DC current of Q4 is drained to the
input node via the feedback resistor. However, should Q4 be loaded by a low resistance
load, the opamp output would be divided between the feedback and the load. To avoid
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Figure 4.10: Topology of the opamp

this a CC output stage, with high input resistance, is added to the circuit outside the
feedback loop [7][9]. The entire closed-loop circuit is shown in figure 4.11.

An important note should be indicated. The virtual ground approximation assumes
that input signal of an opamp is significantly smaller than its output signal. As a result,
the input node can be referred to as AC ground when looking from the output node.
According to this, the emitter of Q4 is connected to a virtual ground by R f , i.e. the CC
stage of Q4 is loaded by R f , that plays the role of RE.

Phase margin of slightly less than 60◦ (namely, 57◦) was chosen, since it exhibits flat
closed-loop response within the bandwidth and as steep descent as −40 dB

dec above the
bandwidth [1]. The reduction to 57◦ is intended for adding some peaking to the curve to
compensate for the photodiode attenuation at high frequencies [12].

Derivation of the open-loop gain (assuming that the voltage gain of the CC stages
is approximately unity, and all transistors are identical) yields opamp low frequency
transimpedance gain of

A = αβRC3 ≈ βRC3 (4.65)

and feedback transmission of

F =
1

R f
(4.66)

thus the loop gain is given by

AF ≈ β
RC3

R f
(4.67)
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Figure 4.11: Closed-loop TIA topology (Version B)

Inserting (4.65) and (4.67) in (4.46) yields closed loop transimpedance gain of

GCL ≈ R f (4.68)

Anyway, the voltage gain of the opamp is

av ≈ − RC3

re2 + ree + RE2
(4.69)

and since the feedback connects in parallel to the input there is no voltage loop, so this
is the closed-loop voltage gain as well. As far as frequency response is considered, it
is dominated by the cascode as CC stages sport wide-band response [13]. Due to the
smaller-than-unity voltage gain of the CE stage in the cascode, Cµ2 can be neglected.
Full derivation of the transimpedance gain yields

A =
βRC3(

1− s
ωp1

) (
1− s

ωp2

) (
1− s

ωp3

) (4.70)

where

ωp1 = − 1
Cπ2[rπ2 ‖ (β + 1)(RE2 + ree)]

(4.71)

ωp2 = − 1
(Cµ3 + Cµ4)RC3

(4.72)

ωp3 = − 1
Cπ3re3

(4.73)
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are the first (dominant), second, and third poles, respectively. Note that the third pole
occurs at a very high frequency, and has no effect on stability. Equations (4.70)–(4.72)
imply that in order to acquire a specified phase margin, the first pole can be adjusted
by RE2 and by Q2’s emitter current (that changes rπ2), and the second pole is adjustable
through RC3. Changes in RC3 also affect the low frequency gain, though. The above also
suggests that the higher the β, the lower ωp1 is, but ωp2 and phase margin are unaffected
by β.

4.2.3 Input Stage

Derivation of (4.70)–(4.73) assumed that the input current source is ideal, and so has no
capacitance. Should it has capacitance, CS, a pole would occur at

ωp ≈ − 1

CS
R f
av

(4.74)

If the source is a photodiode its capacitance is relatively high, which may result in band-
width reduction [13]. To cope with this a current buffer, in the form of CB stage, may be
introduced at the input [5][7][9][10][14][15]. The input resistance of a CB stage is very
low, to ensure that the pole due to CS occurs at a high frequency. Moreover, the capaci-
tor seen from the opamp input node is Cµ of the CB stage. This comes up to the circuit
illustrated in figure 4.12.

Figure 4.12: TIA with common base input stage (Version A)
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Henceforth, for the sake of convenience, the circuit topology with CB input stage
(shown in figure 4.12) is nicknamed version A. The topology without input stage (shown
in figure 4.11) is called version B. The actual values used in both circuits are detailed in
table 4.2.

Element Value in Value in
Version A Version B

R f 500 [Ω] 500 [Ω]
RC3 115 [Ω] 150 [Ω]
RE2 10 [Ω] 13 [Ω]
CE2 2 [pF] 3 [pF]
RB3 1.5 [kΩ] 1.5 [kΩ]
RE5 400 [Ω] 400 [Ω]

Table 4.2: Actual values used in TIA designs

4.2.4 Biasing

Examination of the circuits shows that the DC current of Q4 is drained out of the circuit
through the input node. Let this biasing current be denoted by IEE. In addition, the
supply voltage is denoted by VCC. It is evident that the voltage at the base of Q3 is
3Von (where Von is the voltage drop on a diode under forward bias), that is, it is supply
independent.

DC current flowing in the cascode branch is easily set in circuit version B, by setting
DC voltage at the input node and exploiting the fact that Q2 is degenerated. However,
circuit version A lacks this control, and therefore the voltage at the base of Q2 (denoted
by Vx in figure 4.12) should be studied.

Inspection of circuit topology of version A reveals that Vx is stabilized by the negative
feedback. To calculate its value we assume that all transistors are identical and in the
forward active mode, and the output resistance, rout, is infinite. The path along which Vx

is calculated is illustrated in figure 4.13. According to the above assumptions one obtains

Vx =
βR f + αRC3

βRGR f + αRC3(RG + RE2)
·

[
RE2

(
VCC + αRC3

VCC −Von

βR f + αRC3
− αR f IEE − 2Von

)
+ RGVon

]
(4.75)

where

RG = RE2 + α2RC3 − α

β
R f +

α3R2
C3

βR f + αRC3
(4.76)
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Figure 4.13: TIA version A and the path along which Vx is calculated (dashed arrows)

For large values of β (4.75) reduces to

Vx =
RE2

RE2 + RC3
· (VCC − IEER f − 2Von) + Von (4.77)

Due to the low β of contemporary HBTs, (4.75) has great importance for determining
the DC current flowing in the cascode stage and the overall circuit performance. Small
currents increase re (namely, decrease gm), and large currents evoke Kirk effect, in which
Cµ (CBC) rises. Shown in figure 4.14 are the effects of β, RE2, and RC3 on Vx, using
Von = 0.9 V, VCC = 5 V, and IEE = 2 mA. Values for RE2 and R f are taken from table 4.2.
As evident from the figure, low values of β result in decrease in the cascode DC current,
enhancing the complexity of the circuit biasing.

The currents of all stages were designed to set the transistors at their optimal biasing
point in terms of bandwidth, Kirk effect, and avalanche breakdown. DC simulation
results are summarized in table 4.3 (VEE is the DC voltage at the input node, to which
IEE is applied).

4.2.5 Noise Performance

Noise performance of both circuit versions are derived hereinafter. Firstly, noise per-
formance of Q5 is calculated, and then substituted as the load noise term in the noise
calculation of Q4. The result is the load noise of the cascode, and so the input-referred
noise source of the opamp is obtained. At this level feedback noise is also calculated,
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Figure 4.14: Vx versus β and RC3. Values used for calculations: Von = 0.9 V,
VCC = 5 V, IEE = 2 mA, RE2 = 10 Ω, and R f = 500 Ω

and we are done with version B. As of version A, the result so far is the load noise of
Q1, and the input-referred noise source of the entire circuit is obtained. Since the circuits
fabricated in this work are connected to 50 Ω measurement pads and systems, a serial

Version A Version A Version B Version B
8000 Å Collector 6000 Å Collector 8000 Å Collector 6000 Å Collector

VCC 4.0 [V] 3.7 [V] 4.5 [V] 3.2 [V]
IEE 2.5 [mA] 1.0 [mA] 3.5 [mA] 1.5 [mA]
VEE/Vx –0.893/1.02 [V] –0.846/1.05 [V] 999 [mV] 951 [mV]
Q1 VCE = 1.91 [V] VCE = 1.90 [V] — —

IC = 2.42 [mA] IC = 0.97 [mA]
Q2 VCE = 1.51 [V] VCE = 1.42 [V] VCE = 1.57 [V] VCE = 1.49 [V]

IC = 6.76 [mA] IC = 10.2 [mA] IC = 5.06 [mA] IC = 3.87 [mA]
Q3 VCE = 1.66 [V] VCE = 1.05 [V] VCE = 2.11 [V] VCE = 1.09 [V]

IC = 6.54 [mA] IC = 9.83 [mA] IC = 4.90 [mA] IC = 3.74 [mA]
Q4 VCE = 1.66 [V] VCE = 1.99 [V] VCE = 1.67 [V] VCE = 1.43 [V]

IC = 2.67 [mA] IC = 1.33 [mA] IC = 3.70 [mA] IC = 1.65 [mA]
Q5 VCE = 1.66 [V] VCE = 2.00 [V] VCE = 1.67 [V] VCE = 1.44 [V]

IC = 3.46 [mA] IC = 2.02 [mA] IC = 4.61 [mA] IC = 2.15 [mA]

Table 4.3: Simulated biasing points of all TIA transistors



4.2. Transimpedance Architecture 129

matching resistor of 42 Ω is connected to the circuit outputs. If a circuit would have been
embedded in a complete receiver system, the matching resistor might have had been
removed. Hence, the noise generated by this resistor is not taken into account in the
following calculations, which assume an infinite voltage-sampling load resistance.

The noise referred to the input of Q5 is given by

v2
n5

∆ f
= 2qIC5 |Ze5 ‖ RE5|2 + 2qIB5

∣∣∣∣
1

sCµ5
‖ Zπ5

∣∣∣∣
2
+ 4KT(rb + RE5) (4.78)

where Ze5 and Zπ5 are defined by (4.61) and (4.56), respectively. This noise source is
referred to as the load noise source of Q4. In the case of Q4, R f acts as an emitter resistor,
and the load resistance (i.e. the input resistance of Q5) is considered as infinite. Now,

v2
n4

∆ f
= 2qIC4

∣∣∣Ze4 ‖ R f

∣∣∣
2
+ 2qIB4

∣∣∣∣∣
1

sCµ4
‖ Zπ4

∣∣∣∣∣
2

+ 4KT(rb + R f ) +
v2

n5
∆ f

(4.79)

Here the last term demonstrates the fact that in CC stages the load noise voltage is re-
ferred back to the input “as is”. Now we come to the cascode. The requested input-
referred noise source is current source as the input of a TIA samples current. Hence,
we can assume that the source resistance, RS, is infinite, so that the term Zπ RS

Zπ+RS
in (4.62)

reduces to Zπ solely. Dπs models the voltage drop on the source resistance, rb in this
case, and thus can be approximated by unity. Also, rb is negligible compared to RS of a
current source, and therefore can be omitted from the source’s thermal noise term. This
yields

i2n2
∆ f

= 2qIB2 +
1

G2
m2 |Zπ2|2

·
[

4KT
RE2

+ 2qIC2 + 2qIE3 +
4KT
RC3

+
v2

n4
∆ f

1
R2

C3

]
(4.80)

Adding the noise of R f gives the total input-referred noise current of version B:

i2nB
∆ f

=
i2n2
∆ f

+
4KT
R f

(4.81)

In version A Q1 introduces it own noise current, therefore the circuit’s total input-referred
noise current is given by

i2nA
∆ f

=
i2nB
∆ f

+ 2qIE1 (4.82)

According to the above, the input-referred noise current and current spectral density of
the circuits are detailed in table 4.4. Differences between wafers evoke from the different
biasing required for each circuit to achieve maximum bandwidth, which directly affects
DC currents and noise.

The dominant noise sources are those originated by IB1, R f , and IB2, as they aren’t at-
tenuated when referred back to the input. As a consequence, noise exhibited by version
A is as twice as high as version B, due to the noise introduced by the common base input
stage. Noise current of less than 25 pA/

√
Hz is sufficient for a fast optical communica-

tion front-end receiver [16]. Noise simulations show a similar picture, as shown in figure
4.15.
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Noise Current Total Noise Noise
Spectral Density Current Bandwidth

[pA/
√

Hz] [µA] [GHz]

Version A, 8000 Å 30.0 5.5 33.5
Version A, 6000 Å 21.4 3.9 32.8
Version B, 8000 Å 9.2 1.9 40.5
Version B, 6000 Å 8.6 1.6 33.9

Table 4.4: TIA Noise performance

Figure 4.15: Simulated noise current

4.2.6 Power Supply Rejection

A receiver on chip includes the light detector, TIA, automatic gain control, clock and
data recovery, decision circuit, and other digital circuits [14]. The TIA on the receiver
chip will thus be vulnerable to power supply noise generated by all other circuits on the
chip. Since optoelectronic TIAs are most commonly single-ended amplifiers [4][14] the
power supply noise is almost directly transferred to their output. Thus, the power sup-
ply rejection ratio (PSRR) is an important consideration in circuit design of high speed
TIAs. In addition, techniques for enhancing PSRR, such as folded cascode topology, are
infeasible in the bipolar NPN technology in which use was made for this work.

In the below discussion PSRR of version A is derived firstly, and then version B is
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referred. As mentioned above (section 4.2.4), the circuit is biased by a voltage source,
VCC, and current source, IEE. Variations of VCC are transferred to the output via three
paths:

A. Variations of Vx, which are transferred to the output.

B. Variations of the voltage at the base of Q3.

C. The voltage at the output of the cascode stage follows VCC.

Denoting the supply voltage noise by vnCC, the amplified power supply noise at the
output is given by:

voCC = voA + voB + voC (4.83)

where voA, voB, and voC are the output noise due to paths A, B, and C, respectively. Now,

voA = −vnCC
∂Vx

∂VCC
· RC3

re2 + RE2
(4.84)

voB = −vnCC
RD

RD + RB3
· RC3

re3 + rout2
≈ 0 (4.85)

voC = vnCC (4.86)

where RD is the differential resistance of the three-diode branch at the base of Q3. We
have assumed that the closed-loop transimpedance gain is R f , and that the gain of the
emitter followers is unity. Inserting (4.77) in (4.84) yields that for β À 1

voA = −vnCC
RE2

RE2 + RC3
· RC3

re2 + RE2
(4.87)

obtaining the supply gain

ACC =
voCC
vnCC

= − RE2

RE2 + RC3
· RC3

re2 + RE2
+ 1 (4.88)

Note that ACC consists of negative and positive terms that may cancel each other if
designed properly. Whilst paths A and B include phase-inverting stages, path C keeps
the phase unchanged. The VCC–PSRR is:

PSRR(VCC) =
∣∣∣∣

ZT
ACC

∣∣∣∣ =

∣∣∣∣∣∣
R f

RE2
RE2+RC3

· RC3
re2+RE2

− 1

∣∣∣∣∣∣
(4.89)

The second supply, IEE, is implemented by a voltage source, VEE, in series with a
resistor. The resistor is connected in parallel to the photodiode. Denoting the biasing
resistor by REE, the PSRR of VEE is given by:

PSRR(VEE) =
∣∣∣∣

ZT
AEE

∣∣∣∣ = REE (4.90)

Equation (4.90) implies that the PSRR of VEE is easily controlled by determining the value
of REE. Since REE is from the order of 1 kΩ, the supply noise at VEE consumes very small
portion of the circuit’s noise budget. Hence, only the PSRR of VCC is discussed below.
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In order to enhance the PSRR given in (4.89) the first term in the denominator should
be close to unity. Namely, the resistors RE2 and RC3 should be set to minimize the de-
nominator of (4.89). This task is not straight forward because these resistors also set the
open loop gain and poles. In addition, the self-cancellation term depends on the fre-
quency response of the cascode stage, which results in a reduction in PSRR as frequency
increases.

The PSRR of circuit version B, without the CB input stage, is given by

PSRR =

∣∣∣∣∣
R f

RD
RD+RB3

· RC3
re3+rout2

− 1

∣∣∣∣∣ (4.91)

Since the first term in the denominator is much smaller than unity, no self-cancellation ef-
fect takes place in (4.91), and the expected PSRR of version B is much lower than version
A at low frequencies. However, this term increases with frequency thanks to Cµ2, that
shorts Q3’s emitter to the AC ground introduced at the input node. Simulated PSRRs of
version A and B are shown in figure 4.16. Calculation of the PSRR according to (4.89)
and (4.91), with the parasitic resistances of the transistors lumped into RE2 and RC3,
yields a low frequency rejection ratio of 65 dBΩ for version A, and 54 dBΩ for version
B. These results are in accordance with the simulated PSRRs. As evident in figure 4.16,
version A exhibits significantly better PSRR than version B at low frequencies. At higher
frequencies version B improves and version A deteriorates.

Figure 4.16: Simulated PSRR
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4.2.7 Layout

Design of layout for high frequencies, such as millimeter-waves, requires extra care to
parasitics. Hence, layout of the circuits was designed according to the following guide-
lines:

• Elements should be as close to each other as possible to keep the circuit lumped.

• Metal inter-connect lines should be as thick as possible to reduce their inductance.
This can be implemented both by widening the lines and by heaping metal 2 on
metal 1.

• Resistors should be kept away from any AC ground to eliminate parasitic capaci-
tances.

• Resistors should be as wide as possible for two reasons: (1) to reduce the effect of
lithography imprecision, and (2) to prevent self heating of the thin NiCr film.

• Voltage supplies must be stabilized by means of capacitance to ground.

The layouts resulted from the guidelines mentioned above and circuit topologies are
depicted in figure 6.1. Total die size is 826x808 µm2. As can be seen, circuits are intended
for measurement in a 50 Ω system, that is, they comprise matching resistors and 50 Ω
output transmission lines. VCC can be applied to its corresponding pad by either using a
DC needle probe or a dual RF probe with G-S-G-S-G configuration. Finally, all pads are
designed for 150 µm pitch G-S-G probes.
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(a)

(b)

Figure 4.17: Layout of TIAs: (a) version A (b) version B. Total die size is 826x808 µm2

.
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4.3 Optoelectronic Integration

Integration of a photodiode with a TIA is the last stage in photoreceiver’s front-end de-
sign. The goal of such an integration is to achieve maximum responsivity, gain, and
bandwidth measured from the optical input down to the amplified electrical output,
as well as minimum noise. For this sake PD’s dimensions, responsivity, bandwidth, and
noise performance, together with TIA’s gain, bandwidth, and noise performance, should
be considered.

4.3.1 Photodiode Dimensions and Optoelectronic Bandwidth

The diameter of a light beam coming from an optical fiber with lens-shaped edge is 5
µm. However, positioning of the fiber above a PD is somewhat difficult, especially when
a movable optical probe is used. Increasing the diameter of the PD can help with this,
but this increases the capacitance of the diode (see table 3.5). In addition, the fact that the
lighting generation occurs in the center of the diode, far away from the p contact, results
in high contact resistance, because current has to travel a long way through the p layer
to the contact.

A photodiode introduces two poles to the optoelectronic frequency response — one
emerges from the capacitance of the diode, Cj, and the resistance by which the PD
is loaded, namely, Rcontact + Zin (= PD’s contact resistance + TIA’s input impedance);
another pole is originated by the PD’s transit time, τPD. While the latter has nothing
with the diameter of the PD, the former is a direct outcome of the dimensions.

In the layout each of the circuit versions has been joined with 10, 15, and 20 µm PDs.
Evidently, the smallest PD is expected to achieve the best bandwidth.

4.3.2 Layout Integration

Photodiodes connect directly to TIAs’ input nodes. Due to biasing considerations, n
contact of the PD is connected to the TIA’s input node, and p contact is connected to
a biasing pad, that acts as an AC ground. As mentioned before, biasing is applied by
means of a resistor connected in parallel to the PD, as shown in figure 4.18a. Applying
VEE sets both the reverse bias of the PD as well as IEE, where REE converts the voltage
source of VEE to current source. An optoelectronic circuit is shown in figure 4.18b. The
pad of VEE is designed for a 150 µm pitch G-S-G probe. The value of REE is 1 kΩ for all
circuit and PD versions.

4.3.3 Optoelectronic Noise Performance

The noise equivalent power of a monolithic circuit can be calculated from (3.19) and is
given by
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(a)

(b)

Figure 4.18: TIA version B with 15 µm photodiode and biasing resistor: (a)
scheme (b) layout
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NEP =
hc
λ
· 1

qη

√
2qIn∆ f +

4KT
REE

∆ f + i2nTIA (4.92)

where In is the DC current flowing in the PD, and i2nTIA is the input-referred noise current
of the TIA. Results of NEP calculations of each circuit are given in table 4.5, based on
simulations and In = 5 µA.

Photodiode Collector Bandwidth Bandwidth NEP NEP
Diameter Width with with with with

version A version B version A version B
[µm] [Å] [GHz] [GHz] [µW] [µW]

10 8000 19.2 19.6 14.9 7.0
15 8000 19.0 18.8 14.8 6.9
20 8000 18.8 17.9 14.7 6.7

10 6000 18.1 16.7 18.2 11.5
15 6000 17.6 15.8 18.0 11.1
20 6000 17.2 15.0 17.0 10.9

Table 4.5: NEP of optoelectronic circuits
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4.4 Circuit Measurements and Characterization

Both electrical and optoelectronic measurements are reviewed in this section. The elec-
trical measurements are used for characterization of the TIA in terms of transimpedance
gain. The optoelectronic measurement provides information on the bandwidth of the
entire monolithic front-end photoreceiver. Measurement procedures and configurations
are detailed hereinafter.

4.4.1 TIA Measurements and Characterization

S–parameter measurements were carried out on each circuit to find its optimal biasing
and characterize its electrical performance.

Measurement Equipment and Setup

Setup of the S–parameter measurement is quite similar to the HBT setup described in
section 2.3.4. IEE is applied to port 1 of the network analyzer through the internal bias tee
of the analyzer, and port 2 is left unbiased (floating). VCC is applied to is corresponding
pad either by means of a DC needle or by a dual RF probe.

Transimpedance Measurement

S–parameters measured on the TIA under test are converted to transimpedance gain
using the following equity [17]:

ZT =
∣∣∣∣Z0 · S21

1− S11

∣∣∣∣ (4.93)

where Z0 is the characteristic impedance of the S–parameter measurement system, 50 Ω
in most cases. Presenting the data in dBΩ format (i.e. 20 log10 |ZT |) enables extraction of
the –3dB frequency of the TIA.

4.4.2 OEIC Measurements and Characterization

Measurement of optoelectronic integrated circuits (OEICs) includes small signal frequency
response characterization solely, described below.

Measurement Equipment and Setup

Measurement equipment and setup is similar to section 3.3.1, except that the output of
the TIA is DC-floating, eliminating the need for bias tee in the output probe. However,
VCC is applied by another RF probe (with a bias tee, terminated by 50 Ω in its RF node),
and a DC needle is used for applying VEE. An optical probe is used for the optical input
signal. Shown in figure 4.19 is the probing setup mentioned above.



4.4. Circuit Measurements and Characterization 139

Figure 4.19: Probing of a circuit

Frequency Response Measurement

This measurement is similar to PD frequency response measurement (refer to section
3.3.1). Data acquisition and processing is also alike. However, the curve here includes
more than one complex pole, all occur at the same frequency, and so more complicated
fitting is applied. A curve fitted to measured data is depicted in figure 4.20.

Figure 4.20: A curve fitted to OEIC measured data. Measured on circuit ver-
sion B with 10 µm photodiode
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4.5 Circuit Performance

This section summarizes the performance of all lumped circuits of this work, as well as
compares measured results to simulated ones. Both electrical and optoelectronic results
are discussed.

4.5.1 TIA Performance

All data are summarized in table 4.6 and depicted in figure 4.21. It should be noted that
ZT includes the effect of a matching resistor and 50 Ω load at the output.

Version A, Version B, Version A, Version B,
8000 Å 8000 Å 6000 Å 6000 Å

Collector Collector Collector Collector

VCC 4.0 [V] 4.5 [V] 3.7 [V] 3.2 [V]
IEE 2.5 [mA] 3.5 [mA] 1.0 [mA] 1.5 [mA]
DC Power 58 [mW] 71 [mW] 57 [mW] 30 [mW]
Consumption
ZT — simulated 44.3 [dBΩ] 45.2 [dBΩ] 44.1 [dBΩ] 44.6 [dBΩ]
ZT — measured 39.7 [dBΩ] 45.5 [dBΩ] 43.5 [dBΩ] 44.2 [dBΩ]
f−3dB — simulated 21.3 [GHz] 25.8 [GHz] 20.9 [GHz] 21.6 [GHz]
f−3dB — measured 22.0 [GHz] 21.6 [GHz] 21.5 [GHz] 20.8 [GHz]

Table 4.6: Simulated and measured performance of TIAs

The results imply that best performances, in terms of flatness of response, are achieved
by the 8000 Å collector wafer. This is due to the fact that about 2000 Å (out of 8000) of
the collector isn’t depleted. In the 6000 Å collector wafer only 4500 Å is depleted. As a
result, the latter suffers from small phase margin and consequently excessive peaking in
the closed-loop response.

4.5.2 OEIC Performance

Results of the optoelectronic measurements are summarized in table 4.7. As expected,
widest bandwidth is achieved with 10 µm photodiodes (section 4.3.1). The measured
bandwidths are considerably smaller than the simulated ones. This is due to the non-
depleted regions in the collector layer, in which generated charge carriers move by dif-
fusion. Since diffusion is significantly slower than drifting in a depletion region, τPD is
increased, and bandwidth is reduced.
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(a) (b)

(c) (d)

Figure 4.21: Simulated and measured performance of various TIAs: (a) ver-
sion A, 8000 Å collector (b) version B, 8000 Å collector (c) version A, 6000
Å collector (d) version B, 6000 Å collector

Version A, Version B, Version A, Version B,
8000 Å 8000 Å 6000 Å 6000 Å

Collector Collector Collector Collector

10 µm PD 14.2 (19.2) [GHz] 11.2 (19.6) [GHz] 11.2 (18.1) [GHz] 10.4 (16.7) [GHz]
15 µm PD 13.0 (19.0) [GHz] 10.4 (18.8) [GHz] 7.9 (17.6) [GHz] 8.7 (15.8) [GHz]
20 µm PD 8.7 (18.8) [GHz] 9.3 (17.9) [GHz] 6.2 (17.2) [GHz] 10.4 (15.0) [GHz]

Table 4.7: Optoelectronic bandwidth of TIAs with various photodiodes —
measured (simulated)

The optoelectronic gain is given by

Goe = < · ZT (4.94)

Substituting measured results in (4.94) and omitting the effect of the output matching
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resistor yields gain of 61.1 and 119.2 V/W for circuits A and B with 8000 Å collector,
while the 6000 Å wafer exhibits 49.6 and 53.7 V/W for circuits A and B, respectively. The
8000 Å diodes have higher responsivity, and thus their corresponding amplifiers have
higher optoelectronic gain.
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Chapter 5

Optoelectronic Distributed
Circuit

The distributed amplifier, also referred to as traveling wave amplifier (TWA), is an effi-
cient topology that gets the most from a transistor. This chapter deals with the design
of a TWA that acts as a preamplifier for optical communications. The design is based
on a previous work of Emanuel Cohen [1] that proved the feasibility of broadband TWA
using the technology of the Technion. Cohen’s amplifier was designed as a power ampli-
fier, and thus redesign was required to reduce the input impedance. The first topic is the
fundamentals of distributed amplifiers; a discussion on the architecture chosen for this
work is the following subject. The third section deals with the optoelectronic integration,
that is, the considerations in connecting a photodiode to a TWA. Finally, measurement,
characterization, and performance of the circuit are discussed.
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5.1 Distributed Amplifier Fundamentals

Distributed amplifiers consist of two transmission lines and one or more amplification
stages. The basic elements and principles of a TWA are briefly discussed below.

5.1.1 Transmission Lines

Transmission line is an electrical medium used to transmit power, in the form of electro-
magnetic wave, from one point to another. Its characteristics and behavior are summa-
rized in this section from an electrical viewpoint.

Basic Concepts

Shown in figure 5.1 is the typical connection of a transmission line. A source with output
resistance, Rs, or impedance, Zs, introduces an AC signal at the input node of the line. On
the output side the line is loaded by an impedance denoted by ZL, and the characteristic
impedance of the line itself is Z0. The voltage reflection coefficient at the input is given
by [2][3]

Γin =
Z0 − Zs

Z0 + Zs
(5.1)

and at the output it is

ΓL =
ZL − Z0

ZL + Z0
(5.2)

S–parameters are related to reflection coefficients in the following way: S11 is actually
Γin when ΓL = 0, that is, when ZL = Z0. Similarly, S22 equals ΓL when Γin = 0 (Zs = Z0).

The electrical field of the wave traveling along the line is of the form [3]

−→E = E0e−γx x̂ = E0e−αxe−jβx x̂ (5.3)

Figure 5.1: Transmission line electrical connection. The arrow indicates the
direction of power propagation
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where E0 is the amplitude, x is position along the line, and γ is the complex propagation
constant. γ can be expressed as a function of propagation constant, β, and attenuation
constant, α, as follows:

γ = α + jβ (5.4)

For a lossless line α = 0, which means that the signal isn’t attenuated when propagating
along the line. Another quantity related to electrical field is the electrical length of a line,
defined as

E = βl (5.5)

where l is the length of the transmission line. Lastly, the group velocity of the wave is
given by [3]

vg =
(

∂γ

∂ω

)−1
(5.6)

and the phase velocity by

vp =
ω

γ
(5.7)

Transmission Line Model
Transmission lines can be modeled in many cases by infinitesimal lumped elements such
as inductors, capacitors, and resistors. A lossless line can be modeled as a chain or L–C
links (figure 5.2a), whilst the model of a lossy line includes series and parallel resistances
(figure 5.2b) [2][3]. Note that in lossless line R −→ 0 and G −→ 0. All of the parameters
in the model (L, C, R, and G) are per unit length. The quantities of a transmission line
can be expressed by its model parameters, making the design of a transmission line more
handy.

(a)

(b)

Figure 5.2: Models of (a) lossless and (b) lossy transmission lines
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The characteristic impedance of a lossy transmission line can be expressed by its
model parameters as

Z0 =

√
R + jωL
G + jωC

(5.8)

while for lossless line (5.8) reduces to

Z0 =
√

L
C

(5.9)

Table 5.1 summarizes the different line quantities as a function of the model parame-
ters. The approximations for lossy lines are valid if RG ¿ LC, RC, LG which is the case

Quantity Description Units Value in Value in
(M.K.S) lossless line lossy line

Z0 Line characteristic [Ω] Z0 =
√

L
C Z0 =

√
R+jωL
G+jωC

impedance

α Attenuation
[

rad
m

]
α = 0 α ≈ R

2Z0
+ GZ0

2

constant

β Propagation
[

rad
m

]
β = ω

√
LC β ≈ ω

√
LC

constant
vg Group

[ m
sec

]
vg = 1√

LC
vg ≈ 1√

LC
velocity

vp Phase
[ m

sec
]

vp = 1√
LC

vp ≈ ω
R

2Z0
+ GZ0

2 +jω
√

LC

velocity

Table 5.1: Transmission line quantities expressed by its model parameters

in most transmission lines. In addition, group velocity is assumed independent of fre-
quency; this is perfectly true only if RC = GL [3].

Manipulating the equations of table 5.1 reveals that for a lossless transmission line L
and C are given by [2]

L = Z0 · l
vp

(5.10)

and

C =
1

Z0
· l

vp
(5.11)

Equations (5.10) and (5.11) are useful in practical circuit design since electromagnetic
simulation tools prevalently calculate Z0 and vp, not L and C.
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Figure 5.3: Transmission line with periodical capacitive discontinuities

Bragg Frequency
Uniform transmission lines are very rare in practice. Actual lines commonly suffer from
discontinuities such as ground connection bridges, junctions, and parasitic capacitances.
Many times the distracting capacitances are periodically positioned, and the distance
between two adjacent capacitances is much smaller than the wavelength (as illustrated
in figure 5.3). In this case the additional capacitances can be referred to as a distributed
capacitance (per unit length) and be added to the capacitance of the transmission line, C.
However, due to the periodical nature of the discontinuities the line has limited band-
width caused by Bragg scattering. The bandwidth, so-called “Bragg frequency”, is given
by [4]

fBragg =
1

π · l
√

LC
(5.12)

where l is the total length of the line. As a rule of thumb, when designing a circuit that
comprises transmission lines, fBragg should be at least 2 to 3 times the circuit’s band-
width [1].

Coplanar Waveguide

There are several types of transmission lines used in integrated circuits, each has its
own advantages and drawbacks. As the InP process in which the circuits are fabricated
doesn’t offer more than one metal level (see figure 2.18), the coplanar waveguide (CPW)
is a natural choice for transmission lines [1]. The structure of CPW, shown in figure
5.4, consists of a signal line sandwiched between two ground lines — all rest on the
same planar substrate (the semi-insulating InP wafer, in our case). The parameters that
determine the characteristics of the line are the thickness of the metal, t, the width of the
signal line, W, the distance between signal and ground lines, G, the length of the line,
l, the conductivity of the metal, σ, the dielectric coefficient of the substrate, εr, and the
dielectric loss factor of the substrate, tan δ [4]. The values taken for metal 1 CPWs, made
of gold metal lines over InP substrate, are listed in table 5.2. Using these values with
reasonable values of W and G yield Z0 of 20 to 60 Ω, as illustrated in figure 5.5.

Generally speaking, the greater G, the smaller C, and thus the higher Z0. Similarly,
the greater W, the smaller L, and thus the lower Z0. However, the higher the values of C
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Figure 5.4: Structure of coplanar waveguide

Parameter Description Value

εr Dielectric coefficient of InP 12.4
tan δ Dielectric loss factor of InP 5 · 10−4

σ Conductivity of Au 48.8 · 106 1
Ωm

t metal thickness 0.8 µm

Table 5.2: Values used for calculation of CPW’s characteristics

Figure 5.5: Z0 as a function of W and G

and L, the slower the group and phase velocities (vg and vp, respectively).
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Figure 5.6: Structure of a typical TWA

5.1.2 Distributed Amplifier

Distributed amplifiers (TWAs) consist of input transmission line, amplification stage or
stages, and output transmission line. Shown in figure 5.6 is the structure of a typical
TWA. The amplifier works as follows. A signal is introduced at the input node and
propagating along the input transmission line (the lower line in figure 5.6). Every time
the signal passes a junction a portion of it enters the amplification stage connected to
the junction (marked by ’A’ in the figure). The amplified signals at the outputs of the
amplification stages are then collected by the output (upper) transmission line, which
forms an amplified signal propagating towards the output node. The details concerned
with how a TWA works are discussed hereinafter.

Transistor capacitances as Matching Networks

A matching network is a network the matches the impedance of a load to the impedance
of the source, or vice versa. Lumped elements such as resistors, capacitors, and induc-
tors, can be used as matching networks [2][3]. The idea behind TWA is to use the input
capacitance of the amplification stage as a matching network between the input line and
the stage, and to use the output capacitance as a matching to the output line [5]. As a
result, these capacitances share their energy with the inductance and capacitance of the
transmission lines, which in turn enhances the bandwidth of the stage.

The input impedance when the input line is loaded by amplification stages is given
by [6]

Z0in =

√√√√ Rin + jωLin

Gin + jωCin + Yst,in
lin

(5.13)

where Rin, Lin, Cin, and Gin are the parameters of the transmission line, and Yst,in is the
input admittance of the amplification stage. Here lin is the distance between two adjacent
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stages. In a HBT-based TWA (contrary to the FET case of [6]) Yst,in can be expressed as

Yst,in = jωCst,in +
1

Rst,in
(5.14)

The complex propagation constant is thus given by

γin = αin + jβin ≈ Zin
2Rst,inlin

+ jω

√
Lin(Cin +

Cst,in

lin
) (5.15)

Similarly, the output impedance is no other than

Z0out =

√√√√ Rout + jωLout

Gout + jωCout + Yst,out
lout

(5.16)

The complex propagation constant is thus given by

γout = αout + jβout ≈ Zout

2Rst,outlout
+ jω

√
Lout(Cout +

Cst,out

lout
) (5.17)

using equivalent nomenclature.

Amplification Stages

The outputs of the stages are added at the output transmission line, rather than multi-
plied. The outcome of this topology is that stages can be added to the TWA with minimal
impact on the bandwidth. There are two considerations limiting the number of stages:
signal attenuation and phase shift. Firstly, since the signal is attenuated when traveling
along the input line, the line has limited length. Adding more stages and extending the
line over its limit will not contribute any signal to the output, only noise.

The limit to number of stages due to attenuation is determined by the following phe-
nomenon: from some number of stages, N, any additional stage will add a very small
signal to the output — so small, that it is smaller than the attenuation in the output signal
due to the additional stage. Taking into account only the attenuation, the power gain of
a TWA is given by [3][1][7]

Gp =
g2

mZLZS
4

·
∣∣∣∣∣
e−Nγin lin − e−Nγout lout

e−γin lin − e−γout lout

∣∣∣∣∣
2

(5.18)

where gm is the stage’s transconductance, ZL is the load impedance, and ZS is the source
impedance. According to this, the optimal number of stages is given by

Nopt =
ln(αinlin)− ln(αoutlout)

αinlin − αoutlout
(5.19)

The second limit to the number of stages originates from both gain and noise reasons.
Consider the two signal paths depicted in figure 5.7. The delay of the black path equals
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Figure 5.7: Two signal paths with different delays

to the delay of the amplification stage plus the delay of the output line (determined by
the phase velocity of the line). The delay of the gray path equals to the stage delay plus
the input line delay. If the delays of the input and output lines aren’t equal (which is
true in most cases), the output signal smears out (disperses). The more stages the TWA
employs, the more dispersed the output signal. If phases are shifted so that destructive
interference occurs, gain saturates. The more stages in the TWA, the greater shift in
phases is accumulated along the lines. Hence, number of stages is limited. Phases are
perfectly aligned if, and only if, βinlin = βoutlout and stage delays are equal. Neglecting
attenuation issues, the power gain of a TWA is given by [1][8]

Gp =
g2

mZLZS
4

· 1− cos(Nω∆T)
1− cos(ω∆T)

(5.20)

where ∆T is the delay difference between the paths through two adjacent stages and the
corresponding line segments. Hence, the optimal number of stages due to phase shift is

Nopt =
π

ω∆T
(5.21)

where ω equals to the bandwidth of interest.
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5.2 Distributed Amplifier Architecture

This section examines the architecture of the TWAs fabricated for this work. It introduces
the attenuation compensation architecture,and discusses input impedance required for
optoelectronic integration, number of stages, biasing, noise performance, and layout.

5.2.1 Amplification Stage

The architecture chosen for the TWAs is the attenuation compensation architecture [9].
This architecture exhibits the best figures of merit like high bandwidth/ fT ratio and low
power consumption [10]. The concept underlying attenuation compensation is better
understood by examining the circuit shown in figure 5.8. The amplification stage con-
sists of a CC stage (Q1), followed by a cascode stage (Q2 and Q3). The extremely high
output resistance of the cascode eliminates the shunt conductance, G, introduces by the
amplification stage at the output line, and so reduces the losses along the line. The CC
stage is loaded by the input capacitance of the cascode. This capacitive load can be mod-
eled as a negative resistance at the CC’s input (refer to section 4.1.1), which compensates
for the losses in the input line. Obviously, this compensation should be used carefully to
avoid instability of the TWA.

Figure 5.8: Scheme of an amplification stage. Q1 is the CC stage, Q2 and Q3
form the cascode
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Three unmatched transmission lines appear in the circuit for inductive peaking that
result in bandwidth enhancement [10]. TL1 loads the CC stage, whilst TL2 and TL3 work
for the cascode. It should be noted that RE1 is relatively low — this relaxes the negative
resistance effect caused by Q2, since the small resistance is connected in parallel to Q2’s
input impedance. In addition, as TL1 behaves like an inductor, it is reflected to Q1’s input
as a resistor, acting as a matching network between the input line and the amplification
stage. The diode marked by D1 is intended for biasing purposes, and despite its existence
a small degeneration resistor is added to Q2 (RE2) to further stabilize its biasing point.

5.2.2 Input and Output Characteristic Impedances

The TWA is designed to connect with a 50 Ω system. As a consequence, the output im-
pedance should be 50 Ω. The output line is loaded by the stages’ output capacitances (Cµ

of Q3), which is relatively small, and by ground air bridges. Hence, the line is designed
to a higher impedance than 50 Ω to allow for impedance reduction by the additional
capacitances.

As for the input line, its characteristic impedance should be as low as possible to
obtain maximum bandwidth. Unfortunately, the attenuation compensation topology re-
duces the input capacitance of the stage, because the negative resistance is coupled with
a negative capacitance [9]. This brings about the need to add capacitances in the form of
ground air bridges. In addition, the input line is geometrically designed to have small Z0.
Shown in figure 5.9 is the simulated input impedance of a TWA. The impedance cannot
be further reduced because of limitations such as physical dimensions of the transmis-
sion line and input capacitance of the stages.

On top of the above considerations, the lines should have the same phase velocity

Figure 5.9: Input impedance of a TWA
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and a sufficiently high Bragg frequency. The results of an optimization made for the
transmission lines are detailed in table 5.3. Note that the above involves rough approxi-
mations regarding the stage’s input capacitance and other parasitics. Simulations show
that the input line Z0 is approximately 25 Ω and phase velocity of 86 · 106 m

sec — nearly
matched to vp of the output line.

Parameter Value in the Value in the
input line output line

W 20 [µm] 14 [µm]
G 7 [µm] 36 [µm]
l 208 [µm] 208 [µm]

Parallel capacitance 25 [fF] 23 [fF]
Z0 33 [Ω] 53 [Ω]
vp 92 · 106 [ m

sec
]

83 · 106 [ m
sec

]

fBragg 141 [GHz] 127 [GHz]

Table 5.3: Actual values of TWA’s transmission lines

5.2.3 Number of Stages

Number of stages was determined according to simulation results. The transimpedance
gain, ZT , of a 4-stage amplifier is 44.1 dBΩ; 5-stage amplifier exhibits 45.5 dBΩ; and 6
stages yield 46.4 dBΩ. In addition, 6-stage amplifier has poor noise performance and
wavy group delay (sections 5.2.5 and 5.2.6 below) compared to 4- and 5-stage amplifiers.
According to this, only 4- and 5-stage amplifiers were fabricated.

5.2.4 Biasing

As evident in figure 5.8 each amplification stage has three biasing voltages: the DC volt-
ages of the input and output lines, and an extra biasing voltage, denoted by Vext. In a
complete TWA the input and output voltages are applied by bias tees directly to their
corresponding lines, but Vext requires a separate biasing line that travels through all of
the stages. When a PD is connected to the amplifier’s input a 1 kΩ resistor acts as a bias
tee for the input line voltage (denoted by VPDn), and another biasing pad (VPDp) is con-
nected directly to the p contact of the PD. The biasing scheme is illustrated in figure 5.10.

5.2.5 Noise Performance

There are 3 types of noise sources in a TWA:
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Figure 5.10: Scheme of TWA’s biasing

1. Noise originated by the matching resistor of the output transmission line

2. Noise of the amplification stages

3. Noise of the input line matching resistor

The noise generated by the matching resistors are given by (2.70). However, noise of
the output matching is attenuated when referred back to the input, whilst noise of the
input matching isn’t — it is even divided by the attenuation along the input transmis-
sion line, that is, amplified when referred to the input. As for the stages’ noise, the last
stage (the farthermost from the input) contributes more noise than the others due to the
attenuation of the input line. Figure 5.11 demonstrates the effect of the last stage on
noise performance. Shown in the figure are noise simulation results of an amplifier with
4 stages and a 5-stage amplifier.

The noise of each stage consists of the cascode noise, referred to the stage input
through the CC stage. In addition, the CC transistor (Q1) contributes its own noise.
Since a CC input stage exhibits poor voltage noise performance, the attenuation com-
pensation architecture suffers from inferior noise performance compared to “standard”
CE and cascode stages. Thanks to the low impedance of the input line required for tran-
simpedance amplifiers, this voltage noise is relaxed to some extent when translated to
current noise.

5.2.6 Group Delay

Group delay is a major concern in distributed amplifiers, especially when peaking tech-
niques are excessively used. TWA’s principle of operation consists mainly on capacitors
and inductors, not on R–C networks. Inductive peaking also has the same effect. As a
result, gain is very wavy compared to lumped topologies, and so is group delay. This
phenomenon is on top of the dependence of group delay on frequency, as far as lossy
transmission lines are considered.
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Figure 5.11: Simulated noise current of 4- and 5-stage amplifiers

Variation in group delay should be kept below 1
4 T, where T is the time of a single bit

transmission. This ensures that the eye (in eye diagram) is at least half open. To achieve
this goal most of the peaking is performed by the transmission line between the cascode
transistors (TL2), leaving the output peaking line (TL3) minimal. As TL2 is surrounded
by two capacitors (Cµ2 and Cπ3), it is somewhat matched and provides a less wavy group
delay curve [10].

5.2.7 Layout

The same guidelines that appear in section 4.2.7 also apply here. Furthermore, due to
the nature of TWAs extra attention was paid to parasitic capacitances and inductances.
Three versions of circuits were designed, with strong, moderate, and weak peaking lines,
which differ from each other by the length of TL2. Each version was fabricated with a 10
µm PD in addition to an electrical version without PD. On top of this, each circuit version
was fabricated in 4- and 5-stage versions. Die sizes of electrical circuits are: 1758x1020
µm2 for the 4-stage versions, and 1966x1020 µm2 for the 5-stage versions. Die sizes of
circuits with a PD are: 2047x1020 µm2 in the 4 stages case, and 2255x1020 µm2 for 5
stages. Pictures of 3 different circuits are shown in figure 5.12.
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(a)

(b)

(c)

Figure 5.12: Layout of TWAs: (a) strong peaking, 4 stages, electrical version
(b) moderate peaking, 5 stage, with PD (c) weak peaking, 4 stages, with PD

.
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5.3 Optoelectronic Integration

Introducing a photodiode to a TWA is the subject of this section. It deals with the size
of photodiode, the physical connection between the PD and the amplifier, and the opto-
electronic performance.

5.3.1 Photodiode Connection

For a bandwidth exceeding 40 GHz the only photodiode that can be used is the smallest
one, namely, the PD with 10 µm wide optical window. This diode exhibits the smallest
capacitance (refer to table 3.5) but the same responsivity and transit time as the larger
diodes. However, due to the input impedance of the TWA even the small PD’s response
might decrease before 40 GHz when connected to a TWA. To solve this problem the
response of the amplifier is designed with peaking around 40 GHz to compensate for
the PD response [11]. In addition, a 200 µm long transmission line was inserted between
the PD and the amplifier, acting as a peaking inductor. As shown in figure 5.13, the
photodiode has –3dB bandwidth of 37 GHz when connected to a 25 Ω load. The response
of the amplifier, with strong peaking around 40 GHz, enhances the bandwidth of the
optoelectronic circuit to 63 GHz.

Figure 5.13: Normalized frequency response of a photodiode, TWA, and op-
toelectronic circuit. The photodiode was simulated with a 25 Ω load.
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5.3.2 Optoelectronic Noise Performance

The current noise at the amplifier’s input consists of the noise generated by the TWA, the
noise of the PD, and the noise of the biasing resistor connected to VPDn (figure 5.10). Once
the noise current is known derivation of NEP is apparent, as described in section 4.3.3.
Simulated noise and NEP of the various circuits are summarized in table 5.4. Calcula-
tions are based upon noise simulations, showing that all circuits exhibit noise current of
approximately 29 pA/

√
Hz up to 20 GHz. Including the exact noise spectrum is mean-

ingless because of the limitations of the simplified VBIC model used for simulations. The
DC current flowing in the PD is assumed 5 µA.

Collector Number Peaking Optical Noise spectral Total NEP
thickness of stages strength bandwidth density noise

[Å] [GHz] [pA/
√

Hz] [µA] [µW]

8000 4 Strong 55.5 29 8.6 25.2
8000 4 Moderate 59.2 29 8.8 26.0
8000 4 Weak 63.4 29 9.2 26.0
8000 5 Strong 54.1 29 8.5 24.9
8000 5 Moderate 57.9 29 8.7 25.7
8000 5 Weak 63.3 29 9.1 26.9

6000 4 Strong 54.0 29 8.4 47.4
6000 4 Moderate 57.6 29 8.7 49.0
6000 4 Weak 64.4 29 9.2 51.8
6000 5 Strong 53.2 29 8.4 47.1
6000 5 Moderate 57.0 29 8.7 48.7
6000 5 Weak 63.8 29 9.2 51.6

Table 5.4: NEP of optoelectronic distributed circuits
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5.4 Circuit Performance

Distributed amplifiers based upon attenuation compensation architecture are vulnerable
to changes in transistor parameters. However, proper adjustment of the biasing can
regain the desired performance. All measurement and performance issues are discussed
in this section.

5.4.1 Measurements

Electrical measurements of TWAs include only S–parameter measurements. The opto-
electronic setup is similar to sections 3.3.1 and 4.4.2. In both measurements DC supplies
can be applied either by a DC needle or by a dual G-S-G-S-G probe with appropriate bias
tee.

5.4.2 TWA Performance

Simulation and measurement differ because of the following reasons:

1. The transistors exhibit large Cµ and small τD for which the circuits have not been
designed

2. The VBIC model used in this work does not include modeling of variations in Cµ

due to biasing or Kirk effect

3. The model does not include avalanche breakdown and thus biasing points aren’t
simulated properly

As a consequence, practical circuits allow some adjustment of their biasing points to
overcome the changes in Cµ and τD. This option lacks in simulations. A comparison
between simulation and measurement is demonstrated in figure 5.14. Also the group
delay measured results are considerably different from simulated ones for the very same
reasons. This is depicted in figure 5.15. Simulated group delay varies 8 psec peak-to-
peak, whilst measured delay variations exceed 13 psec (when a centered average line is
taken). The wavy group delay is a direct result of the too short τD of the transistors.

Output matching (return loss, S22) is affected by Cµ, which is the output capacitance
of the amplification stage. Due to the higher-than-expected capacitance return loss is
better than –10 dB, instead of –18 dB expected from simulations. This is depicted in
figure 5.16. Finally, simulated and measured performances are compared in table 5.5.

5.4.3 OEIC Performance

Measured and simulated results are detailed in table 5.6. The optoelectronic gain is cal-
culated according to (4.94). Like in the TIA case, the 6000 Å circuits exhibit lower opto-
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Figure 5.14: Simulated and measured TWA transimpedance gain (5-stage,
strong peaking, 8000 Å amplifier)

Figure 5.15: Simulated and measured TWA group delay (4-stage, weak peak-
ing, 8000Å amplifier)

electronic gain due to the lower responsivity of the photodiodes. However, these circuits
have wider bandwidth in comparison to the 8000 Å circuits. This difference is because
the non-depleted region in BC junction is more than 2000 Å thick in the 8000 Å wafer,
and only 1500 Å in the 6000 Å wafer. Consequently, the delay originated by diffusion is
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longer in the 8000 Å PDs than in the 6000 Å.

Figure 5.16: Simulated and measured output return loss (4-stage, strong
peaking, 8000Å amplifier)

Collector Number Peaking Simulated Measured Simulated Measured
thickness of stages strength bandwidth Bandwidth Gain Gain

[Å] [GHz] [GHz] [dBΩ] [dBΩ]

8000 4 Strong 65.2 51.9 41.0 44.5
8000 4 Moderate 69.0 ∼ 68 41.9 45.2
8000 4 Weak 80.0 55.1 41.3 45.3
8000 5 Strong 62.8 62.0 42.8 42.1
8000 5 Moderate 68.4 49.2 42.5 45.7
8000 5 Weak 76.4 ∼ 70 41.9 43.4

6000 4 Strong 60.4 ∼ 70 44.3 39.8
6000 4 Moderate 65.2 ∼ 80 44.0 38.3
6000 4 Weak 73.8 ∼ 80 44.0 43.3
6000 5 Strong 57.8 59.3 45.8 42.2
6000 5 Moderate 62.2 54.1 45.8 44.8
6000 5 Weak 68.8 ∼ 70 45.8 44.1

Table 5.5: Simulated and measured TWA electrical performances
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Collector Number Peaking Simulated Optical Measured Optical Measured
thickness of stages strength bandwidth Bandwidth Gain

[Å] [GHz] [GHz] [V/W]

8000 4 Strong 55.5 9.8 57.8
8000 4 Moderate 59.2 12.2 62.6
8000 4 Weak 63.4 13.7 63.3
8000 5 Strong 54.1 14.8 43.8
8000 5 Moderate 57.9 13.4 66.3
8000 5 Weak 63.3 10.4 50.9

6000 4 Strong 54.0 17.6 17.6
6000 4 Moderate 57.6 20.2 14.8
6000 4 Weak 64.4 20.2 26.3
6000 5 Strong 53.2 17.5 23.2
6000 5 Moderate 57.0 20.2 31.3
6000 5 Weak 63.8 19.4 28.9

Table 5.6: Simulated and measured TWA optoelectronic performances

.
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Chapter 6

Summary and Conclusions

The results of the research are summarized and discussed in this last chapter. This work
is compared to the works introduced in chapter 1, and conclusions and directions for
further research are suggested.
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6.1 Photodiode

Performance of the PDs were below expectations due to a problem in the layer growth
(refer to section 3.3.3 and figure 3.15). Recently this problem was solved by means of
adding another stage to layer growth sequence. C–V measurements were made on large
area devices fabricated from a wafer with 6000 Å collector. The results verify that the
problem has been solved, as seen in figure. The collector is almost completely depleted
from a reverse voltage of 2 V, which is adequate for proper operation of the PDs. New
6000 Å and 8000 Å wafers were grown and are currently processed into receivers.

(a)

(b)

Figure 6.1: C–V measurements of a 6000 Å wafer: (a) junction capacitance vs.
applied voltage (b) junction width vs. applied voltage (measured on a large
area device)
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6.2 Lumped Circuits

Two topologies of lumped TIA were introduces - version A (with a CB input stage) and
version B (without input stage). Version A exhibits wider bandwidth when connected
to a PD due to the input stage, but version B has better noise performance due to the
lack of input stage. Best optoelectronic results were achieved with version A and a 10
µm photodiode in the 8000 Å wafer, and these results are used for comparison in table
6.1. Table 6.1 implies that should the circuit be fabricated from properly grown layers
and with ARC, it would exhibit the highest optoelectronic gain-bandwidth product in
its class.

Team ETHZ ETHZ Notre Dame KAIST This
−→ Switzerland Switzerland IN, USA Korea Work

[1] [2] [3] [4]

Transistor HBT HBT HEMT HBT HBT
Photodiode top top top refractive top

illuminated illuminated illuminated facet illuminated
Anti-reflective yes yes yes yes no
Coating
Optical 30 50 8.3 6.9 14.2
Bandwidth [GHz] (expected to

reach 20)
Optoelectronic 48 N/A 410 85 61.2
Gain [V/W] (can exceed 120

with ARC)
Gain-Bandwidth 1.44 N/A 3.40 0.59 0.47

Product
[
THz · V

W

]
(expected to

exceed 1.7)

Table 6.1: Comparison of this work to recent works on InP-based lumped
photoreceivers

Further improvements may be applied to the circuit, as follows:

• Better biasing can reduce the current flowing in the input stage (Q1) and reduce
the circuit’s noise

• Different topologies may be examined, such as omitting the first emitter follower
(Q4) and connecting the feedback resistor directly from the cascode’s output to its
input

• Phase margin can be designed in a self-adjustment topology, e.g. using capacitors
made of the base–collector layers
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In addition, improvements in the fabrication and process technology will enable to achieve
better results. These improvements include better layer structure, reduction in lithogra-
phy size [2], and implementation of capacitance reduction techniques (such as undercut
[2] and base air bridge [5]).

6.3 Distributed Circuits

Distributed amplifiers designed in the attenuation compensation architecture were demon-
strated. The circuits have input impedance of approximately 25 Ω and bandwidth in ex-
cess of 50 GHz. Best optoelectronic results were achieved with a 4-stage weak-peaking
amplifier in the 6000 Å wafer. The results of this amplifier appear in table 6.2 and com-
pared to the other works. In fact, this is the ever first distributed receiver that consists of
HBT and top illuminated PD. If the circuit is fabricated from a better wafer with ARC it
will offer a cost-effective solution for communications in 40 Gbps and beyond.

Team NTT Corp. HHI Berlin This
−→ Japan Germany Work

[6] [7]

Transistor HEMT HEMT HBT
Photodiode waveguide waveguide top

illuminated
Anti-reflective yes yes no
Coating
Optical 46.5 72.0 20.2
Bandwidth [GHz] (expected to

reach 48)
Optoelectronic 55 45 26.3
Gain [V/W] (can exceed 50

with ARC)
Gain-Bandwidth 2.56 3.24 0.53

Product
[
THz · V

W

]
(expected to

exceed 2.4)

Table 6.2: Comparison of this work to recent works on InP-based distributed
photoreceivers

Further research may focus on examining other architectures. Amplifiers based on
cascode stages are good candidates as they offer high bandwidth and high input capaci-
tance, that can help to reduce the input impedance.
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Appendix A

A Control GUI for C–V
Measurements

During the work on this research I developed a GUI (graphical user interface) for con-
trolling a HP 4280A C-V Plotter and performing a C–V measurement using a PC. Details
are discussed hereinafter as it can be of further help for anyone who uses a 4280A for
C–V measurements and wishes to control it from a PC.

A.1 Introduction

The GUI runs on MATLAB 6.5 and consists of a figure file (cv main.fig) and MATLAB
M-file (cv main.m). The GUI is invoked from an envelope function (cv.m) that also sets
variables to defaults and establishes connection to the instrument through GPIB inter-
face.

Requirements from the PC are as follows:

• MATLAB 6.5 with instrumentation toolbox installed

• GPIB card — supported by MATLAB

In the following example a National Instruments GPIB card is assumed. In addition, the
GPIB address of the 4280A is 27. This can be set by two dials at the back of the 4280A,
or changed in the program to match the instrument’s address. The program was tested
and works with MATLAB 6.5.0 (R13) and National Instrument USB-GPIB-B card and its
driver.

It should be noted that every button or text editing box in a figure has its own name
(tag) and is connected to a callback function in the corresponding M-file. Tags can be
derived from the M-file.
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A.2 MATLAB Figures

cv main.fig

Figure A.1: MATLAB figure of cv main

gpib error.fig

Figure A.2: MATLAB figure of gpib error
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save error.fig

Figure A.3: MATLAB figure of save error

save ok.fig

Figure A.4: MATLAB figure of save ok

A.3 MATLAB Functions

cv.m
function cv

global v vh gh vcg

close all

% Defaults

v.gpib_err = 0;
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v.calibrated = 0;

v.data_to_save = 0;

v.single_err = 0;

v.sweep1_err = 0;

v.sweep2_err = 0;

v.sweep3_err = 0;

v.sweep4_err = 0;

v.sweep5_err = 0;

v.step_err = 0;

v.save_err = 0;

v.filename_err = 0;

v.correct_en = 1;

v.cable_length = 1;

v.signal_level = 10;

v.meas_speed = ’slow’;

v.single_v = 0;

v.single_c = -1;

v.single_g = -1;

v.single_gwc = -1;

v.v_start = 0.2;

v.v_stop = -4;

v.v_step = -0.01;

v.t_hold = 200;

v.t_step_delay = 200;

v.save_dir = ’benny’;

v.save_filename = ’filename’;

% Establish GPIB connection

gh = gpib(’ni’, 0, 27); % National Instrument card, card No.0, GPIB address = 27

fopen(gh);

ghstatus = gh.Status;

if (ghstatus(1:4) == ’clos’) % error in GPIB connection

gpib_error_message;

return

end

set(gh,’EOSMode’,’read&write’) %’write’)

clrdevice(gh) % restore instrument defaults

% Open CV window

hfig = openfig(’cv_main’, ’reuse’); %, ’visible’);

set(hfig, ’handlevisibility’, ’on’, ’doublebuffer’, ’on’)

vh = guihandles(hfig);

cv main.m

function varargout = cv_main(varargin)

global v vh gh vcg

if nargin == 0 % LAUNCH GUI

fig = openfig(mfilename,’reuse’);

% Use system color scheme for figure:
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set(fig,’Color’,get(0,’defaultUicontrolBackgroundColor’));

% Generate a structure of handles to pass to callbacks, and store it.

handles = guihandles(fig);

guidata(fig, handles);

if nargout > 0

varargout{1} = fig;

end

elseif ischar(varargin{1}) % INVOKE NAMED SUBFUNCTION OR CALLBACK

try

[varargout{1:nargout}] = feval(varargin{:}); % FEVAL switchyard

catch

disp(lasterr);

end

end

% --------------------------------------------------------------------

function gpib_zero (h, eventdata, handles, varargin)

global v vh gh vcg

set(vh.status_cv, ’foregroundcolor’, [0 0 1], ’string’, ’Busy’);

set(vh.zero_cv, ’foregroundcolor’, [0.5 0.5 0.5], ...

’enable’ ,’inactive’);

set(vh.message, ’string’, ’Calibration in progress...’);

drawnow

go_zero

set(vh.zero_cv, ’enable’ ,’on’, ’foregroundcolor’, [0 0 0]);

set(vh.single_c, ’string’, ’N/A’);

set(vh.single_g, ’string’, ’N/A’);

set(vh.single_gwc, ’string’, ’N/A’);

status_message

% --------------------------------------------------------------------

function gpib_single (h, eventdata, handles, varargin)

global v vh gh vcg

set(vh.status_cv, ’foregroundcolor’, [0 0 1], ’string’, ’Busy’);

set(vh.single_cv, ’foregroundcolor’, [0.5 0.5 0.5], ...

’enable’ ,’inactive’);

set(vh.message, ’string’, ’Single measurement in progress...’);

drawnow

go_single

if ((v.single_c == -1) | (v.single_g == -1) | (v.single_gwc == -1))

c_str = ’N/A’;

g_str = ’N/A’;

gwc_str = ’N/A’;

else

c_str = sprintf(’%g’, v.single_c * 1e12);

g_str = sprintf(’%g’, v.single_g * 1e6);

gwc_str = sprintf(’%g’, v.single_gwc);

end

set(vh.single_c, ’string’, c_str);

set(vh.single_g, ’string’, g_str);

set(vh.single_gwc, ’string’, gwc_str);

status_message
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% --------------------------------------------------------------------

function gpib_sweep (h, eventdata, handles, varargin)

global v vh gh vcg

button_string = get(vh.sweep_cv, ’string’);

if (length(button_string) == 5) % sweep button pressed

set(vh.sweep_cv, ’string’, ’Stop’);

set(vh.zero_cv, ’foregroundcolor’, [0.5 0.5 0.5], ’enable’ ,’inactive’);

set(vh.single_cv, ’foregroundcolor’, [0.5 0.5 0.5], ’enable’ ,’inactive’);

set(vh.save_cv, ’foregroundcolor’, [0.5 0.5 0.5], ’enable’ ,’inactive’);

set(vh.exit_request, ’foregroundcolor’, [0.5 0.5 0.5], ’enable’ ,’inactive’);

set(vh.status_cv, ’foregroundcolor’, [0 0 1], ’string’, ’Busy’);

set(vh.message, ’string’, ’Sweep measurement in progress...’);

drawnow

go_sweep

set(vh.sweep_cv, ’string’, ’Sweep’);

correct_en

set(vh.single_cv, ’foregroundcolor’, [0 0 0], ’enable’ ,’on’);

set(vh.save_cv, ’foregroundcolor’, [0 0 0], ’enable’ ,’on’);

set(vh.exit_request, ’foregroundcolor’, [0 0 0], ’enable’ ,’on’);

else % stop button pressed

stop_sweep

set(vh.sweep_cv, ’string’, ’Sweep’);

correct_en

set(vh.single_cv, ’foregroundcolor’, [0 0 0], ’enable’ ,’on’);

set(vh.save_cv, ’foregroundcolor’, [0 0 0], ’enable’ ,’on’);

set(vh.exit_request, ’foregroundcolor’, [0 0 0], ’enable’ ,’on’);

end

status_message

% --------------------------------------------------------------------

function save_cv (h, eventdata, handles, varargin)

global v vh gh vcg

go_save

% --------------------------------------------------------------------

function exit_request (h, eventdata, handles, varargin)

global v vh gh vcg

fclose(gh)

delete(gh)

clear gh

close

exit

% --------------------------------------------------------------------

function gpib_reset (h, eventdata, handles, varargin)

global v vh gh vcg

% Check if a sweep is currenly running

button_string = get(vh.sweep_cv, ’string’);

if (length(button_string) == 4) % button is "Stop" labeled,

% sweep is running

stop_sweep
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pause(0.5)

end

clrdevice(gh) % restore device defaults

v.calibrated = 0;

set(vh.correct_en, ’value’, 1);

correct_en

status_message

% --------------------------------------------------------------------

function correct_en(h, eventdata, handles, varargin)

global v vh gh vcg

v.correct_en = get(vh.correct_en, ’value’);

if (v.correct_en == 1)

set(vh.zero_cv, ’enable’ ,’on’, ’foregroundcolor’, [0 0 0]);

set(vh.m0, ’enable’ ,’on’, ’foregroundcolor’, [0 0 0]);

set(vh.m1, ’enable’ ,’on’, ’foregroundcolor’, [0 0 0]);

set(vh.m0_5, ’enable’ ,’on’, ’foregroundcolor’, [0 0 0]);

set(vh.cable_length, ’foregroundcolor’, [0 0 0]);

else

set(vh.zero_cv, ’enable’ ,’inactive’, ’foregroundcolor’, [0.5 0.5 0.5]);

set(vh.m0, ’enable’ ,’inactive’, ’foregroundcolor’, [0.5 0.5 0.5]);

set(vh.m1, ’enable’ ,’inactive’, ’foregroundcolor’, [0.5 0.5 0.5]);

set(vh.m0_5, ’enable’ ,’inactive’, ’foregroundcolor’, [0.5 0.5 0.5]);

set(vh.cable_length, ’foregroundcolor’, [0.5 0.5 0.5]);

end

go_correct_en

% --------------------------------------------------------------------

function cl0(h, eventdata, handles, varargin)

global v vh gh vcg

v.cable_length = 0;

set(vh.m1, ’value’ ,0);

set(vh.m0_5, ’value’ ,0);

% --------------------------------------------------------------------

function cl1(h, eventdata, handles, varargin)

global v vh gh vcg

v.cable_length = 1;

set(vh.m0, ’value’ ,0);

set(vh.m0_5, ’value’ ,0);

% --------------------------------------------------------------------

function cl05(h, eventdata, handles, varargin)

global v vh gh vcg

v.cable_length = 5;

set(vh.m0, ’value’ ,0);

set(vh.m1, ’value’ ,0);

% --------------------------------------------------------------------

function sl10(h, eventdata, handles, varargin)

global v vh gh vcg

v.signal_level = 10;
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set(vh.mv30, ’value’ ,0);

% --------------------------------------------------------------------

function sl30(h, eventdata, handles, varargin)

global v vh gh vcg

v.signal_level = 30;

set(vh.mv10, ’value’ ,0);

% --------------------------------------------------------------------

function msfast(h, eventdata, handles, varargin)

global v vh gh vcg

v.meas_speed = ’fast’;

set(vh.medium, ’value’ ,0);

set(vh.slow, ’value’ ,0);

% --------------------------------------------------------------------

function msmed(h, eventdata, handles, varargin)

global v vh gh vcg

v.meas_speed = ’medi’;

set(vh.fast, ’value’ ,0);

set(vh.slow, ’value’ ,0);

% --------------------------------------------------------------------

function msslow(h, eventdata, handles, varargin)

global v vh gh vcg

v.meas_speed = ’slow’;

set(vh.fast, ’value’ ,0);

set(vh.medium, ’value’ ,0);

% --------------------------------------------------------------------

function single_v(h, eventdata, handles, varargin)

global v vh gh vcg

v.single_v_str = get(vh.single_v, ’string’);

v.single_v = str2num(v.single_v_str);

if ((v.single_v < 42) & (v.single_v > (-42)))

v.single_err = 0;

single_v_str = sprintf(’%2.3f’, v.single_v);

set(vh.single_v, ’string’, single_v_str);

else

v.single_err = 1;

end

status_message

% --------------------------------------------------------------------

function v_start(h, eventdata, handles, varargin)

global v vh gh vcg

v.v_start_str = get(vh.v_start, ’string’);

v.v_start = str2num(v.v_start_str);

if ((v.v_start < 42) & (v.v_start > (-42)))

v.sweep1_err = 0;

v_start_str = sprintf(’%2.3f’, v.v_start);

set(vh.v_start, ’string’, v_start_str);
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v.v_start = str2num(v_start_str); % chopping voltage smaller than 1mV

else

v.sweep1_err = 1;

end

status_message

% --------------------------------------------------------------------

function v_stop(h, eventdata, handles, varargin)

global v vh gh vcg

v.v_stop_str = get(vh.v_stop, ’string’);

v.v_stop = str2num(v.v_stop_str);

if ((v.v_stop < 42) & (v.v_stop > (-42)))

v.sweep2_err = 0;

v_stop_str = sprintf(’%2.3f’, v.v_stop);

set(vh.v_stop, ’string’, v_stop_str);

v.v_stop = str2num(v_stop_str); % chopping voltage smaller than 1mV

else

v.sweep2_err = 1;

end

status_message

% --------------------------------------------------------------------

function v_step(h, eventdata, handles, varargin)

global v vh gh vcg

v.v_step_str = get(vh.v_step, ’string’);

v.v_step = str2num(v.v_step_str);

if ((v.v_step < 42) & (v.v_step > (-42)))

v.sweep3_err = 0;

v_step_str = sprintf(’%2.3f’, v.v_step);

set(vh.v_step, ’string’, v_step_str);

v.v_step = str2num(v_step_str); % chopping voltage smaller than 1mV

else

v.sweep3_err = 1;

end

status_message

% --------------------------------------------------------------------

function t_hold(h, eventdata, handles, varargin)

global v vh gh vcg

v.t_hold_str = get(vh.t_hold, ’string’);

v.t_hold = str2num(v.t_hold_str);

if ((v.t_hold < 650) & (v.t_hold > 45))

v.sweep4_err = 0;

t_hold_str = sprintf(’%3.0f’, v.t_hold);

set(vh.t_hold, ’string’, t_hold_str);

v.t_hold = str2num(t_hold_str); % chopping digits after decimal point

else

v.sweep4_err = 1;

end

status_message

% --------------------------------------------------------------------
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function t_step_delay(h, eventdata, handles, varargin)

global v vh gh vcg

v.t_step_delay_str = get(vh.t_step_delay, ’string’);

v.t_step_delay = str2num(v.t_step_delay_str);

if ((v.t_step_delay < 650) & (v.t_step_delay > 45))

v.sweep5_err = 0;

t_step_delay_str = sprintf(’%3.0f’, v.t_step_delay);

set(vh.t_step_delay, ’string’, t_step_delay_str);

v.t_step_delay = str2num(t_step_delay_str); % chopping digits after decimal point

else

v.sweep5_err = 1;

end

status_message

% --------------------------------------------------------------------

function save_dir(h, eventdata, handles, varargin)

global v vh gh vcg

v.save_dir = get(vh.directory, ’string’);

save_dir = strcat(’C:\datafile\’, v.save_dir);

if (save_dir(length(save_dir)) ~= ’\’)

save_dir = strcat(save_dir, ’\’); % add backslash to full path string

else % chop backslash from string on screen

dir_len = length(v.save_dir) - 1;

v.save_dir = v.save_dir(1:dir_len);

set(vh.directory, ’string’, v.save_dir);

end

if (exist(save_dir, ’dir’))

v.save_err = 0;

else

v.save_err = 1;

end

status_message

% --------------------------------------------------------------------

function save_filename(h, eventdata, handles, varargin)

global v vh gh vcg

v.save_filename = get(vh.filename, ’string’);

if (findstr(’\’, v.save_filename))

v.filename_err = 1;

else

v.filename_err = 0;

end

status_message

% --------------------------------------------------------------------

function status_message

global v vh gh vcg

% Check if there’s step error

if (v.sweep1_err + v.sweep2_err + v.sweep3_err == 0)

v_diff = v.v_stop - v.v_start;

if ( (sign(v_diff) ~= sign(v.v_step)) | (v.v_step == 0) | (abs(v.v_step) > abs(v_diff)) )
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v.step_err = 1;

else

v.step_err = 0;

end

end

if (v.single_err + v.sweep1_err + v.sweep2_err + v.sweep3_err + ...

v.sweep4_err + v.sweep5_err + v.step_err + v.save_err + ...

v.filename_err == 0) % no input error

set(vh.status_cv, ’foregroundcolor’, [0 0.407 0], ’string’, ’Ready’);

set(vh.single_cv, ’foregroundcolor’, [0 0 0], ’enable’ ,’on’);

set(vh.sweep_cv, ’foregroundcolor’, [0 0 0], ’enable’ ,’on’);

set(vh.save_cv, ’foregroundcolor’, [0 0 0], ’enable’ ,’on’);

% indicate ready on screen

if (v.calibrated == 0)

set(vh.message, ’string’, ...

’Instrument isn’’t calibrated. Use the Zero button for performing clibration.’);

else

set(vh.message, ’string’, ...

strcat(’Instrument is calibrated. Connect probe’, ...

’s to DUT and measure.’));

end

else % there is any input error

if (v.sweep1_err + v.sweep2_err + v.sweep3_err + v.sweep4_err + ...

v.sweep5_err + v.step_err > 0) % error in sweep inputs

set(vh.sweep_cv, ’foregroundcolor’, [0.5 0.5 0.5], ...

’enable’ ,’inactive’);

else

set(vh.sweep_cv, ’foregroundcolor’, [0 0 0], ’enable’ ,’on’);

end

if (v.single_err > 0) % error in single input

set(vh.single_cv, ’foregroundcolor’, [0.5 0.5 0.5], ’enable’ ,’inactive’);

else

set(vh.single_cv, ’foregroundcolor’, [0 0 0], ’enable’ ,’on’);

end

% indicate error status on screen

if (v.step_err > 0)

set(vh.status_cv, ’foregroundcolor’, [1 0 0], ’string’, ’Error’);

set(vh.message, ’string’, ’Illegal step voltage specified.’);

end

if (v.sweep1_err + v.sweep2_err + v.sweep3_err + v.sweep4_err + ...

v.sweep5_err + v.single_err)

set(vh.status_cv, ’foregroundcolor’, [1 0 0], ’string’, ’Error’);

set(vh.message, ’string’, ’Illegal voltage or time value.’);

end

if (v.filename_err > 0) % error in save filename

set(vh.save_cv, ’foregroundcolor’, [0.5 0.5 0.5], ’enable’ ,’inactive’);

set(vh.status_cv, ’foregroundcolor’, [1 0 0], ’string’, ’Error’);

set(vh.message, ’string’, ’Illegal save filename.’);
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end

if (v.save_err > 0) % error in save directory

set(vh.save_cv, ’foregroundcolor’, [0.5 0.5 0.5], ’enable’ ,’inactive’);

set(vh.status_cv, ’foregroundcolor’, [1 0 0], ’string’, ’Error’);

set(vh.message, ’string’, ’Save directory non-existent.’);

end

end

if (v.data_to_save > 0) % there is data from sweep measurement

if (v.save_err + v.filename_err > 0) % error in save inputs

set(vh.save_cv, ’foregroundcolor’, [0.5 0.5 0.5], ...

’enable’ ,’inactive’);

else

set(vh.save_cv, ’foregroundcolor’, [0 0 0], ’enable’ ,’on’);

end

else

set(vh.save_cv, ’foregroundcolor’, [0.5 0.5 0.5], ’enable’ ,’inactive’);

end

drawnow

% --------------------------------------------------------------------

function ok_callback (h, eventdata, handles, varargin)

close

go correct en.m

function go_correct_en

global v vh gh vcg

if (v.correct_en == 1)

fprintf(gh, ’CE1’)

else

fprintf(gh, ’CE0’)

end

pause(0.1)

go save.m

function go_save

global v vh gh vcg

cv_name = strcat(’c:\datafile\’, v.save_dir, ’\’, v.save_filename, ’_cv.txt’);

gv_name = strcat(’c:\datafile\’, v.save_dir, ’\’, v.save_filename, ’_gv.txt’);
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vcg_size = size(vcg);

vcg_len = vcg_size(1);

cv_data(1:vcg_len, 1) = vcg(1:vcg_len, 1);

cv_data(1:vcg_len, 2) = vcg(1:vcg_len, 2);

gv_data(1:vcg_len, 1) = vcg(1:vcg_len, 1);

gv_data(1:vcg_len, 2) = vcg(1:vcg_len, 3);

fid = fopen(cv_name, ’wt’);

for n = 1:vcg_len

str_line = sprintf(’%e\t%e\n’, vcg(n,1), vcg(n,2) );

fprintf(fid, ’%s’, str_line);

end

fclose(fid);

fid2 = fopen(gv_name, ’wt’);

for n = 1:vcg_len

str_line = sprintf(’%e\t%e\n’, vcg(n,1), vcg(n,3) );

fprintf(fid2, ’%s’, str_line);

end

fclose(fid2);

if ( (exist(cv_name, ’file’)) & (exist(gv_name, ’file’)) & ...

(fid ~= -1) & (fid2 ~= -1) )

save_ok_message

else

save_error_message

end

go single.m

function go_single

global v vh gh vcg

if (v.signal_level == 30) % set signal level

fprintf(gh, ’SL2’)

else

fprintf(gh, ’SL1’)

end

if (v.meas_speed == ’fast’) % set measurement speed

fprintf(gh, ’MS1’)

elseif (v.meas_speed == ’medi’)

fprintf(gh, ’MS2’)

else

fprintf(gh, ’MS3’)

end

pause(0.1)

fprintf(gh, ’TR3’) % trigger mode = hold/manual

fprintf(gh, ’IB1’) % voltage source mode = constant DC

PVnum = sprintf(’%g’, v.single_v);

PVstring = strcat(’PV’, PVnum);

fprintf(gh, PVstring) % set voltage of internal voltage source
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fprintf(gh, ’VO1’) % connect internal voltage source

fprintf(gh, ’BC’) % clear output buffer

fprintf(gh, ’EX’) % trigger the measurement

r = fscanf(gh); % a string that contains the results

fprintf(gh, ’VO0’) % disconnect internal voltage source

fprintf(gh, ’TR1’) % trigger mode = internal

pause(0.1)

% extract numeric results from string

rl = length(r);

comma_pos = 0;

for n = 1:rl

if (r(n) == ’,’)

comma_pos = n;

end

end

if ( (comma_pos == 0) | (comma_pos == rl) )

v.single_c = -1;

v.single_g = -1;

v.single_gwc = -1;

gpib_error_massage

else

c_str = r(4:comma_pos-1);

g_str = r(comma_pos+4:rl);

v.single_c = str2num(c_str);

v.single_g = str2num(g_str);

if (v.single_c ~= 0)

v.single_gwc = v.single_g / (2e6*pi*v.single_c); % instrument uses

% 1MHz small signal

temp = floor(v.single_gwc * 100000);

v.single_gwc = temp / 100000;

else

v.single_gwc = -1;

end

end

go sweep.m

function go_sweep

global v vh gh vcg

axes(vh.axes2)

if (v.signal_level == 30) % set signal level

fprintf(gh, ’SL2’)

else

fprintf(gh, ’SL1’)

end

if (v.meas_speed == ’fast’) % set measurement speed

fprintf(gh, ’MS1’)
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elseif (v.meas_speed == ’medi’)

fprintf(gh, ’MS2’)

else

fprintf(gh, ’MS3’)

end

pause(0.1)

fprintf(gh, ’TR3’) % trigger mode = hold/manual

fprintf(gh, ’IB2’) % voltage source mode = single-staircase sweep mode

PSnum = sprintf(’%g’, v.v_start);

PPnum = sprintf(’%g’, v.v_stop);

PEnum = sprintf(’%g’, abs(v.v_step));

PLnum = sprintf(’%g’, v.t_hold/1000);

PDnum = sprintf(’%g’, v.t_step_delay/1000);

PSstring = strcat(’PS’, PSnum);

PPstring = strcat(’PP’, PPnum);

PEstring = strcat(’PE’, PEnum);

PLstring = strcat(’PL’, PLnum);

PDstring = strcat(’PD’, PDnum);

fprintf(gh, PSstring) % set start voltage

fprintf(gh, PPstring) % set stop voltage

fprintf(gh, PEstring) % set step voltage

fprintf(gh, PLstring) % set hold time

fprintf(gh, PDstring) % set setup delay time

current_v = v.v_start;

meas_num = 1;

vcg = 1; % reset data matrix

fprintf(gh, ’BC’) % clear output buffer

fprintf(gh, ’SW1’) % start measurement

%fprintf(gh, ’EX’) % trigger the measurement

while ( (current_v ~= v.v_stop) & (v.data_to_save > -1) )

r = fscanf(gh); % a string that contains the results

rl = length(r);

comma1_pos = 0;

comma2_pos = 0;

for n = 1:rl

if ( (r(n) == ’,’) & (comma1_pos == 0) )

comma1_pos = n;

elseif (r(n) == ’,’)

comma2_pos = n;

end

end

if ( (comma1_pos == 0) | (comma1_pos == rl) | ...

(comma2_pos == 0) | (comma2_pos == rl) )

fprintf(gh, ’SW0’) % stop measurement

fprintf(gh, ’TR1’) % trigger mode = internal

v.data_to_save = -1;

gpib_error_massage

return

else

c_str = r(4:comma1_pos-1);
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g_str = r(comma1_pos+4:comma2_pos-1);

v_str = r(comma2_pos+2:rl);

current_v = str2num(v_str);

vcg(meas_num, 1) = current_v;

vcg(meas_num, 2) = str2num(c_str);

vcg(meas_num, 3) = str2num(g_str);

end

% plot the C-V data on window

plot(vcg(:,1), vcg(:,2))

if (v.v_start < v.v_stop)

xmin = v.v_start;

xmax = v.v_stop;

else

xmin = v.v_stop;

xmax = v.v_start;

end

ymin = min(vcg(:,2));

ymax = max(vcg(:,2));

if (ymax == ymin)

ymax = ymin + 1e-14;

end

axis([xmin xmax ymin ymax])

% display numeric data in the "Single" zone of the window

v.single_c = str2num(c_str);

v.single_g = str2num(g_str);

if (v.single_c ~= 0)

v.single_gwc = v.single_g / (2e6*pi*v.single_c); % instrument uses

% 1MHz small signal

temp = floor(v.single_gwc * 100000);

v.single_gwc = temp / 100000;

else

v.single_gwc = -1;

end

if ((v.single_c == -1) | (v.single_g == -1) | (v.single_gwc == -1))

c_str_disp = ’N/A’;

g_str_disp = ’N/A’;

gwc_str_disp = ’N/A’;

else

c_str_disp = sprintf(’%g’, v.single_c * 1e12);

g_str_disp = sprintf(’%g’, v.single_g * 1e6);

gwc_str_disp = sprintf(’%g’, v.single_gwc);

end

set(vh.single_c, ’string’, c_str_disp);

set(vh.single_g, ’string’, g_str_disp);

set(vh.single_gwc, ’string’, gwc_str_disp);

drawnow

meas_num = meas_num + 1;

end
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v.data_to_save = v.data_to_save + 1;

go zero.m

function go_zero

global v vh gh vcg

fprintf(gh, ’TR3’) % trigger mode = manual

if (v.cable_length == 0) % set cable length

fprintf(gh, ’LE1’)

elseif (v.cable_length == 5)

fprintf(gh, ’LE3’)

pause(0.1)

fprintf(gh, ’CA’)

pause(2)

else

fprintf(gh, ’LE2’)

end

if (v.signal_level == 30) % set signal level

fprintf(gh, ’SL2’)

else

fprintf(gh, ’SL1’)

end

if (v.meas_speed == ’fast’) % set measurement speed

fprintf(gh, ’MS1’)

elseif (v.meas_speed == ’medi’)

fprintf(gh, ’MS2’)

else

fprintf(gh, ’MS3’)

end

pause(0.1)

zo_cmd = sprintf(’ZO\n’);

fprintf(gh, zo_cmd, ’async’) % zero open

a = gh.TransferStatus;

while (a(1:4) ~= ’idle’)

a = gh.TransferStatus;

end

pause(1)

fprintf(gh, ’TR1’)

go_correct_en

v.calibrated = 1;
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gpib error.m

function varargout = gpib_error(varargin)

% Begin initialization code - DO NOT EDIT

gui_Singleton = 1;

gui_State = struct(’gui_Name’, mfilename, ...

’gui_Singleton’, gui_Singleton, ...

’gui_OpeningFcn’, @gpib_error_OpeningFcn, ...

’gui_OutputFcn’, @gpib_error_OutputFcn, ...

’gui_LayoutFcn’, [] , ...

’gui_Callback’, []);

if nargin & isstr(varargin{1})

gui_State.gui_Callback = str2func(varargin{1});

end

if nargout

[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});

else

gui_mainfcn(gui_State, varargin{:});

end

% End initialization code - DO NOT EDIT

function gpib_error_OpeningFcn(hObject, eventdata, handles, varargin)

handles.output = hObject;

guidata(hObject, handles);

function varargout = gpib_error_OutputFcn(hObject, eventdata, handles)

varargout{1} = handles.output;

% --- Executes on button press in pushbutton1.

function pushbutton1_Callback(hObject, eventdata, handles)

gpib error message.m

function gpib_error_message

global v vh3 gh

hfig = openfig(’gpib_error’, ’reuse’);

set(hfig, ’handlevisibility’, ’on’, ’doublebuffer’, ’on’);

vh3 = guihandles(hfig);

save error.m

function varargout = save_error(varargin)

% Begin initialization code - DO NOT EDIT

gui_Singleton = 1;

gui_State = struct(’gui_Name’, mfilename, ...

’gui_Singleton’, gui_Singleton, ...

’gui_OpeningFcn’, @save_error_OpeningFcn, ...
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’gui_OutputFcn’, @save_error_OutputFcn, ...

’gui_LayoutFcn’, [] , ...

’gui_Callback’, []);

if nargin & isstr(varargin{1})

gui_State.gui_Callback = str2func(varargin{1});

end

if nargout

[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});

else

gui_mainfcn(gui_State, varargin{:});

end

% End initialization code - DO NOT EDIT

function save_error_OpeningFcn(hObject, eventdata, handles, varargin)

handles.output = hObject;

guidata(hObject, handles);

function varargout = save_error_OutputFcn(hObject, eventdata, handles)

varargout{1} = handles.output;

% --- Executes on button press in pushbutton1.

function pushbutton1_Callback(hObject, eventdata, handles)

save error message.m

function save_error_message

global v vh4 gh

hfig = openfig(’save_error’, ’reuse’);

set(hfig, ’handlevisibility’, ’on’, ’doublebuffer’, ’on’) ;

vh4 = guihandles(hfig);

save ok.m

function varargout = save_ok(varargin)

% Begin initialization code - DO NOT EDIT

gui_Singleton = 1;

gui_State = struct(’gui_Name’, mfilename, ...

’gui_Singleton’, gui_Singleton, ...

’gui_OpeningFcn’, @save_ok_OpeningFcn, ...

’gui_OutputFcn’, @save_ok_OutputFcn, ...

’gui_LayoutFcn’, [] , ...

’gui_Callback’, []);

if nargin & isstr(varargin{1})

gui_State.gui_Callback = str2func(varargin{1});

end
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if nargout

[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});

else

gui_mainfcn(gui_State, varargin{:});

end

% End initialization code - DO NOT EDIT

function save_ok_OpeningFcn(hObject, eventdata, handles, varargin)

handles.output = hObject;

guidata(hObject, handles);

function varargout = save_ok_OutputFcn(hObject, eventdata, handles)

varargout{1} = handles.output;

% --- Executes on button press in pushbutton1.

function pushbutton1_Callback(hObject, eventdata, handles)

save ok message.m
function save_ok_message

global v vh2 gh

full_path_cv = strcat(’C:\datafile\’, v.save_dir, ’\’, v.save_filename, ’_cv.txt’);

full_path_gv = strcat(’C:\datafile\’, v.save_dir, ’\’, v.save_filename, ’_gv.txt’);

hfig = openfig(’save_ok’, ’reuse’); %, ’visible’);

set(hfig, ’handlevisibility’, ’on’, ’doublebuffer’, ’on’)

vh2 = guihandles(hfig);

set(vh2.cv_filename, ’string’, full_path_cv);

set(vh2.gv_filename, ’string’, full_path_gv);

drawnow

stop sweep.m
function stop_sweep

global v vh gh vcg

fprintf(gh, ’SW0’) % stop measurement

fprintf(gh, ’TR1’) % trigger mode = internal

v.data_to_save = -1;
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Miller Effect

Bandwidth of common emitter stages is limited by Miller effect. A cascode topology is
used in this work to eliminate the effect (sections 4.2.1 and 5.2.1). This appendix outlines
the Miller effect.

B.1 Summary of Miller Effect

Miller effect was discovered by John M. Miller on 1919 during his research on vacuum
tubes and published in 1920 [1]. The outcome of Miller effect is related to input and out-
put impedances of an amplifier with feedback network. Consider the circuit of figure B.1.
The circuit consists of a voltage amplifier with voltage gain of av, and a negative feed-
back network consisting on an impedance that shunts the amplifier’s input and output,
denoted by Z f . The input impedance of the circuit is given by

Zin = Z f ·
1

av + 1
‖ zin.a ≈

Z f

av
(B.1)

Figure B.1: Voltage amplifier with feedback network
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where zin.a is the input impedance of the amplifier. The approximation in (B.1) is valid
when av À 1 and zin.a −→ ∞. The output impedance is

Zout = Z f ·
av

av − 1
‖ zout.a ≈ Z f ‖ zout.a (B.2)

where zout.a is the output impedance of the amplifier. Two important cases should be
discussed: (a) capacitive feedback and (b) resistive feedback. If the feedback network is
a capacitor (denoted C f ), it can be replaced by two capacitors: Cin = C f av and Cout = C f ,
as illustrated in figure B.2a. The outcome of Miller effect in this case is the multiplica-

(a) (b)

Figure B.2: Miller effect with (a) capacitive and (b) resistive feedback networks

tion of C f by av, introducing a very large capacitance at the input. This capacitance is
the main limit of the bandwidth of a common emitter stage, since Cµ acts as a feed-
back capacitor (see figure B.3), and the stage has significant voltage gain [2]. A resistive
feedback network, denoted R f (shown in figure B.2b), can be replaced by two resistors:
Rin = R f /av and Rout = R f . The meaning of Miller effect here is that the closed loop
amplifier has a very low input resistance. Actually, Miller effect is the phenomenon that
makes an opamp with PIPO feedback network to act as a transimpedance amplifier [2]
(refer to section 4.1.2).

Finally, an important note should be indicated: calculations based on Miller effect
are valid only through the first pole of the voltage amplifier. At higher frequencies the
voltage gain drops, and Miller effect changes as well [3].
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Figure B.3: Cµ as a feedback capacitor in common emitter stage

References for Appendix B
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