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Abstract. Multiagent settings are usually characterized by numerous
goals, diverse opinions and conflicts of interest. In order to reach un-
derstanding and achieve cooperation, agents need a means of expressing
their individual arguments which may contain explanations, justifica-
tions or any other kind of information. Furthermore, existing informa-
tion may usually be incomplete, inconsistent and expressed in qualitative
terms. In this paper, we present an argumentation-based framework that
supports defeasible and qualitative reasoning in such environments. An
interval-based qualitative value logic is applied, together with an infer-
ence mechanism in order to refine agents’ knowledge, check consistency
and, eventually, conclude the issue. The model is currently under devel-
opment in Java, the aim being to deploy it on the World Wide Web.

1 Introduction

The argumentation component of the interaction between agents seems to at-
tract the interest of researchers from various well-established areas, such as Dis-
tributed AI, nonmonotonic reasoning, decision theory, legal reasoning, as well as
linguistics, philosophy, psychology and cognitive science. Stemming from legal
reasoning procedures, argumentation has become an appropriate means of in-
teraction in order to handle problematic instances, like normative conflicts and
nonmonotonicity. Our goal is the development of a computational model of argu-
mentation, by which groups of natural or artificial agents can express their claims
and judgements, aiming at informing or convincing, depending on the kind of
interaction. Such a model has to support rational, effective and fair decision mak-
ing in ill-defined cases, where information is limited and/or not precisely known,
and conflicts among agents are common. In this paper, we present a framework
for defeasible argumentation and negotiation under the above conditions. It can
be used in any kind of group decision making processes, and is able to handle
inconsistent, qualitative and incomplete information in cases where one has to
weigh reasons for and against the selection of a certain course of action.

We view such a framework as only a part of a mediating system for collabo-
rative decision making and problem solving (see [14] for an extensive discussion
on it). More specifically, the overall system also consists of a Logic Layer, where



       

the notions of necessary consequence and contradiction are defined, a Speech Act
Layer, where the space of possible kinds of actions an agent may perform is
defined, and a Protocol Layer, where norms and rules about duties and rights of
agents are specified (see also [8] and [19] for discussions on two slightly different
approaches).

Formal models of argumentation have been built on various logics (see for ex-
ample: [7] reconstructing Rescher’s theory of formal disputation [21]; [18] based
on Reiter’s default logic [20]; and [12] using Geffner and Pearl’s concepts of
conditional entailment [11]). Whether it makes sense to use nonmonotonic, in-
ductive or analogical logics at the logic layer is extensively discussed in [19]. In
this paper, we shall not strictly specify the logic we intend for the system. The
formalization of the other (more higher) layers should not assume any particular
choice on the underlying logic. Similar models of defeasible argumentation have
also left the subject unspecified (e.g., [26]).

The next section introduces the concepts involved in our argumentation
framework and defines preference relations among competing statements. The ar-
gumentation concepts at this level result in a non-monotonic formalism founded
on argumentation principles. Section 3 illustrates the procedure of concluding
an issue together with the associated inference mechanisms that refine agents’
knowledge and check consistency. Related and future work is discussed in Section
4.

2 The Argumentation Based Framework

2.1 Elements

Our terminology is based on that of issue-based information systems (first in-
troduced in [15]; used in the IBIS system [27]). The argumentation elements
presented below are the position, issue and argument (pro and contra)1.

Positions are considered to be the basic objects in our framework. Any kind
of data an agent wants to assert during an interaction can be used in order to
represent a position. These data may have been brought up to declare alternative
solutions, justify a claim, advocate the selection of a specific course of action, or
avert the agents’ interest from it. A position can be (or become) true or false,
important or irrelevant for the corresponding problem, and may finally become
acceptable or not.

Issues correspond to decisions to be made, or goals to be achieved. They
consist of a set of alternative positions and a set of constraints that hold among
them. An issue can be interpreted as which alternative position to prefer, if any.
We don’t allow more than one alternative position of an issue to be selected.
At any stage of the argumentation process, an issue may be either inconsistent
(due to inconsistency in the associated set of constraints), able to recommend a

1 Due to space limitations, the formal definitions of the argumentation framework
elements have been omitted in this version of the paper



      

solution (position) for its conclusion, or not. In fact, the last case indicates that
none of the alternative positions of the issue is recommended.

Arguments are assertions about the positions which speak for or against
them (multiple meanings of the term argument are discussed in [19]; various
application areas are presented in [2]). An argument links together two positions
of different issues. Agents can put forward arguments to convince their opponents
or to settle an issue via a formal decision procedure. We distinguish between
supporting arguments (pro) and counterarguments (con). Besides, we assume
that arguments are refutable (see also [5], [6]), and two conflicting arguments
can simultaneously be applied.

Various notions of an argument have been suggested in the literature. In [9],
an argument consists of a support base, that may contain formulas which speak
for or against a certain position, and a conclusion. A similar notion of argument
has been given in [3]. All the above notions are extensions of the one proposed in
[23]. Our definition differs from the above in that it does not presume that the
support base of an argument is minimal. That is, a strict subset of the support
base of an argument can be the support base of another argument with the same
conclusion.

In most cases, we have to compare arguments in favor of the same conclusion,
as well as, arguments leading to contradictory conclusions. The subjects of pri-
ority relationships and preference orders between arguments have been handled
through quantitative approaches. For example, [16] and [22] have used the con-
cepts of penalty logic (cost of not taking a premise into account) and confidence
factors, respectively. Unfortunately, well defined utility and probability functions
regarding properties or attributes of alternative positions (used, for instance, in
traditional OR approaches), as well as complete ordering of these properties are
usually absent. On the other hand, non-monotonic formalisms have defined pref-
erence relations on subtheories in various ways (see for example the concepts of
preferred subtheories [5], conditional entailment [11] and prioritized syntax-based
entailment [4]).

An argumentation system is usually defined given a set of arguments
equipped with a binary relation holding among them. Since decision making and
problem solving are evolving and theory-construction procedures, and also due
to the problems mentioned above, an argumentation framework should allow for
“weak” commitments on such relations. It is up to the agents to strengthen even-
tual weak relations, by providing the appropriate argumentation, and achieve the
desired results.

2.2 Preference relations

Argumentation can be viewed as a special form of logic programming. As shown
in [10], an argumentation system may be considered as consisting of two parts:
an argument generation unit and an argument processing unit. The second one
is a logic program consisting of the clauses: (i) acc(x)← ¬defeat(x) and (ii)
defeat(x)← attack(y, x), acc(y), where (i) means that an argument is accept-



       

able if it is not defeated, and (ii) means that an argument is defeated if it is
attacked by an acceptable argument.

A first sketch of an appropriate underlying logic for such an argumentation
framework, namely Qualitative Value Logic, was first proposed in [8]. This logic
aims at relieving the users of the necessity of specification of exact cost values
on subtheories, while offers them the possibility to reason about preferences (see
also [13] exploring it together with abilities of constraint satisfaction formalisms).
In this paper, we enhance this logic, in order to address the following problems
that usually appear in real decision making instances: (i) A complete preference
ordering among statements is not always attainable. There may be some formal
properties such as transitivity and non-circularity, but still a partial ordering
is what we are able to achieve. (ii) There is not always complete information
for each alternative position of an issue regarding the attributes asserted by the
arguments. In other words, the union of the support bases of each alternative
position in an issue is not common. For instance, in order to conclude an issue
with two alternative positions p1 and p2, we may know that “p1 has the attributes
a and b”, while “p2 has the attributes a, c and d”, but no information regarding
the ordering of b, c and d has been given.

We need a means for comparing alternative positions in an issue, taking
into account the argumentation which has been put forward by the agents. We
compare positions according to the value of their importance for the agents
taking place in the communication process. The importance value of a position
may range from −∞ to +∞. However, in most real world decision making
instances, asking agents to attach a numeric weight or a certainty factor to
default rules seems rather utopian (see also [2]). We associate with each position
an interval of importance. Positions with (only) positive or negative importance
may consist of the support base of a supporting argument or a counterargument,
respectively. Note that, by using intervals, the framework also allows for a certain
value of importance to be asserted (when the first and last points of the interval
coincide). In other words, with such an interval-based value logic, our framework
covers the cases where importance is interpreted as having either a certain value
or a range of consecutive values.

A preference relation is a formula that relates two arguments2. Preference
relations provide a qualitative way to weigh reasons for and against the selection
of a certain course of action. Note that preference relations are also considered
to be defeasible and subject to debate. We introduce the following preference
relations between arguments: SMP (strongly more preferable), SLP (strongly less
preferable), EQP (equally preferable), WMP (weakly more preferable) and WLP
(weakly less preferable). The key difference between strong and weak preference is
that in the former case the existing argumentation allows us to draw a distinction
considering the entire support bases of the arguments under consideration, where

2 To be more precise, we should say the support bases of two arguments. As mentioned
above, an argument links two positions of two different issues, a support base and
a conclusion; our framework allows “actions” on arguments implicitly, i.e., through
their support bases.



S M P S L P EQP WMP WLP

S M P SMP UNK SMP SMP UNK

S L P UNK SLP SLP UNK SLP

EQP SMP SLP EQP WMP WLP

WMP SMP UNK WMP WMP UNK

WLP UNK SLP WLP UNK WLP

in the latter only some parts of them3 The above relations form two pairs of
inverse relations (SMP(p, q) ≡ SLP(q , p) and WMP(p, q) ≡WLP(q , p)). The
disjunction of all the above relations, usually known as the universal relation,
will be denoted as UNK (it can be interpreted as unknown in our framework,
since any of them may hold).

In addition, preference relations may be asserted independently of the posi-
tion they refer to, i.e., independently of the conclusions of the related arguments
(e.g., distinguish between the argument stating that speed is more important
than price for any type of car, and another one arguing the same, but only for
a particular car model).

3 Concluding an issue

As discussed above, our argumentation framework allows for defeasible reasoning
in agent communication; that is, further information can trigger another course
of action to appear more preferable than what seems best at the moment. Agents
can put forward new preference relations at any time. Whenever that happens,
the model infers all consequences by computing the transitive closure of the
associated preference relations. This procedure is similar to the one first proposed
in [1]. Briefly, a new relation adds a constraint in the relevant issue, which may in
turn introduce new constraints between other arguments through the transitivity
rules that hold among these relations. These rules are summarized in Figure 1.

Fig. 1. The transitivity rules for the preference relations.

3.1 Inference mechanism

A constraint satisfaction problem is implicitly deployed. The corresponding con-
straint graph is being formed as the communication evolves. Each issue is actu-
ally a complete sub-graph of it. Applying path consistency algorithms together
3 Formal definitions of these relations have been also left out in this version of the

paper. However, informally speaking, WMP(p, q) should be interpreted as “p could
be better than q (we doubt due to lack of the appropriate information), but q could
never be better than p”; SMP(p, q) should be interpreted as “p is always better than
q”.



             

with the transitivity rules shown in Figure 1, we refine the agents’ knowledge
about the preference relations and check consistency. Initially (with no con-
straints yet asserted), all pairs of positions in each issue “receive” the UNK
relation. When a new preference relation is brought up, all consequences are
computed (through the computation of the transitive closure of the associated
preference relations, for more details see [1]). Let R(pk, pi) ⊗ R(pi, pj) denote
the composition function for lists of preference relations holding among (pk, pi)
and (pi, pj), and CheckQueue denote a queue of “tests” to be done. The path
consistency algorithm is as follows:

for each pair of positions (pi, pj)
push (pi, pj) to CheckQueue

end-for

while not-empty-CheckQueue

pop-CheckQueue (pi, pj);
for each position pk such that pk 6= pi and pk 6= pj

NewRel(pk, pj) = R(pk, pj) ∩ (R(pk, pi)⊗ R(pi, pj))
if NewRel(pk, pj) = ∅

then return inconsistency;
else if NewRel(pk, pj) ⊂ R(pk, pj)

and not-in-CheckQueue(pk, pj)
then push-CheckQueue(pk, pj);

NewRel(pi, pk) = R(pi, pk) ∩ (R(pi, pj)⊗ R(pj, pk))
if NewRel(pi, pk) = ∅

then return inconsistency;
else if NewRel(pi, pk) ⊂ R(pi, pk)

and not-in-CheckQueue(pi, pk)
then push-CheckQueue(pi, pk);

end-for

end-while

Finally, what is needed is a classification of the positions in each issue. Ag-
gregating the final set of preference relations, i.e., the one resulting after the
application of the path consistency algorithm, we can eventually draw some
comparisons among positions, and assign a qualification label to each of them.
We allow for the labels SBTA (strongly better than all), SBTS (strongly better
than some), WBTA (weakly better than all), WBTS (weakly better than some),
ETA (equal to all), SWTS (strongly worse than some), SWTA (strongly worst
than all), WWTS (weakly worse than some), and WWTA (weakly worst than
all). Similar ideas are discussed in [9], based on a classification of arguments to
those with an empty support, those which are not rebutted, and those which are
not undercut by another argument.

3.2 Examples

In this section we present two examples in order to demonstrate the features of
our framework. First consider the following: the goal at a part of a discussion
is to find a constructor for a part of a car engine. Assume the following three



C1 C3C2
fair cost > good quality    

meets due date < fair cost  

Issue:  find constructor

provides 
service

Issue: service

good 
quality

not good 
quality

Issue: quality

does not 
meet due date

meets 
due date

Issue: due date

fair 
cost

not fair 
cost

Issue: cost

alternatives: C1, C2 and C3. The asserted attributes concern the quality, service,
delivery time and cost that each of the alternatives provide. Figure 2 illustrates
the discussion graph: positions are denoted with ellipses, issues with rectangles
and arguments with straight lines (counterarguments are distinguished with a
small horizontal line crossing the diagonal ones). The shadowed position of each
issue is the system-recommended one. Figure 3a summarizes the existing knowl-
edge about the attributes that each alternative has (or not). Assume also that
the following preference relations have been asserted so far:

SMP(fair cost, good quality), and
SLP(meet due date, fair cost).

Fig. 2. Utility example.

As shown, there is not a complete linking between each alternative of an
issue and every asserted attribute. For instance, there is no argumentation at
the moment about the service provided for the C1 and C2 alternatives. The
preference relations between the alternative constructors, resulting after the
application of the inference mechanism illustrated above, are given in Figure
3b. One can see that C2 is the recommended solution of the “find construc-
tor” issue (WBTA(C2)). C1 is strictly less preferable than each of C2, C3, i.e.,
SLP(C1, C2) and SLP(C1, C3), while C2 is weakly more preferable than C3,
i.e., (WMP(C2, C3).

The second example is a slightly modified version of the classical Tweety
one. The example demonstrates how our framework can handle specificity. The
existing argumentation, which has been brought up by two interacting agents
(N and T are their names), is given in Figure 4, together with the corresponding
discussion graph.

Experiments with examples from diverse types of communication indicate
that, according to their content, we can distinguish between two types of issues:



(a) data (b) results

 good    meets   service  fair
quality due date provided cost

C 1    no     no     ??  yes

C 2   yes    no     ??  yes 

C 3   yes    yes    yes   no

 C1  C2  C3

C 1 EQP SLP SLP

C 2 SMP EQP WMP

C 3 SMP WLP EQP

Issue:  Tweety in cage?

N2

T1

N3

Issue: Is Tweety 
a bird?

T3a

T3b

T4:
SMP(T3a, N2)

Issue:  ability of 
birds to fly

Issue:  Is Tweety 
a penguin?

Issue:  ability of 
penguins to fly

N1: Put Tweety in a cage.
T1: No, why?
N2: Because Tweety is a bird.
T2: So what?
N3: Birds fly.
T3a: But Tweety is a penguin; 
T3b: Penguins don't fly.
N4: So what?
T4: My argument is stronger than yours  

(specificity) .
N5: OK. So do we put it in a cage or not?
T5: Let Tweety be free (equal to T1)

N1

Fig. 3. Utility example data and results.

Fig. 4. Tweety example.

(i) boolean issues, in which only a position and its negation can be included.
However, it is not obligatory that both of them will be included, since there is not
always an automatic insertion of the position ¬p after the assertion of p (consider
the issues “Tweety in cage?” and “Is Tweety a bird?” in the second example,
and “quality”4, “due date”, etc. in the first example); (ii) Selection issues, in
which alternative positions can be included and no alternative is the negation of
another one (consider the issue “find constructor” in the first example).

4 Discussion

Approaches to reasoning in the presence of inconsistency can be distinguished
to these based on the notion of maximal consistent subbase, where coherence
is restored by selecting consistent subbases, and those based on argumentation
principles, where inconsistency is “accepted” by providing arguments for each

4 The reader should interpret “quality” as an abbreviation title for the issue “what
kind of quality does Constructor Cx provides?”, while x=1,2,3. In fact, our model
retains three “copies” of this issue, one for each Constructor.



       

conclusion [9]. Non-monotonic inference relations are basically used in the first
category, defined by methods of generating “preferred” belief subbases and clas-
sical inference [5]. The second category, inspired from work done on AI and Law,
views the validity and priority of belief bases as subject to debate. The role of
agents here is to construct theories, that are robust enough to defend a state-
ment. Throughout this paper, we have taken into account belief bases that have
been explicitly stated by an agent.

Among related, well-tried concepts and theories that have addressed the
problems of practical and substantial reasoning, we only mention here Toulmin’s
early second theory of argumentation that considers logic as generalized jurispru-
dence [25], Pollock’s Oscar model of defeasible reasoning [17], Rescher’s theory
of formal disputation [21], Sycara’s Persuader model of goal conflict resolution
[24], and the Ibis rhetorical method developed at Mcc [27]. These approaches
have been attempting to account for how humans combine deductive, defeasi-
ble, inductive and probabilistic reasoning. The main target of our approach is
to jointly exploit the linguistic model of argumentation, as it has been evolved
among logicians and computer scientists, with quantitative models coming from
disciplines like Game Theory and Operations Research.

The model presented is currently under development in Java. We experiment
with various user interfaces on the World Wide Web, the target being a high
quality visualization of the structure of the communication as it evolves, and the
easy retrieval and contribution of information.
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