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Abstract

Directional antennas offer tremendous potential for improving the performance of ad hoc net-

works. Harnessing this potential, however, requires new mechanisms at the medium access and

network layers for intelligently and adaptively exploiting the antenna system. While recent years

have seen a surge of research into such mechanisms, the problem of developing a complete ad hoc

networking system, including the unique challenge of real-life prototype development and experimen-

tation has not been addressed.

In this paper, we present UDAAN (“Utilizing Directional Antennas for Ad Hoc Networking”).

UDAAN is an interacting suite of modular network- and MAC-layer mechanisms for adaptive con-

trol of steered or switched antenna systems in an ad hoc network. UDAAN consists of several

new mechanisms – a directional power-controlled MAC, neighbor discovery with beamforming, link

characterization for directional antennas, proactive routing and forwarding – all working cohesively

to provide the first complete systems solution. We also describe the development of a real-life ad

hoc network testbed using UDAAN with switched directional antennas, and we discuss the lessons

learned during field trials. High fidelity simulation results, using the same networking code as in

the prototype, are also presented both for a specific scenario and using random mobility models. For

the range of parameters studied, our results show that UDAAN can produce up to a factor-of-10

improvement in throughput over omni-directional communications.
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1 Introduction

Over the past few years, research into ad hoc networks has yielded considerable advances, notably

in the areas of new routing and medium access techniques. Yet, significant shortcomings of ad hoc

networks remain, especially when compared with wireline networks. Ad hoc networks suffer from

fundamental capacity limitations [1], connectivity/survivability problems, and are prone to jamming

and eavesdropping. Attempts to surmount these problems at the medium access, network and

transport layers by way of innovative and often ingenious protocols have yielded only incremental

success. In this paper, we consider a physical layer enhancement – directional communications –

and its exploitation by the various components of an ad hoc networking system to address the above

problems and provide a significant improvement in network capacity.

Directional antennas have a number of advantages over omni-directional antennas in ad hoc

networking. By focusing energy only in the intended direction, directional antennas can increase

the potential for spatial reuse and can provide longer transmission and reception ranges for the

same amount of power. Increased spatial reuse and longer range translates into higher ad hoc

network capacity (more simultaneous transmissions and fewer hops), and longer range also pro-

vides connectivity. Further, since the spatial signature of the energy is reduced to a smaller area,

chances of eavesdropping are reduced, and with “smart” antennas, the steering of nulls can allow

the suppression of unnecessary interference (such as jammers) at the receiver.

Replacing an omni-directional antenna by a directional one in an ad hoc network is not by itself

sufficient to exploit the offered potential. The antenna system needs to be appropriately controlled

by the each layer of the ad hoc networking protocol stack. Such control includes pointing in the

right direction at the right time for transmitting and receiving, controlling the transmit power

in accordance with the antenna gains, etc. Further, mechanisms that were designed with omni-

directional communications in mind – for example, medium access, neighbor discovery and routing

– have to be redesigned for directional antennas. Finally, modifications to such network mechanisms

can interact with each other – for instance, medium access control may require knowledge of the

antenna beam to use for a particular neighbor discovered by the neighbor discovery mechanism.
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Thus, in order to realize the full potential of directional antennas, new protocols at various layers

of the stack have to work in concert to create a complete system solution.

We present the first such complete system for ad hoc networking using directional antennas,

called UDAAN (“Utilizing Directional Antennas for Ad Hoc Networking”). While previous works

have targeted specific solutions for directional antennas, such as medium access, there has been

no published work on designing, implementing and field testing a complete system that uses di-

rectional antennas. Our work has not only resulted in novel networking mechanisms but has also

demonstrated a complete system in a variety of field tests.

The remainder of this paper is organized as follows. In the next section, we summarize some re-

lated works. We follow that by introducing some preliminaries on directional antennas and UDAAN

terminology. Each of the component modules are then described in the next few sections – MAC

in section 4, neighbor discovery in section 5, link characterization in section 6, and routing and for-

warding in section 7. Our field demonstrations and lessons learned are described in section 9. Our

simulation environment and results of simulations of the field demonstrations as well as randomly

generated scenarios are presented in section 8. Finally, section 10 summarizes our work, with some

concluding remarks.

2 Related Work

Much of the work on medium access has been done in the context of extending CSMA/CA (in

particular IEEE 802.11) to work with directional antennas. This includes [2, 3, 4, 5]. In [2],

multiple fixed directional antennas are considered and the IEEE 802.11 protocol is executed on

a per-antenna basis. Steered beams are considered in [3], where the main innovation is the use

of a “short NAV”, to exploit the increased opportunity for spatial reuse. A “directional NAV”

was proposed in [4], and, independently in [5]. The key idea is that if a node receives an RTS or

CTS from a certain direction, then it needs to defer for only those transmissions that are in (and

around) that direction. In [5], the authors also discuss a multi-hop RTS scheme to bootstrap the

handshake when transmit as well as receive directionality are required to close the link. Medium
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access approaches are also discussed in [6].

A small amount of work exists in the area of TDMA using directional antennas [7, 8]. In [7],

the authors study the performance of ad hoc networks with a TDMA MAC and two kinds of

beamforming antennas – beam steering and adaptive beamforming. In [8], a distributed algorithm is

given that only uses 2-hop information for scheduling, thereby making it scalable, yet implementable

for mobile ad hoc networks.

The study of directional antennas for aspects of ad hoc networking other than medium access is

limited. The use of directional floods to limit the scope of route requests in an “on-demand” ad hoc

routing protocol is suggested in [9], and explored in [10]. A broad-based study of the performance

potential of directional antennas in ad hoc networks appears in [6].

3 Preliminaries

Radio antennas couple energy from one medium to another. An omni-directional antenna (some-

times known as an isotropic antenna) radiates or receives energy equally well in all directions1.

A directional antenna has certain preferred transmission and reception directions, that is, trans-

mits/receives more energy in one direction compared to the other.

The gain of an antenna is an important concept, and is used to quantify the directionality of

an antenna. Informally, gain measures the relative power in one direction compared to an omni-

directional antenna. Thus, the higher the gain, the more directional is the antenna, and smaller the

beamwidth.

Antenna systems, at least for the purposes of this paper, may be broadly classified into switched

and steered antennas systems. In switched antenna systems, one of several fixed directional antennas

can be selected using a switch. One may also use a phased array antenna and a beamforming

“matrix” to generate multiple fixed beams to get a switched antenna (beam) system. The transceiver

can then choose between one or more beams for transmitting or receiving. While providing increased

spatial reuse, switched beam systems cannot track moving nodes which therefore experience periods

1In reality, no antenna is perfectly omnidirectional, but we use this term to represent any antenna that is not
intentionally directional.
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of lower gain as they move between beams. In a steered antenna system, the main lobe can be pointed

virtually in any direction, and tracking of the location of the node may be done automatically using

the received signal from the target using sophisticated “direction-of-arrival” techniques.

Our description of UDAAN protocols is in terms of n fixed directional antennas and one omni-

directional antenna. However, they are just as applicable to steerable antennas. That this adap-

tation is straightforward can be seen from the logical equivalence of switched and steered antenna

systems. Specifically, a command to switch to antenna k in an n-antenna switched system may be

transformed (transparently to UDAAN protocols), to steer to “position k” which is aligned direc-

tionally with antenna k. By making n high enough to accommodate the granularity of steerability,

one can use any algorithm that supports switched antennas to work with steered antennas.

Each UDAAN node supports communication over up to 32 frequency “bands” where we typically

consider a single radio servicing a single band, though multiple frequency radios are not precluded.

Most of the mechanisms described in this document are agnostic to whether the antenna system

uses switched or steered beams. This is done by using the transmission direction as the unifying

abstraction - in a steered beam system, the beam is steered as close as possible to the specified

direction; in a switched beam system, the antenna or beam that has the lowest angular separation

from the specified direction is selected.

We indicate the antenna method used for exchanging packets as either No Beamforming (N-

BF), Transmit Beamforming (T-BF), or Transmit and Receive Beamforming (TR-BF). The use

of the term “beamforming” indicates the use of a directional antenna (either switched or steered).

Therefore, “no beamforming” means that the transmitter and the receiver use omni-directional

antennas, while transmit beamforming means that the transmitter uses a directional antenna, but

the receiver uses an omnidirectional antenna. Linkprofiles are used by modules to express how a

neighboring node can be communicated with. The linkprofile is a tuple of band, beamform. Thus,

we allow up to 6 link profiles per neighbor for a two band system.

When the forwarding layer provides a packet to the radio layer for transmission, it includes a

radioprofile with the packet. The radioprofile is a radio specific structure that describes the param-

eters such as power, antenna number, datarate, etc that the radio layer should use for transmission.
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When a packet is received or transmitted by the radio layer, a tracerecord is generated which

describes the event in a radio-specific structure which includes items such as the antenna the packet

was received or transmitted on, the datarate used, and other items. Tracerecords describe indi-

vidual transmission attempts, promiscuous receptions of packets, control packet (RTS, CTS, ACK)

transmission or receptions, as well as the transmission and reception of data packets. Tracerecords

are stored in a circular set of buffers in the radio driver for queries by the protocols.

4 Medium Access Control

Our directional medium access control (D-MAC) protocol is a novel variant of the single-channel

CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) approach. Several protocols

published in the literature are representatives of this approach, including the IEEE 802.11 Dis-

tributed Coordination Function (DCF) standard for wireless LANs [12]. The basic idea is that, in

addition to sensing before transmitting, the sender sends a Request-To-Send (RTS) and the receiver

responds with a Clear-To-Send (CTS) as a prelude to data packet transmission. Nodes hearing this

exchange defer for the subsequent DATA-ACK(nowledgment) exchange. The reader is referred

to [12] for details.

Modifications of traditional MAC protocols such as 802.11 to support directional antennas,

typically referred to as directional MAC, have been studied previously (for instance [2, 3, 4, 5]).

Two novel features of our solution differentiate it from previous solution approaches. The first is the

use of a backoff procedure where both the interval boundaries and the method of backoff depends

upon the event (e.g., no CTS, no ACK, channel busy) that caused the backoff. The second is the

tight integration of power control with direction control. As shown in [6] and other works, judicious

power control is critical to exploiting the potential of directional antennas. Thus, for instance, our

(directional) NAV table includes power values.

Our MAC protocol is designed to be simple enough to implement within a short time in a real-

life prototype while harnessing most of the spatial-reuse benefits of directional antennas. Thus,

rather than build in complex protocol features to eliminate all collisions, the protocol controls the
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collisions using judicious backoff schemes to achieve high throughput in practice.

We now describe the UDAAN D-MAC protocol. First we describe the control flow and back-

off schemes without virtual carrier sensing and power control, for simplicity. Following that, in

section 4.2 we describe the virtual carrier sensing and power control mechanisms.

4.1 D-MAC control flow

The D-MAC has four types of packet transfer modes, each with a different set of primitives. In

particular, a packet transfer may have just the DATA, an RTS followed by the DATA2, DATA and

ACK only, or the full RTS-CTS-DATA-ACK. We shall only describe the last case here as it largely

subsumes the others. All packets contain the position of the transmitting node so the receiver can

immediately know the most up-to-date direction for a response.

The D-MAC is by default in idle state. In this state, the D-MAC is in receive mode, switched to

the omni antenna. There are two kinds of idle states – natural idle and forced idle. In natural idle,

the D-MAC has no packets to send, and is simply waiting for something to “happen”. A forced

idle is entered when a node has something to send but is forced by the protocol to desist for some

reason (as explained later)3.

The general control flow is illustrated in Figure 1.

When a node has a packet to send, it does directional carrier sensing (DCS) on the antenna

corresponding to the destination for a randomly chosen period called the DCS-period. If the channel

is free for the duration of the DCS-period, then the node sends an RTS. After the RTS is sent, the

node listens on the same directional antenna and receives the CTS, sends the DATA and receives

the ACK. All of this is done directionally.

The node goes into a forced idle if one of the following happens: the channel is busy, a CTS is

not received, or an ACK is not received. In forced idle the node is switched to the omni antenna

2This was designed to allow the receiver of a broadcast DATA to increase its SINR by beamforming toward the
sender after receiving the RTS.

3In most respects, the forced idle concept is similar to backoff. However, the term better captures the semantics in
a directional antenna setting where being in idle also requires certain rules to be followed (e.g. switch to omni). The
forced idle period guarantees a minimum amount of time a node is receiving on omni, thereby preventing starvation
due to a intended target always pointing away, for instance.
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Figure 1: High level flow chart of D-MAC.

and may receive packets, respond to RTS, etc, but may not initiate its own RTS or DATA. A forced

idle period ends at the later of the completion of such communications and the expiration of a

timer that is set when entering forced idle. A “contention window” is maintained and reset after

each entry-exit sequence from the forced idle. The timer value is a random number within this

contention window. As mentioned earlier, the way the contention window is reset depends upon

the particular event. This is captured in table 1, and explained below.

Two running variables HiFI and LowFI are maintained, along with several preconfigured con-

stants, as explained in table 1. The last column shows how the contention window changes upon

each successive occurrence of the event. Thus, if the channel is busy, the node backs off, tries again

(no change in the window) and repeats this until a certain number of attempts is exceeded in which

case the RTS is sent anyway (see figure 1). Similarly, if there is no CTS received, the node backs

off using a “linear increase” and if there is no ACK received, the node implements an “exponential

increase” and “exponential decrease” of the contention window. This is illustrated in the figure and

the table.

After the ACK is received, the node goes into a forced idle to give other nodes a chance. This

forced idle is set as per table 1(row FI-Ack).
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LowFI HiFI CWMin CWMax Comments

FI-Busy No change No change Blow Bhigh Constant

FI-NoCTS No change No change Clow∗retries Chigh∗retries Linear increase
FI-NoAck 0 min(HiFi*2, Amax) LowFI HiFi Exponential Increase
FI-Ack Ainit max(HiFi/2, Amin) LowFI HiFi Exponential Decrease

Table 1: Table of forced idle control. The rows indicate the events for which the forced idle is executed.
The columns indicate how the values of running variables LowFI and HighFI are reset, and the contention
window (CWMin and CWMax) used for that event. For the FI-Busy, the contention window only applies
if the attempt number is less than a configured threshold, otherwise the node becomes persistent (see
figure 1). The Amin, Amax, Clow, Chigh, Blow, Bhigh, and Ainit are configuration parameters

4.2 Power Control and Virtual Carrier Sensing

The first RTS for a given packet is sent at the power indicated in the radio profile (or maximum

power if none is specified). The RTS contains the power P and its current receive threshold (T ).

Then, the CTS is sent with a power equal to P - (R - T ) + MARGIN-POWER, where R is the

received signal strength indication (RSSI) of the received RTS packet, and MARGIN-POWER is a

margin to account for fades etc. The DATA and ACK are power-adjusted in a similar manner.

Virtual carrier sensing, that is, the tracking of transmissions beyond sensing range using over-

heard RTS/CTS, is typically done by means of a Network Allocation Vector (NAV) table. Direc-

tional virtual carrier sensing, or D-NAV has been suggested in both [4, 5]. The basic idea is to

augment the traditional NAV using a direction (or in the case of fixed antennas, an antenna) field,

indicating that the NAV applies only for that direction. We extend the idea further by incorporating

power control as an integral part of the NAV, as follows.

The D-NAV table contains, in addition to the duration field, the antenna number4, and the

allowed power. This field indicates the power above which interference will occur. It may be used

to transmit if it is deemed (see below) that the intended transmission is sufficiently low power so

as to not bother the busy nodes.

The allowed power field is set as follows. Only RTS/CTS received when the node is in idle

(omni) are processed for NAV. When an RTS (CTS) is received, the allowed power is set as the

smaller of the current allowed power and P - (R - T ) - VCSMarginPower, where P is the transmitted

4We say antenna number because we are using a switched antenna model – but as mentioned earlier in the paper,
steered model can be mapped into this. Alternatively, the field can contain the direction, as in [4, 5]
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power of the RTS (CTS) (indicated in the RTS (CTS)), R is the received power, T is the current

receive threshold of the sender of the RTS (CTS), and VCSMarginPower is a configured parameter

to account for fades etc.

When a packet is to be transmitted with a power Pxmit, the following deference procedure is

employed. If Pxmit < (allowedPower - (Gxmit - Gomni)), then the packet is allowed to be transmitted,

regardless of busy indication of the antenna. Here, Gxmit is the gain of the antenna that is intended

to be used for transmission, and Gomni is the gain of the omni-directional antenna. This is required

because the RTS and CTS are received on omni. Otherwise, the node defers for a period indicated

by the duration field in the NAV table.

5 Neighbor Discovery

In order to exploit the longer-range advantage of directional antennas, UDAAN incorporates di-

rectional neighbor discovery, that is, the ability to discover neighbors that can only be reached

if one or both of the nodes use beamforming. As mentioned earlier, UDAAN has three kinds of

links/neighbors in each band: N-BF (without beamforming), T-BF (using transmit-only beamform-

ing), and TR-BF (using transmit and receive beamforming).

The hard problem in directional neighbor discovery, such as for T-BF and TR-BF linkprofiles,

is in determining where to point, and when to point the antenna for transmit and/or receive. For

instance, TR-BF neighbors can be discovered only if both the transmitter and the receivers point

toward each other at the exact time a heartbeat is sent.

We have developed two methods for this problem: informed discovery and blind discovery. In

informed discovery, a node A has available some form of information about a non-neighbor B that

will enable pointing. For instance, A might have the geo-location of B piggybacked through routing

updates, or an explicit position information protocol [13]. Informed discovery is possible when the

entire network is connected, and used, for instance, when we wish to create and use a long-range

single-hop T-BF link instead of short-range multi-hop N-BF links between two nodes. In blind

discovery, a node A is not even aware of the existence of a node B. Conventional (N-BF) neighbor
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discovery is a form of blind discovery. Blind discovery for T-BF and TR-BF links is, however, far

more challenging, yet the only approach when the network is disconnected, and we need to create

links across the partition(s).

Given three modes (N-BF, T-BF and TR-BF), and two methods (informed and blind), there

are six potential neighbor discovery mechanisms. Of these, informed N-BF is a trivial case, and

blind T-BF is a specific case of blind TR-BF (as will be apparent later). Informed TR-BF has

been considered earlier (although not by that name) in [5]. Thus, we now describe three neighbor

discovery mechanisms, namely (blind) N-BF, Informed T-BF, and Blind TR-BF. These operate in

parallel in steady state, but are typically started in the order mentioned.

All three of the UDAAN neighbor discovery mechanisms are based on sending and scoring

heartbeats, which are periodic control messages broadcast by each node. A heartbeat includes the

sending node identifier, the band, the mode (N-BF, T-BF, or TR-BF), and depending on the mode,

one or more neighbors considered “up” by this node5. The neighbor discovery mechanisms that

follow are executed independently for each band, and therefore we do not consider this field any

further.

When a node is activated, it first performs N-BF discovery. Specifically, heartbeats with mode

set as N-BF are broadcast using the omni-directional antenna, and heartbeats received from other

nodes are scored. The heartbeat contains the identifiers of all of the neighbors from which it

has received an adequately scored set of N-BF heartbeats. This is similar to traditional neighbor

discovery and creates an N-BF links based topology.

Routing updates triggered by links declared as being “up” are then disseminated. These updates

contain the position of the sending node. As a result, a given node X may get to know about the

existence and position of a node Y that is out of N-BF range. For each such node Y , node X

performs (informed) T-BF discovery. Specifically, node X sends a directional heartbeat to the

target Y . The heartbeat sets the mode field as T-BF, and contains the position of X and also

whether X considers Y to be “up”. Note that for T-BF, the heartbeat only contains information

5A node X considers a node Y to be “up” if a scoring function on the number of heartbeats received from Y
is above a threshold. The exact scoring function is beyond the scope of this paper, but basically, a sliding window
based “k-out-of-n” scheme is used.
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about the intended target not all neighbors. Assuming that Y is within T-BF range and it is

idle, the heartbeat is received (omni-directionally), and the position of X is extracted. Using this

position information, node Y then beamforms toward X sends a directional heartbeat. If and when

sufficient scores on the heartbeats are achieved on X and Y , a T-BF link profile is established

between X and Y .

Discover!

d
d + 180

send

receive

Figure 2: Blind TR-BF discovery.

Periodically, the nodes perform blind TR-BF discovery to establish links to nodes that are not

reachable through N-BF or T-BF. The main challenge with blind TR-BF discovery is to get two

nodes that do not know of each other’s existence to beamform toward each other simultaneously.

To accomplish this, we require that the clocks on all of the nodes are synchronized with each other,

as might be the case if the common clock source is GPS. Periodically, all nodes engaged in blind

TR-BF discovery do the following (at the same time). A direction is chosen based on the time

- imagine one of the hands of an analog clock. Each node alternates randomly between sending

heartbeats in that direction and listening in the opposite direction for such heartbeats.

For example, at a certain point in time that corresponds to 1 o’clock in the imaginary analog

clock, all nodes point toward 30 degrees east of due north to send heartbeats and 30 degrees west

of due south to receive heartbeats. As seen in Figure 2, for any two nodes, when the direction

matches the angle between the nodes, this scheme will cause the transmit beamforming of one node

to align with the receive beamforming of the other create an opportunity for the nodes to transfer a
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heartbeat. The mode field in the heartbeats is set as TR-BF, and all neighbors perceived to be “up”

by TR-BF are included in the neighbor list. As usual, the position of the sending node is included

in the heartbeats. After at least one heartbeat is exchanged in each direction, each node knows the

position of its potential TR-BF peer, and can send further heartbeats directly by pointing in that

direction, and thus maintain the link.

It is easy to see that after only one such cycle all TR-BF neighbors that are within range will be

discovered. In contrast to randomly scanning, this is a remarkable improvement without any more

complexity, other than the requirement of approximately synchronized time. Although the current

mechanism is restricted to 2-D, the same principle can be extended for 3-D operation.

6 Link Characterization

The Link Characterization (Linkchar) module is designed to take information from the link layer

interface and summarize it into a set of metrics for use by other modules. With the exception of

occasional requested probes, Linkchar does not send any traffic to test the link, but relies on the

traffic sent or received by other modules and the IP applications. Linkchar will send an occasional

ping-like packet to test a link if it has not received any packets from a neighbor within a pre-defined

amount of time.

The minimum required energy for transmitting on a link is a very useful metric because it gives

insight into the error rate, available throughput, and stability of a particular linkprofile. Linkchar

determines the minimum required energy and provides this as well as a tightly binned version of

the required energy to the routing module. The binned value is used in the SPF calculation for

determining the best paths for routing packets. We use this binned version of the metric in an

attempt to take packets that have a high SNR, but at the same time not taking as many additional

hops as we might if we were using strict minimum energy routing (e.g. no binning). For the

particular hardware and mobility scenarios we experimented with, our binning was such that an

energy metric of 13dB over the minimum required was binned to a value of 20, an energy of 17dB

over the minimum needed was binned to a value of 10, and an energy of 20dB over the minimum
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was binned to a value of 1. Note that the routing module also receives the exact (non-binned)

minimum energy and uses that directly for packet-by-packet power control of the MAC layer.

If we assume relatively symmetric pathloss between two nodes A and B, then we can use the

packets received at A from B to determine the amount of energy needed by A to send a packet back

to B. To do this we need to know the transmit power, the received power, and the antenna gains

for that packet. We include the transmit power in each MAC packet which is then provided to the

protocols via tracerecords. In a directional antenna system determining the appropriate antenna

gains is critical because 1. transmitter and receiver may be using different antennas and 2. direction

the antennas are pointing (regardless of steered or switched) may not be the exact direction of the

corresponding receiving/transmitting node, especially if the packet is received promiscuously.

Within each packet the MAC layer includes the particular antenna that was used as well as the

angle relative to true North that the antenna was pointed. The packet also includes the location of

the sending node. When Linkchar at the receiver processes the tracerecord, it determines the line

composed of the sender and receiver, and determines the angle between that line and the direction

relative to true North that each of the sending and receiving antennas were pointed. Linkchar then

uses these angles to lookup the appropriate gains from a preloaded 3D table of all gains for all

possible antenna patterns in use.

The instantaneous required power at a particular time is only guaranteed to be useful at the

time that it was determined. To use that value in a metric, it needs to filtered and combined with

other values. Since we generate datapoints based on received packets, input to a filter will be highly

aperiodic and time correlated. The use of an averaging or low pass filter throws away most time

information with the data points and is therefore inappropriate for this kind of data. Instead we

use a linear predictive filter with a recursive least squares algorithm [15]. Similar to a Kalman filter,

this filter dynamically updates the coefficients for a linear equation which expresses the change of

values from one time to another. This allows us to linearly extrapolate from the times of previous

data to the current time that we wish to use the output data of the filter. Since it is a least squares

filter it also provides a mean squared error which can tell us if the filter has “converged”. Having

such value is critical for metrics that can vary widely and have unpredictable input data points
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because they tell us whether the value reported seems to be valid, given recent trends, or not. In

our case, if the MSE is beyond a particular amount (usually 6 or 9 dB) routing opts to ignore the

value and use maximum power for the MAC’s power control algorithm instead.

Linkchar additionally provides a congestion metric for biasing against paths which are typically

heavily loaded with traffic. The idea is an attempt to determine the amount of time already being

used at this radio/band for transmitting or receiving packets. With this method we don’t take

into account promiscuous packet data because with directional antennas there no guarantee that

anything we overhear will affect our outgoing transmissions to other nodes. Also this is a node-

based, not link-based metric because outgoing transmissions and incoming receptions affect all links

of a particularly band since we only have one transceiver per band.

We take a particular window of time W (in seconds). We then subtract the amount of time used

for transmitting and receiving packets to us. We do this by observing the tracerecords that arrive

from the radio over this window of time in the following way:

For each received packet of Bp bits, we determine the amount of time that the packet takes

by Bp/Ratep; where Ratep is the data rate of the packet. We also add the length of time of RTS

(Brts/Raterts), the CTS (Bcts/Ratects), and the ACK (Back/Rateack). The tracerecords indicate

whether the mode the packet was sent at (D, D/A, R/D, RCDA) so in some cases the effective size

for these extra control packets can be considered to be zero. Note that the date rates between the

RTS/CTS, the ACK, and the data packets might be different.

For each transmitted packet of Bp bits we include the control packet times, but also include

the average forced idle time (Tfi). So the total time for a single transmitted packet is num

attempts*(Bp/Ratep + Brts/Raterts + Bcts/Ratects + Back/Rateack + Tfi). Note that it is im-

portant to include failed packets as well as successfully transmitted packets, since failed packets

also take up time at the transceiver.

For each window, we sum the total time taken by all the received and transmitted packets as

described above and subtract it from the window time. The amount left over is the residual transmit

time (Tres). Higher Tres can be considered “better” than a low Tres.

It is important to note that this metric works by exploiting a characteristic associated with our
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directional antenna MAC – that is, there is hidden terminal protection is not achieved by having

neighboring nodes stay quiet as they would in an omnidirectional system. For an omnidirectional

(802.11-style) system, a congestion metric would need to additionally consider the amount of packets

being sent and received at each of the node’s neighbors, since any RTS, CTS exchanges would cause

a neighboring node to limit transmissions for a NAV period.

7 Routing and Forwarding

Thus far, we have considered mechanisms – medium access, neighbor discovery, and link characteri-

zation, whose scope is for the most part “local” in nature, that is, confined to immediate neighbors.

An ad hoc network, however, requires mechanisms for discovering routes and forwarding packets

along these routes. In this section, we first briefly describe the UDAAN routing protocol and then

discuss how control and data packets are forwarded. Since these are not significantly different from

routing and forwarding in a traditional (omni-only) ad hoc network, our description here will be

brief.

Routing in UDAAN is based on the Hazy Sighted Link State (HSLS) routing protocol. HSLS is a

scalable, non-hierarchical and simple routing protocol that has been well studied and understood [11,

14]. Very briefly, HSLS limits the propagation of link-state updates so that the timeliness of the

information is a linear function of the number of hops. This is done by setting the dissemination

radius (“time-to-live”) of a link state update such that the frequency of updates with radius r is

inversely proportional to r. A detailed description may be found in [14].

The routing module initializes and updates next-hop forwarding tables for use by the forwarding

module. The route generation utilizes the metrics assigned by link characterization to support type

of service (ToS) based routing. Three types of service are supported which have varying reliability

and delay constraints.

We now consider forwarding. The purpose of the forwarding module is to use the set of tables

provided by other modules for use in forwarding, sourcing and sinking packets. This includes

application data packets (both originated and in-transit), as well as control packets. Each protocol

16



module (such as routing, link characterization, neighbor discovery) provides a set of radioprofiles to

the forwarding module for use in forwarding its own control traffic. When a module sends a packet,

the sending call it uses indicates the index of a specific radioprofile as well as the ToS value for the

control packet. The ToS value is used within forwarding to map to a particular queuing discipline,

or priority queue.

The routing module provides this table of radioprofiles for its control messages, but also provides

another set of tables for use in forwarding application traffic: It first provides a ToS-to-nexthop

table, which is used to indicate which nexthop table, of potentially many, maps to specific ToS

values in an IP packet. Forwarding then uses the packet’s destination address as an index into this

ToS-specific nexthop table. The entry in the table provides an index into a ToS-specific neighbor

table. The neighbor table contains the actual nexthop address for this ToS/destination pair as

well as a specific radioprofile. The ToS value in an IP packet is also used in a ToS-to-queuing

discipline table so that different types of service receive potentially different methods of queuing

(such as priority). Forwarding finally enqueues the packet on the appropriate queue in a structure

that includes the radio profile.

8 Experimental Results

We have used OPNET for the simulation results presented here. We used the exact same networking

protocol code in our simulations as in the fielded testbed (except for the MAC which was imple-

mented in a real-time operating system in the field and so therefore needed to be reimplemented

within the OPNET simulation environment). The simulations are therefore of very high fidelity.

The disadvantage is that simulations take very long to run, thereby reducing the number of data

points that can be generated in a given time.

All simulations are with a 20 node ad hoc network. The nodes are placed randomly in a 2-

dimensional square area of varying size depending upon the density parameter. Mobility is similar

to the random waypoint model, but nodes do not stop at waypoints.

For all of the results presented in the network, 20 streams are originated, one per node, with the
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destination chosen randomly. Each stream consists of packets of size 8192 bits and the inter-arrival

time is uniformly distributed around a mean rate of 10 packets-per-second (pps) per stream for

some experiments and 50 pps for some others. In particular, graphs in figures 3 and 4 used 10 pps

while graphs in figures 5 and 6 used 50 pps to better accentuate the differences. The raw bit rate

of the radio for the random scenarios is 11 Mbps. The throughput is computed as the total number

of bits delivered successfully at the destination.
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Figure 3: Throughput dependence on density

Figure 3 shows that with a steered antenna of gain 26 dBi, the throughput is increased by a

factor of about 8 (at density 30) to a factor of about 10 (at density 5). Throughput increases with

increasing density with and without directional antennas, although the directional case reaches

maximum at density 10. The main reason for the large throughput difference here is due to the

network being disconnected when omni-directional antennas are used, but well connected with

directional antennas (thanks to the longer links provided by directional neighbor discovery).

The throughput versus speed graph (figure 4) also shows about a factor of 8-10 improvement

in throughput with the directional antenna. The throughput in each case is largely unaffected by

speed, because for the range of speeds tested, the hazy sighted link state routing was able to adapt

quickly enough.
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Figure 4: Dependence on speed

Figure 5 compares throughput using switched and steered antennas as a function of antenna gain.

An important fact to note here for the switched antenna curve is that the number of antennas is kept

constant. Thus, when gain is increased (and beamwidth is decreased), the azimuthal “coverage” (the

fraction of the 360 degree plane with at least 0 dBi gain) goes down. Interestingly, as gain increases,

the performance of switched antenna still increases upto a certain gain value (10 dBi) indicating

that the increased gain makes up for the lost coverage. But after that the decreased azimuthal

coverage starts to hurt us. For steered antennas, this issue does not arise as the beam can be

pointed wherever desired. Thus, the performance continues to increase with gain. Predictably,

steered antenna provides better throughput than switched antennas, but the difference is not high

at low gains (and probably won’t be at higher gains too, if the number of switched antennas is

increased commensurately).

Finally, figure 6 plots the effect of virtual carrier sensing (VCS) on the performance. Recall

that UDAAN uses a power aware directional network allocation vector (D-NAV) for virtual carrier

sensing. At lower densities, there is not much difference between VCS and no VCS. This is in a

large part due to the fact that the network is not well connected at these lower densities resulting

in low throughput and consequently a low utilization of the channel. When the channel is not
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being utilized sufficiently, there aren’t as many collisions even without VCS and so the difference

is minimal. After a density of approximately 30 nodes per sq. km when the utilization is higher,

operating without VCS causes decreasing throughput as density increases whereas VCS helps keep

it more or less steady. At 60 nodes per sq. km, having UDAAN VCS increases throughput by about

17.3%.

9 Field Demonstrations

Six months after beginning the research into the UDAAN protocol design, we were given a deadline

of five months to build, integrate, and test the protocols in a government defined set of field

experiments. The intention of the tests was to measure the quantitative gains of using directional

antennas over existing omnidirectional ad hoc networks.

Specifics were defined for the 3 hour, 20 node tests that included the exact locations over time,

vehicle routes, vehicle speeds, and traffic loads. Each vehicle in the test was given a government

laptop that sourced and sunk traffic, and each vehicle was driven by a government representative to

insure that the systems were truly operating autonomously and motion was unbiased. The system
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was graded on the throughput, packet loss rates, and delay of individual traffic flows through the

network as described in the simulation section.

The tests were conducted in a sparsely used 4km by 3km area which provided little other vehicle

traffic to contend with. The area consisted of around one third pine tree forest corridors, one third

sparsely clustered 2-4 story buildings, and one third wide open airfield. The vehicle trails varied

from paved roads over flat areas to rarely used dirt paths over hilly terrain.

The first field test utilized 20 ground vehicles outfitted with a single 2.4 Ghz radio each. The

government provided a baseline performance to beat by running their own 20 node test using NRL’s

version of OLSR, 6W power amplifiers and 6dBi antennas.

Inside each of our vehicles, the UDAAN protocol software (neighbor discovery, link characteriza-

tion, routing and forwarding) was hosted on a laptop, while the D-MAC software ran in RT-Linux

on a x86 processor which was part of a custom radio board which utilized a standard CDMA 802.11b

2.4Ghz RF front end as the PHY layer.

Our UDAAN protocol software was hosted on laptops. The output of the radio was fed to a

6W 2.4Ghz power amp whose output then went to an antenna switch which fed multiple antennas.

Lines were run from the x86 to the antenna switch so the MAC could switch between antennas on a
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Figure 7: Row of demo 1 vehicles. Mounted on top of each vehicle are four directional antennas, an omni
antenna, and a mast holding the GPS device away from the vehicle.

packet by packet basis. Multiple switched antennas were used instead of an adaptive array or other

steered antenna due to time and cost limitations. For this first demonstration we used a single

omni antenna with 6dBi gain plus four directional antennas which had 10dBi gain at boresight and

6 dBi gain at the 45 degree cross-over points. Antennas were mounted with one pointing front, one

pointing back, and one on each side.

All the antenna patterns were measured at zero degrees elevation so we could use the exact

antenna patterns in the simulation and well as have the Linkchar module back out receive and

transmit antenna gains for use in estimating link quality.

In the end, the test shows performance remarkably close to the simulation results, in large part

due to the meticulous mapping of the foliage, buildings and paths through the terrain. Our system

soundly beat the omnidirectional OLSR network tested by the government, particularly in terms of

delay, but also in terms of throughput capacity.

The second demonstration added a helicopter node, the addition of high-band (38Ghz) at five

of the ground nodes and the helocopter node, multicast requirements, and ToS-based metrics. This

demonstration also consisted of 20 nodes, but they were more scattered throughout the area.

The 38 Ghz radio system had 22 antennas with 16dBi gains each. The antennas could be actively

combined to have a receive “omnidirectional” capability, but on transmit this meant that we had

to divide the power amp among all antennas, and on receive the combination of multiple out of
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phase signals combination caused the receive gains to be effectively zero. The gain of the 38 Ghz

antennas was high at all elevations, but very rapid loss off the main lobe. This meant that roll,

pitch and yaw could significantly effect which antenna was the right one to use. Because of this, we

offloaded the work of the MAC of the 386 to a Pentium-II 850Mhz running RT-Linux so we could

support calculation of 3D Euler angles between each and every primitive.

For assisting in communications with the helicopter, we also added a 5th 2.4Ghz antenna that

pointed directly skyward. A switch matrix gave us the possibility of having all 5 antennas engaged

for an omni function or just the 4 outward pointing antennas.

Figure 8: Demo 2 Vehicle. Mounted on the roof are three high-band antennas and amplifiers in three
120-degree spaced boxes. There is also a low-band switching matrix and the lowband antenna. For this
second demo, the lowband was changed to a “gumdrop” antenna that contained 5 antennas pointing front,
back, left, right and up.

The following are a few of the lessons we learned from our demonstration test experiences.

• Real antenna patterns are far more complex than “pie-slices” or “cone plus ball” models. Real

antennas often have significant side and back lobes that affect performance of a directional ad

hoc network due to the additional noise. Increases in performance are not necessarily gained

from higher gain antennas unless the average front-to-back and front-to-side gain ratios are

high.
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• When switched beams are used in conjunction with an omni-directional beam, sufficient over-

lap must exist between the directional beams so that the choice of a directional antenna never

results in a poorer gain than an omni-directional one.

• Using position information to select the right beam mostly works, but not always. Sometimes,

multipath and other factors might make an antenna that points in a different direction a better

choice

• Antenna patterns can be extremely complex, and difficult to characterize. Even when mea-

suring these patterns by hand, you are only creating discrete approximations to actual per-

formance. The use of the 3D patterns was critical, but could have been improved if we could

have also modeled the pitch and hills of the road the vehicles used.

10 Summary and Concluding Remarks

Directional antennas offer tremendous potential for an order-of-magnitude improvement in the

capacity and connectivity of an ad hoc network. Translating this potential into reality requires

support for antenna control at several layers of the protocol stack. While specific mechanisms have

been developed in prior work, mostly at the MAC layer, the complete system design problem for an

ad hoc network with directional antennas has been thus far unsolved.

In this paper we presented the first complete system solution for utilizing directional antennas

in ad hoc networks (UDAAN). The UDAAN architecture is highly modular with the components

interacting through well defined interfaces, key amongst them being the link profile. The imple-

mentation of and experimentation with UDAAN utilized a Portable Switch Framework (PSF) that

allows for the same networking software to be exercised in over both a simulation and a hardware

platform. UDAAN supports both switched and steered antennas, but does not require them – that

is, if only omni-directional antennas are available, UDAAN functions competitively in comparison

to other ad hoc networking systems.

We reported on experiments using UDAAN – both using high fidelity simulations and using a

24



hardware prototype. Our field demonstrations involved equipping SUVs with switched directional

antennas and executing specific mobility scenarios using realistic traffic. One of the scenarios also

involved an airborne node (helicopter). We have summarized the lessons learned in this process, so

that other researchers in this area not reinvent the wheel.

UDAAN makes several contributions, many of which where described: a novel CSMA/CA based

directional MAC (D-MAC) protocol that manages backoffs in a way that is suited to directional

antennas, and fully integrates power control as part of its operation; a novel neighbor discovery

mechanism that guarantees TR-BF discovery within one cycle time; and assignment of QoS metrics

using link characterization when directional antennas are present.

A weakness of this paper is that we have not compared our solutions to any existing work. A

chief reason for this is the paucity of work in all but medium access control. In particular, there

has been no system described that we could model.

Our interest in getting a working system often made us trade off general or optimal solutions for

simple ones. We believe there is considerable scope for further research in this area. In our opinion,

the key research areas that will most benefit state of the art include: power-controlled directional

(multichannel) MAC, integrated power/antenna topology control, reactive ad hoc routing based

directional antenna system, new ways of getting pointing direction information (maybe without

positions), and prototype development using small smart antennas.
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