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Abstract

The e�ectiveness of the content-based image retrieval can
be enhanced using the heterogeneous features embedded in
the images. However, since the features in texture, color,
and shape are generated using di�erent computation meth-
ods and thus may require di�erent similarity measurements,
the integration of the retrieval on heterogeneous features is
a non-trivial task. In this paper, we present a semantics-
based clustering approach, termed SemQuery, to support
visual queries on heterogeneous features of images. Using
this approach, the database images are classi�ed based on
their heterogeneous features. Each semantic image cluster
contains a set of subclusters that are represented by the
heterogeneous features that the images contain. A database
image is included into a feature subcluster only if the im-
age contains all the features under the same cluster. We
also designed a multi-layer model to merge the results of
basic queries on individual features. A visual query process-
ing strategy is then presented to support visual queries on
heterogeneous features. Experimental analysis is conducted
and presented to demonstrate the e�ectiveness and e�ciency
of the proposed approach.

1 Introduction

Following the current research achievements [1], visual data
in a database can be considered to contain feature vectors
representing the content of the data. A feature vector nor-
mally represents one of the texture, color, and shape fea-
tures. The similarity between two images is determined
based on the distance between feature vectors of the im-
ages in the feature space. Features in texture, color, and
shape are normally generated using di�erent computational
methods. For example, features in color are mostly gen-
erated using color histograms, color sets [24], or coherence
color vector [17]. Features in texture can be generated using
di�erent methods such as wavelet-based feature extraction
methods [23, 21], Fourier transforms [25], or fractals [29].

�This research is supported by Xerox Corporation.

Thus, di�erent features may have di�erent similarity mea-
surements. Because of this, the content-based retrieval pro-
cess is normally performed on individual features. Several
indexing methods [10, 4, 28] have been proposed to support
e�cient visual query retrieval based on the feature vectors.

However, the feature vectors of some semantically irrele-
vant images may be located very close in the feature space.
Figure 1(a) presents two images of wood and water between
which the distance of the texture feature vectors is very
small, but these images are semantically not similar. Given
a query whose feature vector is located in the neighborhood
of the feature vectors of the two given images, both images
are highly possible to be retrieved together in response to the
query. Similarly, Figure 1(b) presents two images of leaves
and painting that have close color feature vectors but are
not semantically related. Thus, indexing itself based on the
closeness of feature vectors in the feature space sometimes
may not provide satisfactory solutions.

(a) Similar texture

(b) Similar color

Figure 1: Semantically di�erent images with similar feature
vectors.

Figure 2 (a) abstractly illustrates the above scenario in
a two-dimensional feature space where two arbitrary shaped
semantic clusters C1 and C2 exist. We may assume that
C1 and C2 represent the images of wood and water in the
texture feature space. Consider the query image q which
belongs to the cluster C1. If we only consider the close-
ness of feature vectors in a feature space to return relevant
images, we may retrieve many images from cluster C2 that
are semantically irrelevant. To alleviate this problem, re-
searchers have been studying the clustering of database im-
ages [27, 22]. If the database images are successfully clas-
si�ed into di�erent semantic clusters, a visual query can be
quickly narrowed to a speci�c category. Therefore, image
retrieval can proceed e�ectively and e�ciently. However,

1



di�erent semantic clusters can have arbitrary shapes and
overlaps. It may be impossible to accurately obtain these
shapes.
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Figure 2: Views of two semantic clusters in two di�erent
feature spaces

We observe that the content-based retrieval process can
be further improved using multiple features embedded in the
query image. For example, clusters C1 and C2 in Figure 2(a)
are far away in the color feature space, as shown in Figure
2(b). Given a query q, only images in C1, which are seman-
tically related to q, will be retrieved. Thus, to e�ectively
retrieve relevant images for the query q, the retrieval can be
based on color features. Since we cannot predict the charac-
teristics of the query, all image features should be considered
during retrieval to ensure e�ective retrieval. But, we must
be careful on the integration of queries on heterogeneous fea-
tures. Di�erent features may play di�erent degree of impor-
tance in making the �nal decision on the similarity between
the query and database images. Most of the current image
content-based retrieval systems use a weighted Euclidean
distance to combine the similarity measurements of di�er-
ent feature classes [9, 3]. In these approaches, the results
from di�erent feature classes are linearly combined. How-
ever, studies have shown that various feature classes are not
necessarily linearly-related. In addition, the set of weights
of the feature classes should be somehow provided by the
user. In FourEyes [14], a society of models is used instead
of universal similarity measures or manual selection of rele-
vant features. It provides a learning algorithm for selecting
and combining groupings of data guided by example-based
interaction with the user.

In this paper, we investigate an approach, termed Sem-
Query, to overcome the problems of traditional distance-
based indexing and retrieval approaches. We assume that
the semantics of the application image database is well de-
�ned and can be categorized by a domain expert. A hier-
archy of the semantic clusters and database images is de-
signed in which the database images are grouped based on
their heterogeneous features. The features of each seman-
tic cluster are represented by a set of templates. We then
present a semantics-based clustering approach to supporting
visual queries on heterogeneous features of images. In this
approach, each semantic image cluster contains a set of sub-
clusters that are represented by the heterogeneous features
that the images contain. A database image is included into a
feature subcluster only if the image contains all the features
under the same cluster. We also designed a multi-layer neu-
ral network model to merge the results of basic queries on
individual features. The input to the neural network is the
set of image features and the output will be the similarity of
images. A visual query processing strategy is presented to
support visual queries on heterogeneous features. By nar-
rowing the scope of the search to the semantic cluster, the
experimental analysis shows that both e�ective and e�cient
retrieval can be achieved.

Section 2 presents the organization of the clusters, tem-
plates, and database images. Section 3 proposes the seman-
tic clustering. Section 4 outlines the the query processing
procedure. Section 5 presents the strategy for merging het-
erogeneous visual features based on a neural network model.
Experiments are reported in Section 6, and concluding re-
marks are o�ered in Section 7.

2 Image Database Organization

2.1 A System Architecture for Using Heterogeneous Fea-
tures in Image Retrieval

In this section, we �rst describe the structure of a general
content-based image retrieval system, and then explain the
importance and role of merging the results obtained from
individual image features. Figure 3 shows the overall struc-
ture of our content-based image retrieval system, named
SemQuery. Given a query image, the goal of content-based
image retrieval is to retrieve all the images in the visual
database whose content is similar to the query image. The
�rst step of the system is to extract content of query image
(in terms of di�erent feature classes). The same type of fea-
tures for database images are already extracted and stored
in the database. The system then compares the features of
the query image to those of database images, resulting in
a group of retrieved image sets based on individual feature
classes. Finally, the system merges the results obtained from
individual feature classes based on their importance, to form
the �nal set of retrieved images.
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Figure 3: SemQuery system architecture.

The content of an image can be represented by the fea-
ture vectors in di�erent feature classes, such as color, shape,
texture, or text annotations. Di�erent types of features can
be extracted in each of these feature classes. For exam-
ple, color histograms are usually used as the features for
color feature class. Other methods such as color sets [24]
or coherence color vector [17] are also proposed to extract
color features. Features in texture can be generated using
wavelet-based feature extraction methods [23, 21], Fourier
transforms [25], fractals [29], random mosaic models [2],
mathematical morphology [7], syntactic methods, and lin-
ear models [5]. Some of the proposed methods for shape
features are in [13]. The similarity between two images is
usually determined based on the distance between feature
vectors of the images in the feature space. Since features
in texture, color, and shape are generated using di�erent
computation methods, di�erent features may have di�erent
similarity measurements. Because of this, the content-based
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retrieval process is normally performed on individual feature
classes.

Thus, we assume that there exists a set of feature classes,
denoted F = ff1; :::; flg, where each feature class contains
its own feature extraction method and its computation sys-
tem on determining the similarity measurement between
feature vectors within the feature class. For example, in
a feature class fi, texture features can be extracted using
wavelet transform, whereas feature class fj may use fractals
to extract texture features. Both methods can use Euclidean
distance to measure the similarity of feature vectors. In an-
other feature class fk, we can extract color features using
color histograms and compare them by applying histogram
intersection. A feature class may have more than one simi-
larity measurement method. For example, we can also com-
pare color histograms using Euclidean distance. As Figure
3 shows, given a query image q, the system �rst extracts its
heterogeneous features qfi , where 1 � i � l and fi 2 F .
Each qfi can be considered as a subquery of the query q.

At the second step, the system compares the features of
the query image to the features of database images. The het-
erogeneous features of database images are usually extracted
o�-line and stored in DBfi , where fi 2 F . We assume that,
for all feature classes fi; 1 � i � l, the databases DBfi are
logically separated from each other. However, they need not
be physically separated and all may be in one database. The
system then searches for each query feature vector qfi in the
corresponding DBfi and returns the closest matches Rfimj

,
where Rfimj

is the set of retrieved images from DBfi , using
measurement method mj . The similarity measurement mj

can be Euclidean distance, Manhattan distance, histogram
intersection, or any other appropriate measurement method.
Note that for the same feature class, we may apply di�erent
similarity measurement methods that can result in di�erent
sets of retrieved images. Clustering techniques [27, 22] and
indexing trees such as R-tree and its variants can be used
to index individual feature cluster and thus speed up the
search process in the databases [10, 4]. Corresponding to
each retrieved image r 2 Rfimj

, there is a numerical value
s (either similarity or distance) that can be used to rank
the retrieved images with respect to fi and mj . So the sys-
tem can rank the retrieved images in each Rfimj

based on
individual feature classes.

Finally, the system must merge the results found by
searching each individual databaseDBfi , to �nd the database
images that are similar to the query image with respect to all
the feature classes. Merging the results obtained by individ-
ual feature classes yields in the �nal ranked list of retrieved
images. This last step is an essential and important part of
retrieval based on heterogeneous features.

2.2 Clusters and Templates

Given a set of feature vectors, the feature space may not be
uniformly occupied. In general, the distribution of the fea-
ture vectors of the images may be in an arbitrary shape
in the feature space. Two feature vectors in two di�er-
ent semantic groups may be located closely in the feature
space. Clustering the data identi�es the sparse and the
dense places, and hence discovers the overall distribution
of patterns of the feature vectors.

In many existing clustering algorithms, k-medoid meth-
ods have been used, where each cluster is represented by
the center of gravity of the cluster. For example, PAM
(Partitioning Around Medoids) [11] was proposed to deter-
mine the most centrally located object medoid for each clus-

ter. Each non-selected object is grouped with the medoid
to which it is the most similar. Ng and Han introduced
CLARANS (Clustering Large Applications based on Ran-
domized Search) which is an improved k-medoid method
[16]. Ester et al presented a clustering algorithm DBSCAN
relying on a density-based notion of clusters which is de-
signed to discover clusters of arbitrary shapes [8].

We thus assume that each cluster of the images can be
represented by a set of feature vectors, denoted templates.
The clusters can be further classi�ed into subclusters, which
can then be represented by their centroids. The bene�t of
this approach is that a hierarchical index can be built on
the templates to support e�cient query retrievals. Figure
4 shows an example in two dimensional space where clus-
ters have arbitrary shapes. Multiple centroids are identi�ed
within the clusters to represent subclusters and these cen-
troids can be used as the templates of the cluster. Note that
each cluster may contain disconnected regions. There might
be some objects which belong to multiple semantic clusters.
Also we consider \outliers" which are the objects that do
not belong to any of the semantic clusters.
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Figure 4: Arbitrary shaped clusters and templates.

2.3 Top-down Hierarchy of Clusters and Templates

In a large-scale image database, the images can be grouped
into di�erent applications, and within each application, the
images naturally belong to di�erent semantic clusters. For
example, considering the airphoto images in a GIS appli-
cation, four main semantic clusters, including grass, water,
residence, and agriculture, are normally considered. These
semantic clusters can also be divided into semantic subclus-
ters.

Let C = fC1; :::; Cmg be the lowest level semantic clus-
ters. Under each Ci, most general categories of feature
classes are speci�ed, where each feature class represents a
feature such as texture, color, and shape. Each feature class
is further classi�ed and is represented by a hierarchy of tem-
plates. Database images are grouped under templates, the
grouping is based on criteria to be de�ned in the next sec-
tion. Figure 5 presents a conceptual view of the hierarchical
structure of the overall database organization. At the top-
level, the most general categories of applications are de�ned.
Within each application, semantic clusters are speci�ed. For
each semantic cluster, the general categories of features in-
cluding texture, color and shape are speci�ed. At the lowest
level, feature templates representing the semantic cluster are
de�ned.

Thus, both visual templates and text keywords describ-
ing the names of application, semantic cluster, and feature
class are used to construct the database hierarchy. The top
portion of the hierarchy (from root until feature class) can be
displayed to the users through the Graphical User Interface.
By displaying the top portion of the hierarchy, the names
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Figure 5: A conceptual view of the database hierarchy.

of application, semantic cluster, and feature class may be
used as keywords to submit queries. If a query contains
such keywords, the database can quickly be narrowed to
the right subcluster. For example, given a query image and
the name of the semantic cluster, the retrieval algorithm
will only search the speci�ed semantic cluster for relevant
images. Similarly, given a query image and one speci�c fea-
ture class, the retrieval algorithm will only search based on
that feature of the query image, all other features will not be
compared. Thus, not only the e�ectiveness of the retrieval is
greatly increased, but also 
exibility in number and type of
the feature classes to be used in retrieval is maintained. To
support e�cient query retrieval, the templates in each se-
mantic cluster can be indexed hierarchically. A template at
a higher-level represents a super cluster that contains all the
subclusters represented by its child templates. A hierarchi-
cal template structure can be realized for visual databases
to support e�cient search of the subclusters which contain
the query.

3 Clustering on Heterogeneous Features

In this section, we will discuss the clustering of the database
images based on the visual templates con�gured for each se-
mantic cluster. We de�ne the scope of each semantic cluster.
An image will be grouped into a semantic cluster if its het-
erogeneous features fall within the scope of the cluster.

Figure 6 demonstrates the intuition of our clustering ap-
proach. It shows a set representation of images of three
semantic clusters. Each semantic cluster is represented by
two sets, one representing images belonging to color fea-
ture class, and the other one, texture feature class. For the
color feature class, the set of images in each of the semantic
clusters (Cc

1 ; C
c
2 and Cc

3) are shown by solid line. The sets
drawn by dashed line (Ct

1; C
t
2 and C

t
3) represent the semantic

clusters based on texture feature class. A semantic cluster
includes all the images which are within its scope. For each
feature class, every semantic cluster is composed of a set of
subclusters (not shown in the �gure), and its scope is the
union of scopes of the subclusters. The scope of a seman-
tic cluster based on both color and texture feature classes

would be the intersection of the scopes of the clusters of the
two feature classes. For example, the scope of the seman-
tic cluster C1 is Cc

1 \ Ct
1. An image will be assigned to a

semantic cluster if it falls within the scope of all the het-
erogeneous clusters of the semantic cluster. For example,
image q in Figure 6 will be assigned to the semantic cluster
C2, because it belongs to both Ct

2 and Cc
2 . However, since

image p is not within the scope of Ct
2, it will not be assigned

to the cluster C2.

Color cluster

Texture cluster

C
C

Ct
1

t
2

3
t

C
c

Cc Cc
2

1

3

p
q

Figure 6: Set representation of image clusters based on color
and texture feature classes.

We now formally present our clustering approach. Let
F = ff1; :::; flg be a set of feature classes, where fi refers
to texture, color, shape, etc. Let Ck be a semantic cluster

which may be represented by a set of subclusters fck;fi
1

; :::; ck;fihk
g

in feature class fi, where fi 2 F . Given a subcluster ck;fij ,

let template tk;fij be the centroid of the ck;fij . We de�ne the

scope of subcluster ck;fij , denoted sk;fij , to be the part of the

feature space that contains the images belonging to ck;fij .

For example, we may de�ne �k;fij and �k;fij to be the mean

and variance of distances of the images to the template tk;fij .

The scope of subcluster ck;fij , sk;fij , is then measured to in-

clude those images whose distance to the template tk;fij is
less than the radius de�ned below:

�k;fij + �fi � �
k;fi
j ; (1)

where parameter �fi is a factor for each feature space and
must be determined by experiments. In a two dimensional

space, the scope of subcluster ck;fij is a circle with radius

�k;fij + �fi � �
k;fi
j , whose center is the centroid of the sub-

cluster, tk;fij . Other approaches to de�ning the scope of the
subcluster can also be used.

We de�ne the scope of the semantic cluster Ck in fea-
ture class fi, denoted Sfi

k , as the union of the scopes of all
subclusters of Ck in feature class fi:

Sfi
k = sk;fi

1
[ sk;fi

2
[ ::: [ sk;fihk

: (2)

The scope of the semantic cluster Ck based on the het-
erogeneous features in F , denoted Sk, is then de�ned as the
intersection of scopes of feature classes:

Sk = Sf1
k \ Sf2

k \ ::: \ S
fl
k : (3)

We now discuss the clustering of the database images
by �rst precisely de�ning the relationship between an image
and the scope Sk of the semantic cluster Ck. Let the feature
vectors of a database image be V = fhv1i; hv2i; : : : ; hvlig,
where vj represents a feature vector in feature class fj in

F . Let Sfi
k consist of subclusters sk;fi

1
, ..., sk;fihk

. Feature
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vector vi in V is considered to be in the scope of Sfi
k if it is

in the scope of any sk;fi
1

, ..., or sk;fihk
. Formally, we have the

following de�nition:

De�nition 1 (vi 2 Sfi
k ) Given a semantic cluster Ck which

is represented by a set of subclusters ck;fi = fck;fi
1

; :::; ck;fihk
g

in feature class fi, where fi 2 F. Let sk;fi = fsk;fi
1

; :::; sk;fihk
g

be the set of corresponding subcluster scope of ck;fi , and

Sfi
k = sk;fi

1
[ ::: [ sk;fihk

. A feature vector vi is within the

scope of Sfi
k if:

9sk;fij 2 sk;fi ; vi 2 sk;fij :

Given a template tk;fij which is the centroid of the sub-

cluster ck;fij . Let v
t
k;fi
j

be the feature vector of tk;fij and let

sk;fij be the scope of subcluster ck;fij with radius �k;fij +�fi �

�k;fij . Let d(vp; vt) denote the distance between the feature

vectors vp(a1; :::; al) and let vt(b1; :::; bl). We use the root
mean square metric to measure the distances between the
images. Following De�nition 1, a feature vector vi which is

within the scope of Sfi
k can be de�ned as follows:

9sk;fij 2 sk;fi ; jd(vi; v
t
k;fi
j

)� (�k;fij + �fi � �
k;fi
j )j � �fi ;

where �fi is a given threshold for each feature class fi. The

radius of a subcluster, �k;fij + �fi � �
k;fi
j , can be estimated

based on sample images. In practice, di�erent approaches
may be designed to accommodate various scopes in applica-
tions. Using De�nition 1, a database image can be assigned

to subcluster ck;fij if it falls within the scope of the subclus-
ter, or if its distance to the border of the subcluster is less
than �fi .

De�nition 1 de�nes the scope of Sfi
k based on the loca-

tions of the feature vectors. As we have mentioned, a feature
vector in feature class fi which does not semantically belong

to Ck may belong to Sfi
k . To more precisely cluster the im-

ages under each feature class, we use heterogeneous features

in determining the classi�cation of the images in each Sfi
k .

Given a semantic cluster Ck and its scope Sfi
k in each fea-

ture class fi, to cluster the database image m with feature
vector V into cluster Ck, all feature vectors v1; v2; :::; vl in

V must fall within the scopes of Sf1
k ; Sf2

k ; :::; S
fl
k . Thus, an

image will be assigned to a semantic cluster if all its features
are represented in the cluster. Within each semantic clus-
ter, the image is grouped into the subclusters represented by
the templates matched by the image. If any of the feature
vectors in m is not within the scope in Ck, then we do not
consider that m belongs to Ck. We introduce the following
de�nition:

De�nition 2 (V 2 Ck) Given a semantic cluster Ck and a
set of feature classes F = ff1; :::; flg, where the scope of Ck

in each feature class fi is represented as Sf1
k ; Sf2

k ; :::; Sfl
k , an

image V = fhv1i; hv2i; : : : ; hvlig is classi�ed into Ck if

8vi 2 V; vi 2 Sfi
k :

Note that images that are included in the scopes of more
than one semantic clusters will be assigned to both semantic
clusters.

The existence of outliers is also considered in the pro-
posed clustering approach. Outliers are objects that far

away from all the templates and do not have similar se-
mantics to any of the prede�ned semantic clusters. Forcing
to link the outliers with a cluster will cause inaccurate re-
trievals. In our approach, outliers are grouped into a special
cluster, termed other cluster, denoted Ct, and is searched
separately. Given an image V = fhv1i; hv2i; : : : ; hvlig, where
vj represents a feature vector in feature classes fj in F . An
image V is assigned to cluster Ct if at least one of the feature
vectors vi is not assigned to any semantic cluster:

De�nition 3 (V 2 Ct) Given a semantic cluster Ck and a
set of feature classes F = ff1; :::; flg, where the scope of Ck

in each feature class fi is represented as Sf1
k ; Sf2

k ; :::; S
fl
k . An

image V is assigned to the special other cluster Ct, if

9vi 2 V; vi =2 Sfi
k :

We now consider the images shown in Figure 1(a). In
this example, the image water is assigned to the semantic
cluster water, since it can be matched to at least one texture
and one color templates of the water cluster. Although the
image wood can be matched to at least one texture template,
it is not assigned to the semantic cluster water, since it does
not match with any color templates of the water cluster.
Similarly, in Figure 1(b), the image leaves is assigned to the
semantic cluster leaves, since it can be matched to at least
one texture and one color templates of the leaves cluster.
Although the image painting can be matched to at least one
color template, it is not assigned to the semantic cluster
leaves, since it does not match with any texture templates
of the leaves cluster.

New semantic clusters may be added by the domain ex-
pert due to the changes in the content of the database. In
such cases, new images will be collected to generate the tem-
plates representing the new semantic clusters. Thus, given a
set of existing semantic clusters fC1; :::; Cmg and their cor-
responding scopes fS1; :::;Smg, let S

0 be the scope for the
new semantic cluster C0. The new semantic cluster C0 may
be considered to be similar to the cluster Ci (1 � i � m)
if the scope S 0 overlaps with Si. In such cases, the images
that are grouped under cluster Ci and the images that are
included in the other cluster may belong to the new seman-
tic cluster C0. These images must be regrouped following
the steps outlined above.

Similarly, new templates may be added into a semantic
cluster due to the additions of new images. In such cases,
the scope of the semantic cluster will be changed. The new
scope must be compared to the scopes of the other exist-
ing semantic clusters to determine the similarity. Images
that are grouped under similar semantic clusters and the
images that are included in the other cluster must also be
regrouped.

4 Query on Heterogeneous Features

The query can be a still image or a video frame. An optional
keyword, which describes the feature of interest, application
domain, or semantics of the query, may also be given. The
keyword can be used to narrow the scope of the features and
images to be searched in the retrieving process.

If a keyword is attached to the query image and the key-
word matches the name of a semantic cluster of an applica-
tion, only images belonging to the speci�ed semantic cluster
will be considered in the retrieving process. Similarly, if only
a feature class is speci�ed, the retrieval can be based on the
speci�ed image features. Boolean combinations of the key-
words can be supported. For example, given a query image
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containing its texture features as well as keyword 
oral, the
retrieval will be based on the texture features and only the
images within the 
oral semantic cluster will be considered
in the retrieving process. If no keyword is attached to the
query image, the retrieving process will be based on the im-
age features and it will �nd the matched semantic clusters
for the query.

Upon receiving a query q, a set of subqueries fq1; ::; qng
are generated from the query, with each subquery being a
feature vector corresponding to a feature class in F . We
then compare the subqueries to the templates to determine
the matched templates for each subquery.

Let Tfi = ft1; :::; tmi
g denote the set of templates for

feature class fi. Let �tj + � � �tj be the radius of the cor-
responding scope for the template tj , tj 2 Tfi . A set of
matched templates Tqi is selected for subquery qi based on
the following criterion:

Tqi = ftjt 2 Tfi ^ jd(qi; t)� (�t + � � �t)j � �fig: (4)

Using Formula (4), a template is selected if the subquery
falls within the scope of the template or if the distance be-
tween the subquery and the border of the subcluster repre-
sented by the template is less than �fi .

Let C = fC1; :::; Cmg be the set of semantic clusters that

exists in the system, and let T Ck

fi
= ftk;fi

1
; :::; tk;fii g denote

the set of templates representing cluster Ck (1 � k � m) in
the feature class fi. We determine the set Cq of the matched
semantic clusters for the query q = fq1; :::; qng based on the
following criterion:

Cq = fCkjCk 2 C ^ 8qi 2 q(9fi 2 F); Tqi \ T
Ck

fi
6= ;g: (5)

That is, a semantic cluster Ck is chosen if, for every sub-
query qi, at least one matched template can be found in
Ck. The retrieval algorithm then searches the correspond-
ing subclusters of the matched templates within the chosen
semantic clusters to retrieve a list of relevant images for the
query.

Querying on single features. Let q contain a single
subquery qi and a set of chosen semantic clusters be Cq =
fC0

1; :::; C
0

hg. Consider qi matching with multiple indepen-

dent templates tk;qi
1

; :::; tk;qimi
within cluster C0

k (1 � k � h),

and Ik;qitj
being the set of relevant images retrieved within

the subcluster represented by template tk;qij (1 � j � mi).

The list of relevant images r(qi; C
0

k), within cluster C0

k for
subquery qi, is de�ned as the union of all relevant images in

Ik;qitj
, 1 � j � mi:

r(qi; C
0

k) =

mi[

j=1

Ik;qitj
: (6)

The relevant images returned for each chosen semantic clus-
ter are then unioned to generate the �nal list of relevant
images, denoted <q , for the query q:

<q =

h[

j=1

r(qi; C
0

j): (7)

Let S0

k be the scope of C0

k. Clearly, using the clustering
approach de�ned in De�nition 2, the images to be searched

in Cq will not be larger than the scope of
Sh

j=1
S

0fi

j , that

is, Cq �
Sh

j=1
S

0fi

j . Thus, our clustering approach pro-

vides a more focused set of images to be searched within
the whole database. Also, since each semantic cluster is
formed based on the heterogeneous features, the SemQuery
approach helps reduce the percentage of false-positives (im-
ages falsely included in a cluster) for querying on individual
features.

Querying on heterogeneous features. Let q contain
a set of subqueries q1; :::; qn and a set of chosen semantic
clusters be Cq = fC0

1; :::; C
0

hg. Let each qi match with mul-

tiple independent templates tk;qi
1

; :::; tk;qimi
within cluster C0

k

and Ik;qitj
be the set of relevant images retrieved from the

subclusters represented by template tk;qij . Similar to the

single feature querying, the list of relevant images r(qi; C
0

k),
within cluster C0

k for subquery qi, can be de�ned using (6).
Since we want to �nd those images which contain features

similar to all subqueries, the set of relevant images within
cluster C0

k for query q, denoted r(q; C0

k), is calculated as the
intersection of r(qi; C

0

k), i = 1,...,n:

r(q; C0

k) =

n\

i=1

r(qi; C
0

k): (8)

Similar to (7), the relevant images returned for each cho-
sen semantic cluster are then unioned to become the �nal
list of relevant images <q ,

<q =

h[

j=1

r(q; C0

j): (9)

The retrieved images in <q may be further ranked using the
multi-layer neural network model to be introduced in the
next section. Note that, if no semantic cluster is selected
for the query, the special cluster other will be searched. In
such cases, the search will be performed sequentially on the
special other cluster.

As we mentioned above, since each semantic cluster is
formed based on the heterogeneous features, our approach
can reduce the percentage of false-positives for each query
based on either individual features or heterogeneous fea-
tures. On the other hand, we may possibly increase a small
percentage of misses for some queries. The details on this
aspect will be discussed in Section 6.

5 Ranking Images Using Heterogeneous Features

Given a query image, a set of relevant images can be selected
based on individual features, as discussed in the previous
sections. However, a �nal ranked set of similar images to the
query must be derived by merging the individual features of
these images. In this section, we will discuss the nonlin-
ear relationships existing in merging heterogeneous features
and propose a neural network model to merge the results
obtained by searching heterogeneous features. Our neural
network model does not restrict the relationships between
feature classes to be linear and can support nonlinearity.

5.1 Issues in Merging Heterogeneous Features

Various features may play di�erent degrees of importance
in making the decision on ranking database images. The
ranking process must assign weights to the results obtained
from the subqueries. In human perception, these feature
classes do not have the same importance in distinguishing
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images. Thus, visual retrieval systems must consider the
degree of importance of each feature class to determine the
overall similarity of database images to the query image.

Most of the current image content-based retrieval sys-
tems such as Photobook [18], QBIC [9], Virage [3], and
NETRA [12] use a weighted linear method to combine the
similarity measurements of di�erent feature classes. That is,
given the similarity measurements z1; :::; zl of a database im-
age to a query image with respect to feature classes f1; :::; fl
and the corresponding weights w1; :::; wl, the overall simi-

larity is calculated as
Pl

i=1
wizi. We call such weighted lin-

ear combination of similarity measurements as \linear merg-
ing". In the existing systems, the user directly speci�es the
weights. For example, the user should say \retrieve images
using 50% of color feature class, 30% of texture feature class,
and 20% of shape feature class". But users do not naturally
sort images by similarity using this kind of language. In par-
ticular, as the number of feature classes increases, intuition
about how to pick relative weightings among features is lost
[19]. In addition, studies have shown that various feature
classes are not necessarily linearly-related. For example,
the similarity measures of color and texture do not gener-
ally show a linear exchange. An important step in merging
heterogeneous features is to apply a nonlinear transforma-
tion on each similarity measurement to make them more
commensurate [15].

5.2 Neural Network Model to Merge Heterogeneous Fea-
tures

Neural networks have been used in many areas such as pat-
tern recognition, computer vision and control systems. We
propose a multi-layer perceptron neural network, NeuroMerge,
to merge the results obtained from the heterogeneous fea-
tures. The input to the neural network is the set of mea-
surements zi between imagesM1 andM2 for all the feature
classes. If all the features of images M1 and M2 are sim-
ilar, we want that the output of the neural network to be
close to 1. However, if M1 andM2 are not similar, the out-
put should be close to 0. The network implements a set of
functions oi = Fifzkg from input variables zk to output oi,
where fzkg means z1; z2; : : : ; zI . Cybenko has proven that
using multi-layer neural network, to approximate a partic-
ular set of functions Fifzkg, at most two hidden layers are
needed. Arbitrary accuracy is obtainable given enough units
per layer. It has also been proven that only one hidden layer
is enough to approximate any continuous function [6]. Con-
sequently, our neural network model does not restrict rela-
tionship between feature classes to be linear and can support
nonlinearity.

To train the neural network and �nd the weights, only
a set of images that are visually similar (positive examples)
and a set of images that are not similar (negative examples)
should be provided. The system then �nds the similarity
(or dissimilarity) between images based on di�erent feature
classes and feeds these measurements to the neural network.
Once the network is trained, the feature classes will have the
proper weights, so they can be used in merging heteroge-
neous features. In this approach, user need not worry about
assigning weights to feature classes. In the mean time, Neu-
roMerge assigns the weights based on human perception.
Contrary to linear merging, in NeuroMerge, each feature
class can be measured in terms of similarity or distance, in-
dependent of others and the combination of these similarities
and distances can be directly fed into the neural network.
In this respect, it makes the neural network model more


exible than the previous approaches.
We used back propagation algorithm to train a neural

network with a single hidden layer [30]. In this algorithm the
output error signal is propagated through the network and
is used to modify the weights. Let there be I input neurons
one for each feature class, J neurons in the hidden layer and
K neurons in the output layer. In our proposed network,
we will have only one output neuron, that is K=1. The
inputs are denoted by z1; z2; : : : ; zI , the outputs of hidden
neurons by y1; y2; : : : ; yJ and the �nal outputs are denoted
by o1; o2; : : : ; oK . Figure 7 shows the structure of the neural
network, where vij denote the weight of connections from
input unit i to hidden unit j and wjk denote the weight
connections between hidden unit j to output unit k. All the
neurons are fully connected. The details of this approach
can be found in [20].
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Figure 7: Structure of the proposed neural network

Given a query image q with heterogeneous features qfi ,
where 1 � i � l and fi 2 F , consider the set of retrieved
images Rfimj

from database DBfi using measurement mj

as de�ned in Section 2.1. Let us de�ne,

< =
\

i;j

Rfimj
; 1 � i � l; 1 � j � p; fi 2 F; mj 2M;

where M = fm1;m2; : : : ;mpg is the set of similarity mea-
surement methods. Our goal is to rank the relevant images
in < with respect to all the heterogeneous features. Using
the trained neural network, we can �nd the similarity be-
tween the query image q and each image in < based on the
heterogeneous features. In each step, the similarity mea-
surements of heterogeneous feature classes of the query im-
age and an image in < are fed into the neural network. The
output value of the network will be the similarity between
the two images. We can sort and rank the images in < based
on the output of neural network.

Note that the trained neural network can be used to de-
termine the similarity between the query and all the images
in the database. However, such an approach will result in
a linear search to all images in the database, causing ine�-
ciency in querying. By combining the semantics-based clus-
tering as well as querying with the neural network model,
both e�ectiveness and e�ciency can be achieved.

6 Evaluation

In the experiments, we used 29,400 texture and color fea-
ture vectors of images. We categorized the database images
based on their semantics into �ve categories of cloud, 
o-
ral, leaves, mountain, and water. For each semantic cluster,
about 10% of feature vectors were chosen as training data.
We then performed the hierarchical clustering approach on
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both texture and color features of training data to con�gure
texture and color templates for each semantic cluster [22].
To extract the texture features, we applied wavelet trans-
form and used its multi-resolution property as described in
[22]. For the color features, the system �nds the color his-
tograms of the image, using method proposed in [26].

6.1 Performance of the Semantic Clustering

We now present the performance of our semantic clustering
approach. Since the other indexing methods do not consider
semantics, they do not have the common ground to be di-
rectly compared to our approach. In our experiments, the
images are assigned to a semantic cluster following the steps
outlined in Section 3. Given a visual database and a set of
clusters C, let Ac be the set of images assigned to the clus-
ter c (c 2 C) by the clustering approach and let Ic be the
ideal set of images that have been visually inspected to be
semantically related to cluster c. We measure the precision
Pc and recall Rc of the clustering approach by comparing
the set of images assigned to a cluster with the ideal set of
images. The precision Pc and recall Rc of the clustering for
the cluster c are calculated as follows:

Pc =
jIc
T
Acj

jAcj
; Rc =

jIc
T
Acj

jIcj
: (10)

The threshold �fi used to assign a database image to the
cluster other is set at 150. The factor �fi used to adjust
the scope of a subcluster is set at 0 for both texture and
color features. The system �rst clusters images based on
texture features only. The images are then clustered based
only on color features. Finally, the images are clustered
based on both heterogeneous color and texture features. The
experimental results are reported in Table 1.

Both Color TextureCluster c
Rc Pc Rc Pc Rc Pc

Cloud 1.00 0.79 1.00 0.79 1.00 0.23
Floral 1.00 0.93 1.00 0.61 1.00 0.55
Leaves 0.91 0.90 0.91 0.52 0.97 0.69
Mountain 0.96 0.82 1.00 0.77 0.96 0.36
Water 0.71 0.31 0.86 0.31 0.81 0.10

Table 1: Precision and recall of semantic clustering.

Table 1 shows that the precision of the semantic cluster-
ing approach is signi�cantly higher when both features are
used than that of the cases where only the texture features
or only the color features are used. Using heterogeneous
features, we can reduce the false-positives (images falsely
included in a cluster), so Ac is smaller and contains more
relevant images. Thus Pc is higher. Also, since Ac is the
joint result from all heterogeneous features, some positives
(images that should be included in cluster) may be missed,
and thus Rc may become smaller. In Table 1, if we compare
Pc and Rc of clusters based only on texture to those of both
color and texture, we observe an average 0.36 increase in Pc
and 0.03 decrease in Rc. Similarly, comparison of Pc and Rc

values of clusters based only on color to the ones using both
color and texture shows an average 0.16 increase in Pc and
0.04 decrease in Rc. These results show that when applying
both color and texture features in clustering, the increase in
precision of clustering Pc (or reduction of false-positives) is
much higher than the decrease in recall of clustering Rc (or
increase in missing positives). Thus, using heterogeneous
features in SemQuery provides a better overall performance
than using individual features.

Using either individual or heterogeneous features, we
have lower performance for the cluster water. After examin-
ing the training images and the templates, we observed that
the cluster water, even after considering its heterogeneous
features, still overlaps with some of the other clusters. The
reason is that the current extracted texture and color fea-
tures are not e�ective enough to correctly distinguish images
of water from others. This issue can be improved by further
enhancement of feature extraction methods.

6.2 Performance of the Image Retrieval

We examine the e�ectiveness of semantic clustering on the
retrieval based on heterogeneous features. In this context,
we consider all the existing methods that retrieve the clos-
est images in the feature space to the query image as nearest
neighbor retrieval. They include retrieval using serial search,
index trees such as R-tree and its variants, and traditional
template-based clustered database. When the neighboring
images to the query image have the same semantics as that
of the query image, both nearest neighbor retrieval and the
retrieval based on proposed semantic clustering are roughly
equivalent. But when the query image is located near the
boundary of semantic clusters, some of its nearest neighbors
are not semantically relevant to it. Semantic-based clus-
tering helps avoid retrieving images in irrelevant semantic
clusters. So, in such cases it will be more e�ective than the
nearest neighbor retrievals.

We chose 19 query images for our experiments. The ideal
set of relevant images of each query q, denoted Iq, was de-
termined by visual inspection. Each query image is decom-
posed into a texture subquery and a color subquery. The
system then �nds the matched templates for each subquery
and determines the matched semantic clusters for the query.

To retrieve relevant images for query q, the system �rst
retrieved the top n closest images within the matched se-
mantic cluster with respect to the texture subquery. The
same process was repeated for the color subquery. The in-
tersection of the two closest image sets is the set of relevant
images, denoted <n

q . The images in <n
q are further ranked

using the multi-layer neural network. Note that the number
of images in <n

q may be less than n. We use precision Pq
and recall Rq to measure the performance of the retrieval
on query q:

Pq =
jIq
T
<n
q j

j<n
q j

; Rq =
jIq
T
<n
q j

jIqj
: (11)

We also compare the retrieval from semantic clustered
database to the nearest neighbor retrieval approach. For
the nearest neighbor retrieval approach, the system �rst re-
trieved the top n closest images among all database images
with respect to the texture subquery. The same process was
repeated for the color subquery. The intersection of the two
closest image sets is the set of retrieved images, denoted @nq .
Note that the number of images in @nq may be less than n.
Since number of images in @nq and <n

q may be di�erent, the
precision of both approaches cannot be directly compared
using Formula (11). We de�ne the retrieval rate En as the
performance measurement:

En =
jIq
T
Lnj

n
; (12)

where Ln is <n
q for the semantic clustered database or @nq

for the nearest neighbor retrieval. En can be used as the
measurement to compare the e�ectiveness of SemQuery to
the nearest neighbor approaches, where the same number of
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images (n) selected based on individual features are inter-
sected, but di�erent number of images may be eventually
retrieved.

Precision and recall of all queries are shown in Table 2
when n = 20. The average number of relevant images in
Iq for all queries is 20.9. The average number of images in
<n
q of all queries is 9.4. The average precision Pq value of

0:85 indicates that among the average 9.4 images retrieved,
8 are relevant to the query. A recall Rq value of 0.45 indi-
cates that only 9.4 of the average 20.9 relevant images are
retrieved. This is due to the small number of intersected
images (<n

q ). The Rq value is likely to improve when more
than 20 images were retrieved for each feature class, thus
increases the number of images in <n

q . Table 2 also shows
the retrieval rate En for every query. The retrieval rates
may seem to have low values, but the corresponding preci-
sions show the high e�ectiveness of the retrieval. Retrieval
rate may not properly re
ect the absolute e�ectiveness of
retrieval, but it is an appropriate measurement to compare
the relative e�ectiveness of our approach with the nearest
neighbor approaches where both retrieve di�erent number of
images based on intersection of the same number of images.

Query Rq Pq En

c1 0.67 1.00 0.50
c2 0.40 1.00 0.30
c3 0.32 1.00 0.50
c4 0.32 0.91 0.50
c5 0.29 0.75 0.45

f1 0.42 1.00 0.50
f2 0.33 0.50 0.20
f3 0.33 0.83 0.25
f4 0.38 1.00 0.45
f5 0.29 1.00 0.35

l1 0.26 1.00 0.45
l2 1.00 0.50 0.25
l3 0.26 1.00 0.50
l4 1.00 0.71 0.25

m1 0.42 1.00 0.50
m2 0.39 0.78 0.35
m3 0.46 1.00 0.55

w1 0.46 0.46 0.30
w2 0.62 0.73 0.40

Average 0.45 0.85 0.40

Table 2: Recall Rq , precision Pq , and retrieval rate En of
semantic clustered database (n = 20).

Table 3 summarizes retrieval rate En and recall Rq with
respect to di�erent values of n. In all four tests, the seman-
tic clustering outperformed the nearest neighbor approach.
Table 3 also shows increasing the value of n increases the
recall of retrieval but results in slight reduction in retrieval
rate En. That is, more relevant images will be retrieved but
some irrelevant ones will also be retrieved.

n Semantic Clustering Nearest Neighbor
Rq En Rq En

10 0.27 0.42 0.17 0.28
15 0.37 0.41 0.25 0.28
20 0.45 0.40 0.32 0.28
25 0.51 0.38 0.37 0.27

Table 3: Recall Rq and retrieval rate En.

Table 4 shows the average recall and retrieval rate of
n = 20 with respect to di�erent query types. The semantic
clustering outperformed the nearest neighbor approach in
both recall and retrieval rate of all clusters.

Query Semantic Clustering Nearest Neighbor
Type Rq En Rq En

Cloud 0.40 0.45 0.28 0.29
Floral 0.35 0.35 0.31 0.31
Leaves 0.63 0.36 0.43 0.24
Mountain 0.42 0.47 0.27 0.30
Water 0.54 0.35 0.35 0.23

Table 4: Recall Rq and retrieval rate En (n = 20).

(a)

(b)

(c)

Figure 8: (a) Query image; (b) Retrieved images using near-
est neighbor retrieval (@nq ); (c) Retrieved images from se-
mantically clustered database(<n

q ).

Figure 8 presents an example of the retrieval results with
n = 20. The query image is taken from one of cloud images.
Both nearest neighbor retrieval and SemQuery correctly re-
turned the image that the query is taken from (See the �rst
image in lists (b) and (c)). However, @nq contains only three
images and two of the three images are 
oral images which
are semantically di�erent from the query image. Although
the color feature vectors of other cloud images are very close
to the color feature vector of the query, their texture feature
vectors are not as close as those of 
oral images. Thus near-
est neighbor retrieval approach �rst retrieves 
oral images.
During retrieval based on texture, SemQuery only searches
the images in the cloud semantic cluster which does not in-
clude any pink images (such as 
oral images). Thus it does
not retrieve the 
oral images even though their texture is
more similar to that of query image. As Figure 8(c) shows,
7 images are included in <n

q and all but 1 of them are clouds.
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7 Conclusion

In this paper, we have proposed an approach, termed Sem-
Query, to supporting visual queries on heterogeneous fea-
tures of images. We have designed a semantics-based clus-
tering approach for the classi�cation of database images.
This clustering mechanism can categorize the images into
di�erent clusters based on their heterogeneous features. We
have also designed a multi-layer model to merge features of
the images. This model has been used to successfully rank
the images retrieved based on individual features. A com-
prehensive visual query processing strategy is then presented
to support visual queries on heterogeneous features. By suc-
cessfully combining the semantics-based and template clus-
tering both e�ectiveness and e�ciency have been achieved.
Experimental analysis has demonstrated the e�ectiveness
and e�ciency of the proposed approach.
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