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TECHNOLOGY OVERVIEW 1. INTRODUCTION

PowerCockpit Technology Overview

1 Introduction

PowerCockpitTM software is a powerful systemfor
setting up and managing large groups of servers
with dramatically less effort and greater reliabil-
ity than other solutions. It integratesmany new
andexisting technologiesin innovativewaysto en-
able administrators to move from managing sin-
gle serversto collectionsof serversusingthesame
interface. This report describessomeof the key
obstacles to managing racks of servers and the
technologiesPowerCockpit employs to solve these
problems.

1.1 PowerCockpit Markets

PowerCockpit is designedto improve productivity
andenablenew servicesandcapabilities for server-
related hardware and software businesses. Users
canapply PowerCockpit to many different markets,
including:
� Hardware manufacturer and OEM compa-

nies:To moreefficiently andflexibly pre-load
serverswith operating system(OS)andappli-
cation softwarestacks.

� Build-to-order and customize-to-order chan-
nels:To constructcustomizedserversquickly
andflexibly, includingcustomer-supplied im-
agesor network parameters.

� VARs: To create, manage and deploy en-
hanced solution stacks.

� ISPsandremotehosting facilities: To provi-
sionnew serversor reassigncomputing assets
quickly.

� IT departments: To maintain consistent sys-
tem configuration for servers on worldwide
networks from centralized managementhubs.

� Developers andendusers: To backup, repli-
cateandtestsystemconfigurations for server
andworkstation machines.

1.2 Managing Servers

Serversaremanageddifferently from workstations
because they are useddifferently. There can be
many serversin anorganization, andthey often do
not have monitors andkeyboardsattached andare
housedin racks in a computer room,insteadof be-
sidesomeone’s desk.

More importantfrom a managementperspective
is thatserversaretypically critical to theoperation
of the business,since they areoftenused in direct
interactionwith customers.Becauseof this:

� Uptimesarecritical.

� They areoften reprovisioned to meetchang-
ing businessneeds.

� Softwareupdatesmustbe fast,painless,veri-
fiableandreliable.

� Applications,morethan users, arethefocus.

Racksof low cost servers canprovide greater re-
liability and customizability at a far lower equip-
ment and software cost than vertically integrated
high endsolutions,but thesebenefitscanoftenne-
cessitatehigh systemmanagementcosts.

1.3 The PowerCockpit Solution

PowerCockpit dramatically simplifies system ad-
ministration, reducing costs and increasing reli-
ablity andagility. It hasmany powerful capabilities
thatrevolutionizemanaging multiple servers.With
it, system administrators canapply their expertise
more effectively to large numbers of servers and
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2. DEPLOYMENT TECHNOLOGY OVERVIEW

capture that expertise to avoid repetitive anderror
prone tasks.ThePowerCockpit software can:

� Collect validated images from reference
serversin a form thatcanbequickly deployed
to other servers.

� Managea repository of collectedimages for
laterdeployment.

� Deploy complete imagesto multiple servers
simultaneously to install complete validated
OSandapplicationstacks.

� Customizethe imagewith its own personal-
ity andsoftwarelayersduring thedeployment
process.

� Keepa record of previous deployments and
redeploy using those records to replicatethe
previousdeployment.

� Deploy usingIP multicast to largenumbersof
serversefficiently.

� Build a Restore CD which canrestoretheim-
age on a server from a CD-ROM or DVD-
ROM.

� Collect and deploy Linux and Microsoft R
�

WindowsR
�

2000andXP, usingthe samein-
terface.

� Maintain a hierarchical record of all of the
nodes, logical groupingsof themandwaysof
manipulatingthem.

� Allow administrators to perform commands
on setsof nodesandcollatetheoutput to help
find andfix problemseasily.

� Automatically collect an extensible set of
hardware andsoftwareproperties from nodes
on user-specified schedules.

� Employ a sophisticatedandextensible trigger
mechanism to take actions when designated
eventsoccur.

� Runfrom bothasophisticatedgraphical inter-
faceandfrom Perlscripts.

� Supportmodular licensedextensions created
by the team, customers or third-party ven-
dors,usingacleanandlightweightcomponent
model.

PowerCockpit is a sophisticated, yet easyto use,
application that can transform how you manage
your servers.

2 Deployment

Installing andconfiguring new serverscanrequire
hours or often daysof work, even with expert ad-
ministrators. The operating system must be in-
stalled andconfigured,aswell asadditional appli-
cation packages,generally by handor usingad-hoc
scripts. In addition to being error prone, this pro-
cessis simply too slow to usein a dynamicenvi-
ronment. Theresult is thatserver farmsdo not re-
spond well to fluctuationsin demandor business
needs, candidate configurations are not properly
tested andthe servicesavailable on a network be-
comeinflexible anddifficult to scale.

Thesoftwareon anOSdistribution CD-ROM is
not a runnableversion of the operating system –
it is a collection of files andscripts usedto build
and configure an operating system. Even when
scripted,this processis lengthy andprone to error.

PowerCockpit takes a much different approach
to this problem of provisioning a new server, illus-
trated in Figure1. It collectsanimageof analready
installed operatingsystem,includinginstalledsoft-
ware and packages,so that it can be deployed to
new serversquickly andeasily. Theseimages are
automatically customizedby adding further layers
of softwareandconfiguration.

Thecollectedimageis savedin arepository to be
deployed over the network, or it canbe written to
a CD or DVD for direct deploymentonto thehard
disk.

The expertise of the system administrator is
usedto install the OS andsoftware a single time.
PowerCockpit records that expertise, saves it in a
repository and deploys it whenever and wherever
needed. This is the most important capability of
PowerCockpit.

4 PowerCockpit Technology Overview
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Figure 1: An overview of the image collection and deployment process.

2.1 Image Repository

PowerCockpit creates imagesby collecting them
from existing, operational systems. Oncethe sys-
tem administrator has decided what software is
needed andhow it is to be configured on onesys-
tem, PowerCockpit collects the image and saves
it in an imagerepository, readyto be quickly de-
ployed and customized on any number of other
nodes.

An imagerepository becomesa record of past
configurations,of trial imagesfor testing andof ad-
ministrator expertise in the form of certified, full y
configured images.Easierdeploymentmeansbet-
tertestedsystems,widerandeasieradoptionof cer-
tified images,andbetterdisasterrecovery.

Imagescanbe in oneof two forms, namedafter
theUnix commands for recording them:

� A tar image,which is a collection the files,
directoriesandtheir metadata. A tar imageis
combinedwith anabstractdisk layout to build
a working file systemon thedestination disk.

� A dd image,which is a direct transcription of
the bits on the disk device and includes the

source disk’s partitioning andfile system. A
dd imageis laid down directly on thedestina-
tion disk without interpretation.

2.2 Deployment History

Eachtime a deployment is done, a recordof it is
saved, and that recordcan be usedto repeat that
deployment or provide detailed accounting of the
history of eachserver andof thedeploymentsdone
on thenetwork.

Over time, a history is built of the deployments
thathave beencompletedin a form thatallows au-
diting androlling backto any point,either by direct
usercommandor automatically from a script.

2.3 Customization

Because the target machine is often different in
someway from the source, eachdeployment in-
cludescustomizingtheimagefor eachdestination.

Thedisk thattheimageis deployedontomaybe
adifferent sizefrom thesource,thusPowerCockpit
hasabstract disk layouts that adapt partition sizes
betweenthe source and destination before laying
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4. GLOBAL COMMANDS TECHNOLOGY OVERVIEW

down thenew image.
After a base imageis laid down, layers may be

added to it with softwareanddata to specialize a
generic imagefor a particularusage.

Software in the image often needs to be con-
figuredafter being deployed, suchaswith activa-
tion keys, or to be configured for the network pa-
rameters of the new machine. Devices like hard
disksandnetwork cards on thedestinationmaybe
different from the source, requiring that different
drivers be enabled and that adjustmentsbe made
to standardconfiguration files. PowerCockpitde-
ploymentsinclude arbitrary personalization steps
andcomespackagedreadyto handle theseadjust-
mentsfor many popularLinux distributionsandfor
Microsoft R

�
WindowsR

�
2000 andXP.

By combining thesetechniques,PowerCockpit
userscancreatestable core imagesthat areauto-
matically customizedfor a wide range of uses.

3 Clusters of Nodes

Eachof the computerson a network generally as-
sumemultiple functional roles and the operations
doneon themdepend on the roles. Therearefile,
print, webandcomputeservers,databases,caching
proxies etc. Machines arealsogroupedbasedon
location, network subnet, CPU architecture and
otherattributes.

PowerCockpithandlesthis complexity by main-
taining a databaseof all of the information about
themanagednodesandallowing theadministrator
to assemble the network nodes in arbitrary over-
lapping andhierarchical clusters. This cluster data
baseis known asthe Clusterbase. Nodescanbe-
long to any numberof clusters, and clusters may
have subclusters. Thus,administratorsare free to
representa wide variety of overlapping roles for
eachnode.

In the user interface and implementation of
PowerCockpit, you continually operate on entire
setsof nodes. Otherexisting systemadministration
GUIs that arecapable of managing a remotema-
chineat all cangenerally administeronly onema-
chineat a time. Theadministrator mustsetup one
machine, thenthe next and iterate through the re-
mainingmachines. This is inefficient, tediousand

error prone. With PowerCockpit, all the machines
canbesetup andmanagedsimultaneously.

3.1 Node Properties

PowerCockpit canmanagehundredsor eventhou-
sands of nodes, andeachonecanrecord complex
properties about its hardware, software and cur-
rent runing state. Theseproperties may be sim-
ple strings (like its name)or complex hierarchies
of data(like the details of all of the hardware in-
stalled on it).

PowerCockpitprovidesagraphical interfacethat
allows node propertiesto be browsed and edited
(including cut/copy/paste) for oneor many nodes
simultaneously.

PowerCockpitallowspropertiesto besetby hav-
ing thenodessendreports to theconsole automat-
ically on predeterminedschedules or in response
to events. PowerCockpit hasan up to the minute
accuraterecord of thecurrent stateof your servers.

Nodesmay be placed in clusters automatically
or selectedin theGUI for further operationsusing
simplequerieson theseproperties.

Changing node properties (like fluctuations in
webpages beingservedor rising errors ratesfrom
hardware devices) can trigger scripts on the con-
soleandbackon thenodesto respond to eventsas
they unfold, soyour serverscanbeself-healing.

4 Global Commands

Oncean imagehasbeendeployed and the nodes
recorded, the state of the machines will not gen-
erally remainstatic. Betweendeployments, soft-
waremaybeinstalledandconfigured,problemsdi-
agnosedand solved and many other maintenance
tasksperformed. With conventional tools, this is
often done by hand or through complex scripts.
Thesemethodsdo not have access to the unified
andupto datedatabaseor to thesophisticatedalgo-
rithmsthatPowerCockpit providesto makemanag-
ing setsof machinesaseasyandsecure asone.

4.1 PowerCockpit Daemon

Whenyou run the PowerCockpit control console,
it canestablish connections to thenodes to run the

6 PowerCockpit Technology Overview
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PowerCockpit daemon.Multipl eusers from multi-
plePowerCockpit consolescanconnectto thesame
setof nodes simultaneously (asshownin Figure2)
without interfering with eachother, becauseeach
is communicating with a separate daemonon the
node.

daemon
daemon

daemon

daemon

Node 1 Node 2

Node 3 Node 4

root

bob

Figure 2: Daemons are run on nodes only when con-

soles connect to them. Each daemon runs as the user

that requested the connection.

PowerCockpit does not introduce an addi-
tional set of user names,passwords and proto-
cols for its authentication. All of the connections
PowerCockpit makesuseof SSH,which provides
secure authentication anda single sign-on. Users
may authenticate asany user, andthe daemon has
only theprivilegesof thatuser.

Once a connection is authenticated with SSH,
the persistent socket connection to the nodeis set
up andcanbe encryptedwith SSL, if the userde-
cidestheperformancepenalty is warranted.

The nodeand console exchangeheartbeats, so
the console can keep track of the state of the
connection to the node. Using the heartbeat,
PowerCockpit candetect problemsin secondsand
display themin theGUI, inform a script througha
callback, or shut down the daemon if the console
wasshutdown in anuncontrolledway.

4.2 Global Operations

A fundamental part of system administration
amounts to executing commandsonamachine, ex-
amining theoutput andtaking action basedon that

output. This is how problemsaredetected,diag-
nosed and solved. PowerCockpit provides a so-
phisticatedinterface(shownin Figure 3) for exe-
cuting commands on a setof nodes andcollating
the output so that nodes with identical output are
grouped. The administrator can then easily find
whichnodesareanomalousandfocuson them,ex-
clude them from further analysis, repeat previous
operations, etc. This interface can be usedeffi-
ciently on any numberof nodes without the user
needing to type in node namesor selectgroups of
nodes directly.

This sameinterfaceis usedfor:
� Sendingfiles to lists of nodesand monitor-

ing the transfer. The files may be transferred
from the computer running the control con-
soleor from proxy servers. Files aresentdi-
rectly from the proxy server to the destina-
tions, not routed through the console, so the
console can be connectedthrough a slow or
firewalled channel and large files transferred
entirely behind thefirewall.

� Installing softwareusing theRPM systemus-
ing simplified interface that combines RPM
commandexecution andautomatic file trans-
fersif needed.

� Running property report scripts that record
dataabout thenodesinto theClusterbase.

For example,supposeasecurity advisory reports
thata particular version of sendmail is insecure
andshould beupgraded.FromPowerCockpit, you
usea global commandto find thesendmail ver-
sionon all thenodes,andPowerCockpitautomati-
cally collatesthenodeswith thesameversions.On
thenodeswith theinsecureversion, you cantrans-
fer the RPM from a proxy server and install it in
one operation. You can then set up an automatic
property reporter that looks for the insecure ver-
sion and notifies the operator if it somehow gets
reinstalled, or evendoes theupgradeautomatically
in thefuture.

5 Multiple Interfaces

Systemadministrators have two kinds of require-
mentsfor a tool like PowerCockpit. They need

PowerCockpit Technology Overview 7
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Figure 3: The Global Command window, with the list of nodes at the upper left, the collated command history at the

lower left, the command entry at the upper right and the command output below.

to be able to sit down in front of a single sys-
temanddebug problems,andthey needautomated
control over routine operations. For the former,
PowerCockpit provides a graphical user interface
and for the latter PowerCockpit provides a Perl
scripting interface.

5.1 GUI Design

GUIs that are sumultaneously powerful, extensi-
ble and easy to use are few and far between.
PowerCockpit pulls together successful elements
from many existing sources to build a uniquely
powerful GUI.

� The Workspacewindow (shown in Figure4)
is modeledon a file browser: cluster treeon
the left, details about the selected cluster on
theright andactionsto performacrossthetop.

� The Deployment window leads the user
through the steps to be performedin sequen-
tial order.

� The Node Properties window allows editing
of many nodes at once,avoiding thecommon
problemof a point-click-type-repeat cycle.

� TheGlobalCommandwindow handlesthete-
dious aspects of collating dataand selecting
setsof nodes.

� On-line context sensitive help is provided
through anembeddedbrowser.

PowerCockpit usesthe Gtk+ GUI library to pro-
vide a smooth, reliable, portable and familiar in-
terface. It is layered on top of X11, which na-
tively provides remotedisplay capabilities to any
X-window server available for all popular desktop
operatingenvironments andwebbrowsers.

5.2 Scripting and Triggers

PowerCockpit is scriptableusingthePerllanguage,
andscripts canberun either togetherwith theGUI
or purely from thecommandline.

Thescripting interfaceprovidesPerlobjectsthat
directly reflect the internal objects. The scripting
system thereforeseesthe sameinterfacesthat the
C++ codesees,within the limits of thedifferences
in thelanguages.

Both theGUI andthescripts usethesameinter-
nal objects. The objects for clusters, nodes,con-
nectionsetc.emit notificationswhenthey change,
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Figure 4: The Workspace, the control console of PowerCockpit.

andboth the GUI andscripts listen for thosemes-
sages and take actions. When the useriniti atesa
changethroughonepartof theGUI, theobjectsare
changedandnotifications aresentthat update the
restof theGUI andany scriptswatching thoseob-
jects.

This is thefoundation of thePowerCockpittrig-
ger system.Eventstrigger scriptsto run,whichcan
changethedatain theClusterbase,changethedata
visible in theconsole, andrun scripts that take ac-
tions on thenodes. Thoseactionscanin turn gen-
erateeventsthat trigger new actions, so sophisti-
catedsystem managementcanbebuilt from simple
pieces.

5.3 Component Model

PowerCockpit is built using a dynamiccomponent
model, and the console and daemon applications
arein factthesamecorewith different components
loaded. In addition to extending the functionality
of PowerCockpit with scripts, the PowerCockpit
SDK canbeusedto develop new modules for both
the console and daemonto extend the function-
ality of PowerCockpit as far as you like, taking

advantage of the sophisticated infrastructure that
PowerCockpit provides.

The licensing system in PowerCockpit is suf-
ficiently general that third parties and OEM’s
can develop and sell modules as additions to
PowerCockpit and distribute them with securely
signedlicenses,which will bevalidatedbefore the
modulecan be loaded. PowerCockpit is not just
a system administration tool, it is a platform for
buildingfocusedproductsto solveparticularneeds.

6 Summary

PowerCockpit combines advancedtechnologiesof
solid design anda high quality implementation to
build a uniquely powerful tool for system admin-
istrators in data centers, enterprise environments
or hardwaremanufacturers. It provides the secu-
rity necessary for data centers through its useof
tools like SSHandSSL.It hasthepower andease
of usenecessaryto run racks of servers through
its unmatchedGUI andtheflexibility andautoma-
tion capabilitiesnecessaryfor unattended operation
through its powerful scripting andtriggeredaction
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interface. Through its componentmodelarchitec-
ture, it provides a platform for OEM, VAR and
other third parties to develop custom extensions
andfor future PowerCockpitproductsalready un-
derdevelopment.

For moreinformationon PowerCockpitandre-
lated products, see the PowerCockpit web page
www.powercockpit.com, or contact us directly at
sales@powercockpit.com.

2.0revision1
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