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Chapter 11

Tensor category theory of string-net
condensation

Extended objects, such as strings and membranes, have been studied for many years in the context of sta-
tistical physics. In these systems, quantum effects are typically negligible, and the extended objects can be
treated classically. Yet it is natural to wonder how strings and membranes behave in the quantum regime.
In this chapter, we will investigate the properties of one dimensional, string-like, objects with large quan-
tum fluctuations. Our motivation is both intellectual curiosity and (as we will see) the connection between
quantum strings and topological/quantum orders in condensed matter systems.

It is useful to organize our discussion using the analogy to the well understood theory of quantum par-
ticles. One of the most remarkable phenomena in quantum many-particle systems is particle condensation.
We can think of particle condensed states as special ground states where all the particles are described by the
same quantum wave function. In some sense, all the symmetry breaking phases examples of particle con-
densation: we can view the order parameter that characterizes a symmetry breaking phase as the condensed
wave function of certain “effective particles.” According to this point of view, Landau’s theory[Landau (1937)]

for symmetry breaking phases is really a theory of “particle” condensation.

The theory of particle condensation is based on the physical concepts of long range order, symmetry
breaking, and order parameters, and the mathematical theory of groups. These tools allow us to solve two
important problems in the study of quantum many-particle systems. First, they lead to a classification of all
symmetry-breaking/particle-condensed states. For example, we know that there are only 230 different crys-
tal phases in three dimensions. Second, they provide insight into the quasiparticle excitation spectrum. The
collective excitations above the ground state are described by fluctuations of the amplitude of the condensed
“particles” (i.e. the fluctuations of the order parameter). In many cases, symmetry breaking allows us to
derive the quantum numbers of these collective excitations (or quasiparticles) and predict whether they are
gapped or gapless.

Given the importance of the concept of particle condensation, it is natural to consider the analogous
concept of “string condensation.” What do we mean by “string condensation”? A natural definition is that
a string condensed state is a ground state that (a) is formed by many large strings, whose sizes are of order
of the size of the system, and (b) is a superposition of many different large string configurations. In other
words, a string condensed state is a quantum liquid of large strings.

We would like to have a theory of string condensation which is as powerful as the analogous theory
of particle condensation. That is, we would like to have a general framework for (1) characterizing and
classifying different string condensed states, and (2) determining the physical properties of the collective
excitations of string condensed states.

Some progress has been made towards these goals. Much of this progress has occurred in three areas

497



of research: (1) the study of topological phases in condensed matter systems such as FQH systems[Wen and

Niu (1990); Blok and Wen (1990); Read (1990); Fröhlich and Kerler (1991)], quantum dimer models[Rokhsar and Kivelson (1988); Read

and Chakraborty (1989); Moessner and Sondhi (2001); Ardonneet al.(2004)], quantum spin models[Kalmeyer and Laughlin (1987); Wen

et al. (1989); Wen (1990); Read and Sachdev (1991); Wen (1991a); Senthil and Fisher (2000); Wen (2002b); Sachdev and Park (2002); Balents

et al. (2002)], or even superconducting states[Wen (1991b); Hanssonet al. (2004)], (2) the study of lattice gauge theory
[Wegner (1971); Bankset al. (1977); Kogut and Susskind (1975); Kogut (1979)], and (3) the study of quantum computing by
anyons[Kitaev (2003); Ioffeet al. (2002); Freedmanet al. (2002)]. The phenomenon of string condensation is important in
all of these fields, though the string picture is often de-emphasized.

Some of the early work in this area was in the study of topological order - a kind of order that can
occur in exotic condensed matter systems[Wen (1995)]. Ref. [Wen (1990)] used ground state degeneracy, particle
statistics, and edge excitations to partially characterize topologically ordered states. Later, Ref.[Wen (2002b,

2003b)] attempted to characterize and classify quantum order – a generalization of topological order to gap-
less phases – using the projective symmetry group (PSG) formalism. String condensed states are typically
topologically ordered. So these results can be viewed as partial classifications of string condensations.

The collective fluctuations of string condensation have also been analyzed to some extent. Just as in
particle condensation, these fluctuations give rise to new emergent quasiparticle excitations. However, the
similarity ends here. The emergent quasiparticles in particle condensed states are always scalar bosons. In
contrast, the emergent particles in string condensed states are (deconfined) gauge bosons[Bankset al. (1977);

Foersteret al. (1980); Wen (2002a); Motrunich and Senthil (2002); Wen (2003a)] and fermions[Levin and Wen (2003); Wen (2003b)].
Fermions can emerge as collective excitations of purely bosonic models! (The emergence of deconfined
fermions/anyons from purely bosonic models was first studied in 2+1 dimensional models[Arovaset al. (1984);

Kalmeyer and Laughlin (1987); Wenet al. (1989); Read and Sachdev (1991); Wen (1991a); Moessner and Sondhi (2001); Kitaev (2003)]. In
2+1 dimension, one can understand the emergent fermions using a flux binding picture. However, beyond
2+1 dimension, one needs to use the string picture to understand the emergence of fermions. In fact, the
string picture works in any dimension.) As in the case of particle condensation, the PSG that characterizes
different string condensed states can also protect the gaplessness of the emergent gauge bosons and fermions
[Wen (2002b); Wen and Zee (2002)].

Lattice gauge theory has provided additional insights into string condensation. It is well known that
Abelian gauge theory has a dual description in terms of closed strings - each closed string corresponds
to an electric flux line[Wegner (1971); Bankset al. (1977); Kogut (1979)]. Ref. [Kogut and Susskind (1975)] showed that
non-Abelian lattice gauge theory also has a dual description. This description involves more general 1-
dimensional objects: strings with branching. We will refer to these networks of strings as “string-nets”.
Ref. [Kogut and Susskind (1975)] showed that the string-net condensed phase in the string model corresponded
to the deconfined phase of the gauge theory, while the normal phase in the string model corresponded to
the confining phase of the gauge theory. This suggests that string-nets are perhaps a more natural object to
study then closed strings.

These results demonstrate that string (or string-net) condensation is associated with a host of interesting
physical phenomena – from anyons and fractionalization to emerging gapless gauge bosons and fermions.
However, they fail to provide a unified framework.

In this chapter, we will attempt to describe a unified theory for the simplest type of string-net condensed
phase – topological string-net phases with no broken or unbroken symmetry. We will present a general
theory of these topological string-net condensates that is analogous to the well known theory of particle
condensation. We will show that, just as the low energy effective theories for particle condensation are
Ginzburg-Landau theories[Ginzburg and Landau (1950)], the effective theories for topological string-net conden-
sation are topological field theories[Witten (1989b)]. Just as long range order is the basic physical concept
underlying particle condensation, topological order[Wen (1995)]is fundamental to topological string-net con-
densation. Furthermore, just as group theory is the mathematical framework behind particle condensation,
something called “tensor category theory” is the framework underlying topological string-net condensation.
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As in particle condensation, this framework will provide us with (1) a partial classification of the string
condensates and (2) a method for determining the physical properties (e.g. the statistics) of the collective
excitations.

Our approach, inspired by Ref.[Kogut and Susskind (1975); Witten (1989a, 1990); Freedman et al. (2003b,a)], is based
on the string-net wave function. We construct “fixed-point” wave functions for a large class of string con-
densed phases. The “fixed-point” wave functions are special string wave functions with the property that
they look the same at all length scales. We expect that if we could do an RG calculation for ground state
wave functions, then all the states in the string condensed phase would flow to the “fixed-point” wave func-
tion at long distances. Thus, we believe that the wave functions capture the universal properties of the
corresponding phases. Each “fixed point” wave function is associated with a solution to a complicated non-
linear equation. Hence, there is a one-to-one correspondence between string condensates and solutions to
this equation. (Solutions to this equation, in turn, correspond to “tensor categories”[Kassel (1995)])

In addition to a wave function, our construction also yields an exactly soluble lattice Hamiltonian (with
the “fixed-point” wave function as its ground state) for each of the string condensed phases. Such an exactly
soluble lattice Hamiltonian can be viewed as the fixed point Hamiltonian at the end of the RG flow. Using
these Hamiltonians, we can find all the quasiparticle excitations and calculate their statistics. We find that
the low energy effective theories for these states are topological field theories. Hence, the results obtained
here can be viewed as a (partial) classification and analysis of topological field theories.

Our construction yields exactly soluble spin Hamiltonians for a large class of topological phases. These
Hamiltonians are a direct generalization of the exactly soluble lattice gauge theory Hamiltonians discussed
in [Wegner (1971); Kitaev (2003)]. In addition to gauge theories, our models describe many other topological field
theories, including all doubled Chern-Simons theories (Abelian and non-Abelian), the gauge theories with
emergent fermions.

11.1 Particle condensation

To describe the logic of our construction in simple setting, let us consider particle condensation first. A
simple example of particle condensation is given by the transverse-field Ising model

HIsing = h
∑

i

σz
i − t

∑

ij

σx
i σx

j . (11.1.1)

The model has twoT = 0 phases. Whenh À t, the model is in the state with all spins pointing down. As
we decreaseh/t, the model experiences a symmetry breaking transition. Whenh/t = 0, the model is the
spin with all spins pointing inx-direction or−x-direction. The state with all spins pointing inx-direction
is given by|Φ〉 = ⊗i(| ↑〉i + | ↓〉i). Note that it has the same amplitude for anyσz-spin configurations.

We may view the spin-1/2 system as a hardcore boson system.| ↓〉 is viewed as an empty site and| ↑〉
an occupied site. In the boson picture,2h represents the energy cost to create a boson andt is the boson
hopping amplitude. Whenh À t, it costs a lot of energy to create a boson and the ground state of the system
contains few fluctuating bosons (note that the boson number is not conserved.) Whent À h, the hopping
term dominates. The system prefer to create bosons and form superpositions between states connected by
the hopping term to lower its energy. So the ground state is filled with bosons. Whenh/t = 0, the ground
state|Φ〉 can be described by a boson wave functionΦ(i1, ..., iN ) =constant, wherein are coordinates of
the bosons (or the up-spins). SinceΦ〉 has the same amplitude for any boson configurations in real space, it
is a boson condensed state. Thus we can say that the ground state ofHIsing corresponds to a condensation
of σz-spin if t À h. We note that the ideal boson condensed wave functionΦ(i1, ..., iN ) =constant is
topological. The amplitude of a boson configuration{i1, ..., iN} does not depend on the size and shape of
the boson configuration.
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We can use local rules to describe the above topological wave function for theσz-spin condensed state.
The local rules specify the relation between the amplitudes of different spin configurations in the ground
state. Let us useΦ(αiαj ...) to describe the amplitude for a spin configuration with spinαi on sitei and spin
αj on sitej whereα =↑ or ↓. Here, we have used “...” to represent the spins on other sites. The local rules
that describe the topological wave function are given by

Φ(↑↓ ...) =Φ(↓↑ ...), Φ(↑↑ ...) =Φ(↓↓ ...). (11.1.2)

for any pairs of nearest neighbor sitesi and j. The above condition on the spin wave function can be
represented by a projector. DefinePij by

Pij |Φ〉 = |Φ〉, Pij ≡ 1
2
(1 + σx

i σx
j )

ThenPij projects into the subspace of the wave functions that satisfy the local rules (11.1.2).

Here we would like to introduce two concepts: self-consistency and completeness of local rules. A set
of local roles is self-consistent if there is at least one wave function that satisfies the local rules. A set of
local rules is complete if there are only a finite number of linearly independent wave functions that satisfy
the local rules. Because of the close relation between local rules and projectors, a set of self-consistent and
complete of the local rules can be represented by a set of projectorsPij that satisfy

[Pij , Pkl] = 0, Tr
∏

〈ij〉
Pij = finite

The rules (11.1.2) are indeed self consistent and complete. This is because the state with all spins in the
σx-direction satisfies the two local rules. On any connected lattice, there are only two states that satisfy the
local rules. One state has an even number of up-spins and the other has an odd number of up-spins.

Using the projectorsPij , we can construct an exactly soluble Hamiltonian

H̃Ising =
∑

〈ij〉
(1− Pij)

whose ground state has a condensation ofσz-spin. Since the local rules are self-consistent, there is at
least one state that has zero energy. Such states are the ground states. Since the local rules are complete, the
ground state degeneracy is finite even when the lattice size approaches infinite. The constructed Hamiltonian
H̃Ising is essentially the Hamiltonian of the Ising modelHIsing.

To summarize, we can use a set of local rules to describe aσz-spin condensed state. Using the local
rules and the associated projectors, we can construct a Hamiltonian whose ground states satisfy the local
rules and have aσz-spin condensation, provided that the local rules are self consistent and complete. In the
following, we will use a similar approach to study string-net condensation.

11.2 Picture of string-net condensation

To understand string-net condensation, let us consider a string-net model whose Hilbert space is made up
of linear superpositions of “string-net configurations.” String-net configurations are collections of curves in
space which may contain ends and branches (see Fig. 11.1).1 The curves represent strings, and typically
they are labeled to indicate what type of string they are. For simplicity, we will focus on the case where at
most three curves (or strings) are allowed to meet at a point.

1Since open strings are allowed, we will see later that, on a lattice, the string-net model is just an ordinary spin model, and any
spin model can be regarded as a string-net model.
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t/h << 1 t/h >> 1

Normal String−net condensed

Figure 11.1: A schematic phase diagram for the generic string-net Hamiltonian (11.2.1). Whent/h is small,
the system is in the normal phase. The ground state is essentially a state with a few small string-nets. When
t/h is large, the string-nets condense and large fluctuating string-nets fill all of space.

The string-net Hamiltonian can be any local operator which acts on quantum string states. Typically, the
Hamiltonian can be divided into potential and kinetic energy pieces:

H = UHU + hHh + tHt. (11.2.1)

The constraint termUHU with largeU makes the ends of string to cost a lot of energy. So only closed
strings exist at low energies. The kinetic energyHt term describes the hopping (or the shape changing) of
the closed string-nets, while the potential energyHh is typically some kind of string tension. The string-net
Hamiltonian (11.2.1), like the Ising model (11.1.1), may contain two phases. Whenh À t, the string tension
dominates and we expect the ground state to be a state with a few small strings. On the other hand, when
t À h, the kinetic energy dominates, and we expect the ground state is filled by many large fluctuating
strings (see Fig. 11.1). This state is likely to be a string-net condensed state. This is why we expect a phase
transition between the string-net condensed state and normal state at somet/h on the order of unity.

11.3 Topologically invariant string-net wave functions

Before constructing a Hamiltonian that has a string-net condensed ground state, we will first looking for a
concrete description of the sting-net condensed state.

Let us try to visualize the wave function of a string-net condensed state. Recall that, according to our
definition, the typical size of the string-nets in a string-net condensed state is on the order of the system
size. (The motivation for this definition is that we want to distinguish string condensation from particle
condensation. Indeed, if the string-nets were small compared with the system size, then in the long distance
limit, we could effectively treat the strings as particles). The universal features of a string-net condensed
phase are contained in the long distance character of the wave functions. Typically, two different string-net
condensed states that belong to the same quantum phase will have different wave functions. However, by the
standard RG reasoning, we expect that the two wave functions will look the same at long distances. That is,
the string-net wave function for stings that only differ in short distance details, like those shown in Fig. 11.2,
should be the same (or related). If we ignore those short-distance details, some long distance features of the
wave functions are universal. It is these long distance features that describe different string-net condensed
phases. Thus the key to understanding string-net condensed phases is to capture these universal long distance
features.

Our approach for capturing the long distance universal properties of string-net states is to construct
“fixed-point” wave functions that look the same at all length scales. If we could do an RG analysis on
ground state wave functions, we would expect that all the states in a string condensed phase would flow
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Figure 11.2: At long distances, a loop at the end, a bubble in a string, and a complicated branching are
unobservable. So the amplitude for the corresponding string-net configurations are related.

Φ

Φ
Φ

Φ

a

b
c

d

Figure 11.3: A schematic RG flow diagram for a string-net model with a few string-net condensed phases
a, b, c, andd. All the states in each phase flow to fixed-points in the long distance limit. The corresponding
fixed-point wave functionsΦa, Φb, Φc, andΦd capture the universal long distance features of the associated
quantum phases.

to the fixed point state (see Fig. 11.3). Thus, these wave functions are in one-to-one correspondence with
string-net condensed phases.

Here we will restrict our attention to “fixed-point” wave functions that are topologically invariant. Those
wave functions have the property that string-net configurations have the same amplitude if they can be
continuously deformed into one another. Clearly the topologically invariant wave functions only depend on
how the strings are connected and how they wrap around each other. The wave functions are invariant under
the scaling transformation. These topologically invariant wave functions correspond to string-net condensed
phases.

11.4 Describing 2D string-net condensation through local rules

One way to describe a string-net condensed wave function is to specify an amplitude for every string-net
configuration. But a generic string-net condensed wave function is too complicated to be described this
way. So instead, we will describe these topologically invariant wave functions indirectly – through local
rules. The local rules are linear equations that relate the amplitudes of few string-net configurations which
only differ locally from each other. We can then construct the string-net wave functions that satisfy these
relations. If the local rules are complete enough, their uniquely determine a topological string-net wave
function. So a topologically invariant string-net wave function can be specified by a proper set of local
rules.

In the following, we will restrict ourselves to string-net condensations in two dimensions. To describe
a set of local rules for 2D topological string-net wave functions, we need a set of data. Let us first describe

i i*
=

Figure 11.4:i andi∗ label strings with opposite orientations.
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Figure 11.5: The orientation convention for the branching rules.

(a)

kj

i k

i j

(b)

i k

j

i

j

k

Figure 11.6: (a) If{i, j, k} is an allowed branching, after rotating by120◦, we see that{k, i, j} is also an
allowed branching. (b) The shaded area represents some arbitrary string-net configuration. If{i, j, k} is an
allowed branching, then after squeezing the rest of string-net into a small area and looking from far away,
we see that{i∗, k∗, j∗} is also an allowed branching.

such set of data. Motivated by the fusion algebra in the conformal field theory[Moore and Seiberg (1989)], we may
choose the following set of data to describe a set of local rules:

1. Types of strings: An integerN describing the number of different types of strings. The different
types of strings will be labeled byi = 1, ..., N . In later discussions, we find that it is convenient to
includei = 0 which corresponds to no-string (or a null string). We will call string labeled byi type-i
string. Every labeli has its dual labeli∗, which satisfies(i∗)∗ = i and0∗ = 0. i andi∗ label strings
with opposite orientations (see Fig. 11.4). Ifi∗ = i, then we say the string is non-oriented.

2. Branching rules: A collection of triplets{{i, j, k}, {l, m, n}...}. These triplets correspond to the
allowed branchings in the string-net theory. That is the amplitude of a string-net is non-zero in the
string-net condensed state, if the string-net satisfies the branching rule. On the other hand, the am-
plitude of a string-net is zero in the string-net condensed state, if one of the branching points in the
string-net does not satisfy the branching rule. The orientation convention for the branching rules is
shown in Fig. 11.5. The set of the triplets has the property that if{i, j, k} is in the set of allowed
branching, then{k, i, j} and{i∗, k∗, j∗} are also in the set (see Fig. 11.6). Also{0, i, j} is in the
set if and only ifi = j∗. This insures that a type-i string with no branching is an allowed string-net
configuration. Since0∗ = 0, so the{0, 0, 0} is always an allowed branching. Using the branching
rules, we can define a functionδijk: δijk = 1 if {i, j, k} satisfies the branching rule (i.e. is in the set)
andδijk = 0 otherwise.

3. 6j symbols: A rank-6 complex tensorF ijm
kln .

The data specify the following set of local rules:

Φ
(

i

k

lm
j

)
=

N∑

n=0

F ijm
kln Φ

(
i
j n k

l
)

(11.4.1)

Φ
(

j
k

)
= djδk0Φ

( )
(11.4.2)

Φ
(

i

j

)
=

∣∣∣
i6=j

0, (11.4.3)

Φ
(

i j

)
= Φ

(
i

0 j

)
, (11.4.4)
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wheredj ≡ 1/F jj∗0
jj∗0 , i, j, k etc label the different strings (including the null-string) and the shaded areas

represent some arbitrary string-net configurations. Note that we have already assumed that the string-net
wave function is topologically invariant. So we do not care about the sizes and the shapes of the string-
net. We only care how strings are connected and how they wind around each other. Since there is no scale
dependence, the local rules describe a scale invariant string-net wave function. These scale invariant string-
net wave functions are ideal representatives of different quantum phases of string-net condensed states.
The universal features of the string-net condensed states are embedded in the local rules. We also like to
remark that the branches{i, j,m}, {m∗, l, k}, ... in eqn (11.4.1) are arbitrary and do not have to satisfy the
branching rule.

The local moves in eqns eqn (11.4.1) – eqn (11.4.4) can connect any two string-nets, which in turn relate
the amplitudes of the two string-nets. Thus the local rules eqns (11.4.1) – (11.4.4) are complete which allows
us to determine the whole string-net wave function.2

The rule (11.4.2) withj = 0 tells us that open strings are not allowed (i.e. a string-net configuration has
a vanishing amplitude if the strings have open ends). Whenj 6= 0, the string-net in eqn (11.4.2) can still be
regarded as containing an open end from long distance point of view. Thus the string-net is not allowed even
whenj 6= 0. The rule (11.4.3) tells us that the switching between different types of strings are not allowed.
If such switching is allowed, then the strings in the wave function only appear in certain mixed form. In this
case, we should relabel such mixed string as our basic string type. The rule (11.4.4) indicates that we can
freely add null strings to a string-net without changing its amplitude.

The possibilities forF ijm
kln are highly restricted. An arbitrary choice ofF ijk

lmn does not lead to a single val-
ued string-net wave function. This is because two string-nets may be connected by two different sequences
of local moves. We need to choose the tensorsF ijk

lmn, carefully so that different sequences of local moves
produce the same results. Finding those tensors is the topic of tensor category theory[Turaev (1994)]. It was
shown that only thoseF ijm

kln that satisfy the pentagon identity
∑
n

Fmlq
kp∗nF jip

mns∗F
js∗n
lkr∗ = F jip

q∗kr∗F
riq∗
mls∗ (11.4.5)

describe single valued string-net wave function. Thus finding different solutions to the pentagon identity
is equivalent to finding different “fixed point” string-net condensed states or different phases of string-
net condensed states. This leads to a classification of the phases of string-net condensed states. Just like
symmetry groups classify different particle condensed phases (i.e. different symmetry breaking phases), the
solutions of eqn (11.4.5) classify different string-net condensed states.

It is a highly non-trivial exercise to find a set of self consistent local rules (i.e. solutions to the pentagon
identity). It turns out that if we regard the indexi that labels different types of the string as the index that
labels different types of representations of a groupG, then the6j symbol of the groupG provides a solution
of the pentagon identity (after a proper rescaling). The low energy effective theory of the corresponding
string-net condensed state turns out to be a gauge theory withG as the gauge group. Thus, gauge bosons
and gauge group emerge from string-net condensation in a very natural way.

The string-net picture of the gauge theory allows us to understand why the low energy effective theories
of certain systems are gauge theories, and why the system chooses a particular group as its gauge group.
By changing the coupling constants of the system, the system may choose a different string-net condensed
state described by a different6j symbol as its ground state. The different6j symbol will result in a different
gauge group. This results in a phase transition that changes the gauge group of the low energy effective
theory.

In 2+1 dimensions, some solutions of the pentagon identity do not correspond to the6j symbols of
groups, but rather the6j symbols of quantum groups. In these cases, the low energy effective theories of the
corresponding string-net condensed states are Chern-Simons gauge theories.

2This result is highly non-trivial. It is discussed in tensor category theory[Turaev (1994)].
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Figure 11.7: The local rules (11.4.1) are implemented by switching the legs according to the arrows. The
operations (a)→ (b)→ (c) are done according to the solid arrows. The operations (a)→ (d)→ (e)→ (c)
are done according to the dashed arrows. The two sequences of the operation should lead to the same linear
relations between the string-net configurations (a) and (c).

In general, different string-net condensed states correspond to states with different topological order.
The corresponding low energy effective theories are different topological field theories. The classification of
string-net condensation leads to a classification of topological field theories and classification of topological
orders.

11.5 The pentagon identity

In the following, we will derive the the pentagon identity using a graphic method. We start with the string-
net wave function described by a set of local rules (11.4.1) – (11.4.4). We assume that a string-netX will
have a non-zero amplitude,Φ(X) 6= 0, if all the branchings inX are allowed branchings. Rotating the
string-net in eqn (11.4.1) by180◦, we see thatF ijm

kln must satisfies

F ijm
kln = F klm∗

ijn∗ .

Also settingi = l = n = 0, j = k∗, andm = k in eqn (11.4.1), we find

F 0k∗k
k00 = 1 (11.5.1)

The 6j symbolF ijk
lmn also satisfies other conditions. If we apply the local rules (11.4.1) twice on the

string-net configuration
j l

m

p q

i

k

as shown in Fig. 11.7a, Fig. 11.7b, and Fig. 11.7c, we find that the amplitude

of
j l

m

p q

i

k

is related to the amplitude of
mi

j lk

sr :

Φ

(
j l

m

p q

i

k
)

=
∑

r

F jip
q∗kr∗Φ

(

i m

j lk

r

q

)

=
∑
r,s

F jip
q∗kr∗F

riq∗
mls∗Φ

(

mi

j lk

sr

)

We can find another relation between the amplitudes of
j l

m

p q

i

k

and
mi

j lk

sr by applying the local rules three
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times as shown in Fig. 11.7a, Fig. 11.7d, Fig. 11.7e, and Fig. 11.7c:

Φ

(
j l

m

p q

i

k
)

=
∑
n

Fmlq
kp∗nΦ

(

m

j l
n

p
i

k
)

=
∑
n,s

Fmlq
kp∗nF jip

mns∗Φ

(
j l

m

n
s

i

k
)

=
∑
n,r,s

Fmlq
kp∗nF jip

mns∗F
js∗n
lkr∗ Φ

(

mi

j lk

sr

)

The two sequences of the local moves must result in the same relation between the amplitude of
j l

m

p q

i

k

and the amplitude of
mi

j lk

sr . Thus in order for the local rules to be self consistent,F ijk
lmn must satisfy the

pentagon identity (11.4.5). It turns out that eqn (11.4.5) is not only the necessary condition for the self
consistent local rules, after supplemented with with a few minor conditions (see eqns (11.6.11), (11.6.12),
and (11.6.14)), the pentagon identity (or its variant form (11.6.14)) is also the sufficient condition.

11.6 Properties of self consistent local rules

11.6.1 Simple properties ofF ijk
lmn

The local rules (11.4.1) – (11.4.4) allow us to obtain the relation between the amplitudes of string-net
configurations. For example

Φ
(

i

)
= Φ

(
i 0

)
= F ii∗0

ii∗0 Φ
(

i i0

)

=F ii∗0
ii∗0 Φ

(
i i

)

where we have used eqn (11.4.2).F ii∗0
ii∗0 is an important quantity. IfF ii∗0

ii∗0 = 0, from the above calculation,
we see that the type-i string will not be allowed (i.e. any string-net containing the type-i string will have an
vanishing amplitude). Thus we can assumeF ii∗0

ii∗0 6= 0 anddi = 1/F ii∗0
ii∗0 that we introduced in eqn (11.4.2)

always exist. We note thatd0 = 1. Similarly, we can find

Φ
(

jki
i

)
= F ij∗k∗

ji∗0 Φ
(

ji 0

)

= F ij∗k∗
ji∗0 Φ

(
i j

)
= djF

ij∗k∗
ji∗0 Φ

(
i

)
(11.6.1)

11.6.2 Rescaling ofF ijk
lmn

The solution of the pentagon identity is not unique. IfF ijk
lmn describes a self consistent local rule, we may

obtain some other self consistentF ijk
lmn by rescaling the wave function of the string-net. The rescaling is

done by multiplying to the string-net wave function a factorf(i, j, k) for each vertex{i, j, k} in the string-
net. Heref(i, j, k) satisfiesf(i, j, k) = f(j, k, i) andf(0, i, i∗) = 1. For example, under the rescaling,
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Φ
(

i

k

lm
j

)
is changed tof(i, j, m)f(k, l,m∗)(...)Φ

(
i

k

lm
j

)
, where(...) represents factors off

for the branching points in the string-net represented by the shaded area. The rescaling will cause a change
in F :

F ijm
kln → F̃ ijm

kln = F ijm
kln

f(n, l, i)f(j, k, n∗)
f(i, j, m)f(k, l, m∗)

(11.6.2)

If F ijl
lmn a solution of the pentigon identity (11.4.5), then the rescaledF̃ ijk

lmn is also self consistent. Since
the wave function and the rescaled wave function are related through a smooth deformation, the two wave
functions describe quantum states in the same phase. For this reason, we regardF andF̃ to be equivalent.

Some combinations ofF ijk
lmn are invariant under the rescaling transformation. Those invariant combina-

tions will characterize the different equivalent classes of the self consistent local rules, or in another word,
different phases of string-net condensed states. The simplest invariant combination isF ss∗0

ss∗0 . Hhsg defined
below

Hhsg ≡ F gg∗0
s∗sh F hsg

s∗h∗0
F s∗s0

s∗s0
= ds∗F

gg∗0
s∗sh F hsg

s∗h∗0 (11.6.3)

are also invariant combinations ofF ijk
lmn. In general, any relations between different string-net configurations

that contain no branching points are invariant under the rescaling transformation.Hhsg is one such relation
(see (11.9.7)).

11.6.3 Tetrahedral symmetry and symmetric6j symbolGijk
lmn

F ijm
kln has(N + 1)6 components, which is a large number. However, as a solution of the pentagon identity,

many of those components are not independent. To see the relation between those components, let us
consider

Φ


 n

k

l

mj

i

 = F ijm

kln Φ




n

n

lk
j i




=F ijm
kln Fnk∗j∗

kn∗0 dkΦ

(

n

l
i

)

=F ijm
kln Fnk∗j∗

kn∗0 Fn∗i∗l∗
in0 dkdidnΦ(∅) (11.6.4)

where we have used eqn (11.6.17) in the first line. We define the above combination in the front ofΦ(∅) as:

G̃ijm
kln ≡ F ijm

kln Fnk∗j∗
kn∗0 Fn∗i∗l∗

in0 dkdidn (11.6.5)

ClearlyG̃ijm
kln can be represented by a tetrahedron (see Fig. 11.8a).

G̃ijm
kln have the following properties:

1. G̃ijm
kln = 0 unless all the branchings in the tetrahedron corresponding toF , ({i, j,m}, {i∗, l∗, n∗},

{j∗, n, k∗}, {k, l, m∗}), satisfy the branching rule. (See Fig. 11.8a).

2. Putting the tetrahedron shaped string-net on a sphere, we find that the amplitudeΦ

(
n

k

l

mj

i
)

has the

tetrahedral symmetry. ThereforẽG also has the tetrahedral symmetry. The tetrahedral symmetry is
generated by two transformations (from Fig. 11.8a to Fig. 11.8b and Fig. 11.8a to Fig. 11.8c) and
leads to:

G̃ijm
kln = G̃klm∗

ijn∗ = G̃mij
nk∗l∗
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m
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k
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lj i

Figure 11.8: The three tetrahedrons are related by the tetrahedral symmetry. (a) The tetrahedron that repre-
sentsG̃ijm

kln (or Gijm
kln ). (b) The tetrahedron obtained by rotating (a) around the axis connecting the centers

of the link m andn by 180◦. Compare to (a) the orientation of the linkm andn are reversed. Thus the
tetrahedron (b) correspond tõGklm∗

ijn∗ . (c) The tetrahedron obtained by rotating (a) around the center by120◦.
The orientations on the links are preserved. Thus the tetrahedron (c) corresponds toG̃mij

nk∗l∗ .

3. From the graphic representation ofG̃ijm
kln , we also see that

G̃ii∗0
ii∗0 = G̃000

ii∗i = di

4. F ijm
kln can be expressed in terms ofG̃ijm

kln :

F ijm
kln ≡ dnG̃ijm

kln

G̃nk∗j∗
kn∗0 G̃n∗i∗l∗

in0

(11.6.6)

To show (11.6.6), we first setn = 0, l = i∗, andj = k∗ in (11.6.5):

G̃ik∗m
ki∗0 = F ik∗m

ki∗0 F 0k∗k
k00 F 0i∗i

i00 dkdid0 = F ik∗m
ki∗0 dkdi

where we have used eqn (11.5.1). ExpressingF ik∗m
ki∗0 in terms ofG̃, we can obtain (11.6.6) from (11.6.5).

Eqn (11.6.6) allows us to see the relation between many components ofF through the tetrahedral symmetry
of G̃.

11.6.4 The complete self consistent equations

We have mentioned that in order forF ijk
lmn to describes a string-net condensed state,F ijk

lmn must satisfy the
pentagon identity (11.4.5) and be consistent with the local rules (11.4.1) – (11.4.4). In the following, we
would like to show that suchF ijk

lmn can be determined by a set of pure algebraic equations

F ijk
j∗i∗0 =

vk

vivj
δijk,

F ijm
kln = F klm∗

ijn∗ = Fmij
nk∗l∗

vmvn

vjvl
,

∑
n

Fmlq
kp∗nF jip

mns∗F
js∗n
lkr∗ = F jip

q∗kr∗F
riq∗
mls∗ (11.6.7)

By putting a single loop of type-i string on a sphere, we can continuously change it into a loop of the
type-i∗ string. This allows us to show thatdi = di∗ . Thus we can introduce the weights of strings,vi, that
satisfy

v2
i = di, vi = vi∗

This defines thevi’s in eqn (11.6.7).

We note that eqn (11.6.7) contains(N +1)3+2(N +1)6+(N +1)8 equations. Many of those equations
are not independent. But there are enough independent equations to determine the(N + 1)6 components in
F ijk

lmn.

508



Under the rescaling transformation (11.6.2),Φ
(

j
k

i
)

is changed tof(i, j, k)f(i∗, k∗, j∗)Φ
(

j
k

i
)

.

Let us choose

f(i, j, k) = f(i∗, k∗, j∗) =

√√√√√
vivjvkΦ(∅)
Φ

(
j
k

i
) , (11.6.8)

for allowed branchings{i, j, k}. We note thatf(i, j, k) defined in (11.6.8) satisfiesf(i, i∗, 0) = 1 and
f(i, j, k) = f(j, k, i). Such a rescaling transformation will make

Φ
(

j
k

i
)

= vivjvkδijkΦ(∅)

This implies that

G̃ii∗0
k∗kj = G̃ijk

j∗i∗0 =
Φ

(
j
k

i
)

Φ(∅) = vivjvkδijk (11.6.9)

and

F ijm
kln =

G̃ijm
kln

vivjvkvl
(11.6.10)

It is more convenient to introduce symmetric6j symbol

Gijm
kln ≡ G̃ijm

kln

vivjvmvkvlvn

which have the same tetrahedral symmetry asG̃ijm
kln :

Gijm
kln = Gklm∗

ijn∗ = Gmij
nk∗l∗ . (11.6.11)

In terms ofG, (11.6.9) becomes the 1G relation

Gii∗0
k∗kj =

δijk

vivk
, Gijk

j∗i∗0 =
δijk

vivj
(11.6.12)

and (11.6.10) becomes
F ijm

kln = Gijm
kln vmvn (11.6.13)

We see that the6j symbolF can be expressed in terms of the the symmetric6j symbolG and the weights
vi. The above relation and the graphic representation ofG̃ijk

lmn in eqn (11.6.4) allow us to show thatF ijk
lmn is

non-zero only if{i, j, m}, {m∗, k, l}, {i, l∗, n∗}, and{j, n, k∗} satisfy the branching rule. Eqns (11.6.12)
and (11.6.6) allow us to obtain the first line of eqn (11.6.7) and eqns (11.6.11) and (11.6.6) allow us to obtain
the second line of eqn (11.6.7).

The pentagon identity (11.4.5) becomes
∑

n

dnGmlq
kp∗nGjip

mns∗G
js∗n
lkr∗ = Gjip

q∗kr∗G
riq∗
mls∗ (11.6.14)

when written in terms ofG. Settingr = 0, s = l, andj = k∗, we obtain a simpler 2G relation

∑
n

Gmlq
kp∗nGl∗m∗i∗

pk∗n dn =
δiq

di
δmlqδk∗ip (11.6.15)

Using eqn (11.6.12) and eqn (11.6.13), we can also show that

F ii∗0
j∗jkF

kji
j∗k∗0dj∗ = δkji (11.6.16)
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Problem 11.6.1 :
Show that

Φ

ţ
ji l

k
ű

= 0, if i 6= j. (11.6.17)

Problem 11.6.2 :
Show eqn (11.6.16).

11.7 Some simple examples of string-net condensed states

In this section, we will construct a few simple solutions of eqns. (11.6.11), (11.6.12) and (11.6.14) (which
are equivalent to eqn (11.6.7)). As discuss above, each solution gives us a string-net condensed state.

11.7.1 TheN = 1 closed-string condensed states

The simplest string-net condensed states are described by the following set of data:

1. Types of strings:There is only one type of string,N = 1. The string is not oriented1∗ = 1.

2. Branching rules: The allowed branches are{0, 0, 0}, {1, 1, 0}, {1, 0, 1}, and{0, 1, 1}. The branch-
ing rules determines the functionδijk.

Since no branching is allowed, the above data describeN = 1 closed-string condensed state. TheN = 1
string is alway non-oriented.

The solution of of eqns. (11.6.11), (11.6.12) and (11.6.14),Gijk
lmn, can be found through the following

steps:

1. From the branching rules, we find that only the followingGijk
lmn’s are non-zero. Those non-zero

Gijk
lmn’s are related by the tetrahedral symmetry:

G000
000,

G000
111 = G110

001 = G011
100 = G101

010,
G110

110 = G101
101 = G011

011.

2. From (11.6.12), we find
G000

000 = 1,
G000

111 = G110
001 = G011

100 = G101
010 = 1

v1
,

G110
110 = G101

101 = G011
011 = 1

v2
1
.

3. Settingm = l = k = p = 1 andi = q = 0 in (11.6.15), we find
∑

n G110
11nG110

11ndnd0 = δ00δ110δ101

or G110
110G

110
110 = 1. SinceG110

110 = 1
v2
1
, we findv1 can take one of the four values1,−1, i, and−i.

Now the values of all the components ofGijm
kln are determined. We can check that the above symmetric6j

symbol does satisfy the full pentagon identity (11.6.14).

From eqn (11.6.13), we find that the above four solutions ofGijk
lmn only give us two distinctF ijk

lmn:

F 000
000 = F 011

011 = F 110
001 = F 101

010 = 1,

F 101
101 = F 000

111 = F 011
100 = 1,

F 110
110 = d−1

1 (11.7.1)
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with d1 = v2
1 = ±1, which describe two closed-string condensed states. The local rules (11.4.1) and

(11.4.2) become

Φ
( )

= d1Φ
( )

, Φ
( )

= d−1
1 Φ

( )
, (11.7.2)

The local rules are so simple that we can calculate the corresponding closed-string wave functions explicitly.
We find

Φ(X) = dNl
1 ,

whereNl is the number of the closed loops in the closed-string configurationX. As we will see later that
the above two closed-string condensed states correspond to aZ2 gauge theory and aU(1) × U(1) Chern-

Simons theory with aK-matrixK =
(

2 0
0 −2

)
. (TheZ2 gauge theory can also be viewed as aU(1)×U(1)

Chern-Simons theory with aK-matrixK =
(

0 2
2 0

)
).

11.7.2 TheN = 1 string-net condensed states

The next simplest string-net condensed states are described by

1. Types of strings:There is only one type of string,N = 1. The string is not oriented1∗ = 1.

2. Branching rules: The allowed branches are{0, 0, 0}, {1, 1, 0}, {1, 0, 1}, {0, 1, 1}, and{1, 1, 1}.
Since branching is allowed, the above data describeN = 1 string-net condensed state. Again, theN = 1
string is alway non-oriented.

The solution of of eqns. (11.6.11), (11.6.12) and (11.6.14),Gijk
lmn, can be found through the following

steps:

1. From the branching rules, we find that only the followingGijk
lmn’s are non-zero. Those non-zero

Gijk
lmn’s are related by the tetrahedral symmetry:

G000
000,

G111
111,

G000
111 = G110

001 = G011
100 = G101

010,
G110

110 = G101
101 = G011

011,
G110

111 = G101
111 = G011

111 = G111
110 = G111

101 = G111
011.

2. From the 1G relations (11.6.12), we find
G000

000 = 1,
G000

111 = G110
001 = G011

100 = G101
010 = 1

v1
,

G110
110 = G101

101 = G011
011 = G110

111 = G101
111 = G011

111 = G111
110 = G111

101 = G111
011 = 1

v2
1
.

3. One of the 2G relations (11.6.15),
∑

k G11k
110G

11k
110dkd0 = δ00, requires thatG110

110G
110
110+G111

110G
111
110d1 =

1. SinceG110
110 = G111

110 = 1
v2
1
, we findv1 satisfies

v4
1 − v2

1 − 1 = 0. (11.7.3)

Thusv1 can only take one of the following four values

v1 = ±
√√

5 + 1
2

, v1 = ±i

√√
5− 1
2

.

Another 2G relation,
∑

k G11k
111G

11k
110dkd0 = δ10, requires thatG110

111G
110
110 + G111

111G
111
110d1 = 0. We find

G111
111 = − 1

v4
1
.
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i i*
=

Figure 11.9:i on a link andi∗ on the reverse link label the same spin state in the spin model.

Just like theN = 1 closed-string model, the 1G relations and the 2G relations again completely determine
the values of the weightsvi and the6j symbolGijk

lmn. We can check that the four6j symbolGijk
lmn obtained

this way are four solutions of the pentagon identity (11.6.14).

From eqn (11.6.13), we find that the above four solutions ofGijk
lmn give us four distinctF ijk

lmn’s:

F 000
000 = F 000

111 = F 110
001 = F 101

010 = F 011
100 = 1

F 101
101 = F 011

011 = F 111
011 = F 011

111 = F 111
101 = F 101

111 = 1

F 110
111 = F 111

110 =
1
v1

F 110
110 = −F 111

111 =
1
v2
1

(11.7.4)

We note that for the aboveF ijm
kln , the rescaling transformation (11.6.2) can change the sign ofv1: v1 → −v1,

if we choosef(1, 1, 1) = i (notef(1, 1, 0) = f(0, 0, 0) = 1). Thus theF ijm
kln ’s obtained fromv1 with

different signs lead to equivalent string-net condensed states. Thusv1 has only two inequivalent choices

v1 =

√√
5 + 1
2

, v1 = i

√√
5− 1
2

.

The local rules (11.4.1) and (11.4.2) become

Φ
( )

=d1 · Φ
( )

Φ
( )

=d−1
1 · Φ

( )
+ v−1

1 · Φ
( )

Φ
( )

=v−1
1 · Φ

( )
− d−1

1 · Φ
( )

(11.7.5)

Unlike the previous case, there is no closed form expression for the wave function amplitude.

11.8 Lattice “spin” models with string-net condensation

After constructed various string-net condensed wave functions, we would like to construct exactly solu-
ble Hamiltonians such that the constructed string-net condensed wave functions are the ground state wave
functions. In this case, we may say that the the systems described by the constructed Hamiltonians have
string-net condensation.

However, to obtain a well behaved Hamiltonian, we need put the string-nets on a lattice. So in this
section we will define a 2D lattice model that contain string-nets.

Our model is just the usual “spin” models with one spin on each link of a honeycomb lattice. Each spin
hasN + 1 states labeled byi = 0, 1, ..., N . We will usei, j, ... to label different links (or different spins)
andI, J , ... to label different vertices of the honeycomb lattice.

We assign each link an arbitrary direction (see Fig. 11.10). If the spin on a link are in a state labeled
by i, then we say there is a type-i string in the link. The orientation of the string is in the direction of the
link. Clearly, if we reverse the direction of the link, the labeli will be change to labeli∗ in the model (see
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Figure 11.10: The honeycomb lattice with one site per link. A type-i closed string. In the single-spin model,
Bs

p acts on the 12 sites represented by the solid circles around the hexagonp. EI acts on the three sites
represented by the solid circles around the vertexI.

Fig. 11.9). The type-0 string is regarded as null string (i.e. no string on the link). A string-net configuration
is formed by the non-trivial strings on the links. According to this definition, any spin configuration will
correspond to a string-net configuration (see Fig. 11.10).

Now the question is that how to construct a Hamiltonian whose ground state is the string-net condensed
state described in the last a few sections. We have seen that a string-net condensed state is described by a set
of data: the branching ruleδijk and the6j symbolF ijk

lmn. So it is natural to expect that we can use the same
set of data to construct a Hamiltonian whose ground state is the above string-net condensed state.

Although the string-net obtained from a generic spin configuration may not satisfies the branching rule,
the string-nets in the string-net condensed state always satisfy the branching rule. So we want to construct
a Hamiltonian whose ground state is formed by the string-nets that satisfy the branching rule. This can be
achieved by including a term

U
∑

I

(1−EI)

in the spin Hamiltonian. The operatorEI is an operator that only act on the 3 sites that are next to the vertex
I. It is given by

EI

∣∣∣∣ a

c

b

〉
= δabc

∣∣∣∣ a

c

b

〉
(11.8.1)

whereδabc is theδ-symbol that describes the branching rule. Clearly,EI and1− EI are projectors. When
U is very large, the string-nets that do not satisfy the branching rule will have a energy of order at leastU .
In this case, the ground state (and other low energy excitations) with energies close to zero are only formed
by string-nets that satisfy the branching rule. This way we implemented the branching rule in the ground
state.

If the Hamiltonian only contain theEI term, any string-net that satisfies the branching rule will be a
ground state. In this case, a string-net cannot move and has no dynamics. Since there are many string-nets
that satisfy the branching rule, the ground states are highly degenerate. We need to add additional terms to
lift the degeneracy. The additional term will allow string-nets to fluctuate which will make the ground state
to be a proper superposition of all string-nets that satisfy the branching rule. The desired Hamiltonian has a
form

Hstrnet= g
∑

p

(1−Bp) + U
∑

I

(1− EI), Bp =
N∑

s=0

asB
s
p (11.8.2)

where
∑

p sum over all the hexagons of the honeycomb lattice and
∑

I sum over all the vertices of the
honeycomb lattice.
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Let us explain the terms inHstrnet. The hexagon operatorsBs
p only act on the twelve spins on the six

edges of the hexagonp and on the six legs of the hexagonp (see Fig. 11.10). Therefore,Bs
p correspond to a

(N + 1)12× (N + 1)12 matrix in the spin model. It turns out that the action ofBs
p does not change the spin

states on the legs of the hexagonp. Thus the above(N + 1)12 × (N + 1)12 matrix is block diagonalized.
So at the end,Bs

p can be described by(N + 1)6 matrices. Each matrix is a(N + 1)6 × (N + 1)6 matrix.

Let us useBs,ghijkl
p,mnopqr(abcdef), with a, ..., r = 0, 1, ..., N , to denote the matrix elements of those(N + 1)6

matrices. We have

〈
a

b c

ef

d

h

l

i

k

g

j

∣∣∣∣∣∣∣
Bs

p =
∑

m,...,r

Bs,ghijkl
p,g′h′i′j′k′l′(abcdef)

〈
a

b c

ef

d

k’
l’

i’
h’

g’

j’

∣∣∣∣∣∣∣
(11.8.3)

Note the choice of the directions of the links which is different from that in Fig. 11.10.Bs,ghijkl
p,mnopqr(abcdef)

can be expressed in term of the6j symbolF ijk
lmn:

Bs,ghijkl
p,g′h′i′j′k′l′(abcdef) =F al∗g

s∗l′∗g′F
bg∗h
s∗g′∗h′F

ch∗i
s∗h′∗i′F

di∗j
s∗i′∗j′F

ej∗k
s∗j′∗k′F

fk∗l
s∗k′∗l′ . (11.8.4)

We note that the resulting states after the action ofBs
p have branchings{b, g′∗, h′} etc. SinceF bg∗h

s∗h′g′∗ =
0 if {b, g′∗, h′} does not satisfies the branching rule, so the action ofBs

p always results in string-net states
that satisfy the branching rule. Also if a state contain a branching, say{b, g∗, h}, that does not satisfy the
branching rule, then the action ofBs

p will make such a state vanishes, sinceF bg∗h
s∗h′g′∗ = 0 if {b, g∗, h} does

not satisfies the branching rule. Therefore,

Bs
p = EIBs

pEI . (11.8.5)

andBs
p commute withEI for anyp andI.

In the next section, we will show that theBp’s andEI ’s all commute with each other. Thus our model
Hstrnet (11.8.2) is exactly soluble. If we also chooseas to be

as =
ds∑N
i=0 d2

i

, (11.8.6)

then

1. TheBp’s in eqn (11.8.2) are projectors:B2
p = Bp.

2. The ground state ofHstrnetsatisfiesBp = 1 for all hexagonsp andEI = 1 for all verticesI.

3. The ground state is a string-net condensed state described by the set of local rules (11.4.1) – (11.4.4).

Since(Bp, EI) is a set of commuting operators, we can choose the basis of the spin Hilbert space as the
common eigenstates ofBp andEI :

Bp|bp, eI , α〉 = bp|bp, eI , α〉, EI |bp, eI , α〉 = eI |bp, eI , α〉,

whereeI = 0, 1 andbp = b0, b1, ..., bM−1 are eigenvalues ofBp. The indexα labels the possible degenerate
states:α = 1, 2, ..., αmax. In generalαmax is a function of{bp, eI}. We can always chooseb0 to be the largest
eigenvalue and rescaleas to makeb0 = 1. Since the HamiltonianHstrnet is a sum ofBp’s andEI ’s, the state
|bp, eI , α〉 is an energy eigenstate with energyU

∑
I(1 − eI) + g

∑
p(1 − bp). In particular, the ground

state|Φ〉 has zero energy and satisfiesEI |Φ〉 = Bp|Φ〉 = |Φ〉.
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(a) (b)

Figure 11.11: The fattened honeycomb lattice. The strings are forbidden in the shaded region. A string state
in the fattened honeycomb lattice (a) can be viewed as a superposition of the string states on the links (b).

It is interesting to note that ifαmax = 1, The exact soluble modelHstrnet can be mapped into a simple
spin model with one spin-1/2 spin on each vertex and one spin-(M − 1)/2 spin on each hexagon. The
Hamiltonian of the dual spin model is

Hdual = U
∑

I

(1 + σz
I) + g

∑
p

(1 + Sp)

whereSp is anM ×M diagonal matrix with eigenvaluesb0, ..., bM−1 which acts on the spin state on the
hexagonp.

11.9 Understanding lattice results using continuum string-nets

The above results look complicated and mysterious. One may wonder, how can one guess such complicated
results. It turns out that there is a simple way to understand that above results. The string-net picture for two
dimensional continuous space and the associated local rules (11.4.1) – (11.4.4) play a key role here.

We start with the 2D honeycomb lattice. We fatten the links into stripes of finite width (see Fig. 11.11).
The key point here is that any continuum string-net state on the fattened honeycomb lattice (see Fig. 11.11a)
can be viewed as a superposition of the string state with strings on the link (see Fig. 11.11b). This is because
the string-net wave functionΦ(X) for a string-net state is given byΦ(X) = 〈X|Φ〉, where|X〉 is the string-
net state of a particular string-net configurationX. So the local rules (11.4.1) – (11.4.4) on the string-net
wave function can be formally interpreted as a relation on the string-net states〈X|:

〈 i

k

lm
j

∣∣∣ =
N∑

n=0

F ijm
kln

〈
i
j n k

l
∣∣∣ (11.9.1)

〈
j

k

∣∣∣ = djδk0

〈 ∣∣∣ (11.9.2)

〈 i

j

∣∣∣ =
∣∣∣
i6=j

0, (11.9.3)

〈
i j

∣∣∣ =
〈

i
0 j

∣∣∣. (11.9.4)

Using the above local rules on the string-nets states, we can always write the state in Fig. 11.11a as a linear
combination of the states in Fig. 11.11b. The physical states really correspond to string-nets on the links
(such as the one in Fig. 11.11b). Drawing string-nets in the fattened honeycomb lattice is just a fancy way to
represent physical string-net states. Every string-nets in the fattened honeycomb lattice (such as Fig. 11.11a)
correspond to a superposition of the physical string-net states with strings on the links (such as Fig. 11.11b).
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Figure 11.12: (a) The action ofBs
p can be represented by a loop of the type-s string. The string-net state

(a) is actually a linear combination of the string-net states (b). The coefficient of the linear combination
are obtained by the local rules (11.4.1) that change (a) to (b). Note that the center of the hexagon is the
forbidden region. The local rules only apply to the ring-like region around the hexagon.

11.9.1 Graphic representation of theBs
p operator

With this understanding, theBs
p operator in (11.8.3) has a simple a graphic representation in the fattened

honeycomb lattice. The operatorBs
p when acts on a string-net state

〈
a

g

b h c

i

d

j

ekf

l

∣∣∣ simply add a closed loop

of type-s string:

〈
a

g

b h c

i

d

j

ekf

l

∣∣∣Bs
p =

〈
a

g

b h c

i

d

j

ekf

l

s

∣∣∣

We can use the local rules (11.9.1) – (11.9.4) to write
〈

a

g

b h c

i

d

j

ekf

l

s

∣∣∣ as a linear combination of the physical

string-net states with strings only on the links, i.e. to change Fig. 11.12a to Fig. 11.12b. This allows us to
obtain the matrix elements ofBs

p. The pentagon identity (11.4.5) ensures that different ways of change lead
to identical result.
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The following is a particular way to implement the above procedure.

〈
a

g

b h c

i

d

j

ekf

l

∣∣∣Bs
p =

〈

f k e

j

d

i

chb

g

a

l

s

∣∣∣ (11.9.5)

=
∑

g′h′i′j′k′l′
F gg∗0

s∗sg′∗F
hh∗0
s∗sh′∗F

ii∗0
s∗si′∗F

jj∗0
s∗sj′∗F

kk∗0
s∗sk′∗F

ll∗0
s∗sl′∗

〈

f k k’ k e

i
i’

i
hh’h

l’

a

b c

d
s

s
s s

s
s

g

g
g’

l

l
j’j

j

∣∣∣

=
∑

g′h′i′j′k′l′
F gg∗0

s∗sg′∗F
hh∗0
s∗sh′∗F

ii∗0
s∗si′∗F

jj∗0
s∗sj′∗F

kk∗0
s∗sk′∗F

ll∗0
s∗sl′∗×

F bg∗h
s∗h′g′∗F

ch∗i
s∗i′h′∗F

di∗j
s∗j′i′∗F

ej∗k
s∗k′j′∗F

fk∗l
s∗l′k′∗F

al∗g
s∗g′l′∗

〈

f e

a

b c

d

s
s
s

s
s

sg’
g

h’ h
i’

i’

j’

j’
l

k

i
g’ h’

j

k’k’

l’

l’

∣∣∣

=
∑

g′h′i′j′k′l′
F bg∗h

s∗h′g′∗F
ch∗i
s∗i′h′∗F

di∗j
s∗j′i′∗F

ej∗k
s∗k′j′∗F

fk∗l
s∗l′k′∗F

al∗g
s∗g′l′∗

〈
a

b h’ c

i’

d

j’

ek’f

l’

g’ ∣∣∣

where we have used the local rules (11.9.1) and (11.6.1) in our calculations. We also used relation (11.6.16).
(11.9.5) is exactly (11.8.4).

The above calculation can also be done locally near a vertex:

〈 b
g h

s

∣∣∣ =
∑

g′
F hh∗0

s∗sh′∗
〈

s

b
g h h’ h

s

∣∣∣

=
∑

g′h′
F hh∗0

s∗sh′∗F
bg∗h
s∗h′g′∗

〈 b
g g’ h’ h

ss

∣∣∣

Since
g g’

s
and

s

g’ g
always appears as part of

g’ g g’

s
in the loop, we can regard

g g’

s
as1 and

s

g’ g
as

g’ g g’

s
, or

F g′∗sg

s∗g′0
F s∗s0

s∗s0

. This way a pair of
g g’

s
and

s

g’ g
in a loop will reproduce

g’ g g’

s
. So we can rewrite the above as

〈 b
g h

s

∣∣∣ =
∑

g′h′
F hh∗0

s∗sh′∗F
bg∗h
s∗h′g′∗

F h′∗sh
s∗h′0

F s∗s0
s∗s0

〈
g’ h’

b
∣∣∣

=
∑

g′h′
F bg∗h

s∗h′g′∗

〈
g’ h’

b
∣∣∣ (11.9.6)

which reproduces eqn (11.9.5).

11.9.2 Commuting properties ofBs1
p1

and Bs2
p2

Using the graphic representation ofBs
p, we can easily show thatBs1

p1
andBs2

p2
commute. Assumep1 andp2

are next neighbor hexagons. The action ofBs1
p1

Bs2
p2

on the string-net state Fig. 11.13a can be expressed as
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Figure 11.13: The action ofBs1
p1

Bs2
p2

on the string-net state (a) can be represented by two loops of type-s1

and type-s2 strings which lead to (b). The string-net state (b) is a linear combination of the string-net state
(c). The coefficients are obtained by the local rules that change (b) to (c).

Fig. 11.13b. Fig. 11.13b is actually a linear combination of the string-net state Fig. 11.13c. The coefficients
of the linear combination is determined by the local rules that changes Fig. 11.13b to Fig. 11.13c. Those
coefficients are the matrix elements ofBs1

p1
Bs2

p2
. It is clear that, since the two loops of the type-s1 and type-

s2 strings do not overlap, the action ofBs2
p2

Bs1
p1

is represented by the same graph Fig. 11.13b. ThusBs2
p2

Bs1
p1

has the same matrix elements asBs1
p1

Bs2
p2

.

We would like to remark that we did not assume the branching points to satisfy the branching rule in the
above graphic calculation. Thus we have showed that[Bs1

p1
, Bs2

p2
] = 0 in the total Hilbert space of the spin

model.

11.9.3 The condition forBp to be a projector

To find the condition forBp to be a projector, we consider

〈 ∣∣∣Bs1
p Bs2

p =
〈 s2

s1

∣∣∣ =
∑

k

F
s1s∗10
s∗2s2k∗

〈
s

s

1

2

k

∣∣∣

=
∑

k

F
s1s∗10
s∗2s2k∗F

k∗s2s1
s∗2k0 ds∗2

〈
k

∣∣∣ (11.9.7)

Using eqn (11.6.16), we find

〈 ∣∣∣Bs1
p Bs2

p =
∑

k

δk∗s2s1

〈
k

∣∣∣

or
Bs1

p Bs2
p =

∑

k

δk∗s2s1B
k
p. (11.9.8)

Let Bp =
∑

s asB
s
p. Using (11.9.8), we find that

(Bp)2 =
∑

k,s1,s2

δk∗s2s1as1as2B
k
p

So, if we chooseas to satisfy
as =

∑
s1,s2

δs∗s2s1as1as2 , (11.9.9)

thenBp will become a projection operator.
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From

djΦ
(

i

)
= Φ

(
ji 0

)

=
∑

k

F i∗i0
j∗jkΦ

(
jki

i

)
=

∑

k

F i∗i0
j∗jkF

ij∗k∗
ji∗0 djΦ

(
i

)
(11.9.10)

we can show that
∑

k F i∗i0
j∗jkF

ij∗k∗
ji∗0 = 1. Using eqn (11.6.7), we can reduce the above todi =

∑
k δi∗kjdk/dj .

This allows us to showdi
∑

j d2
j =

∑
k δi∗kjdkdj . We find thatas = ds/

∑
j d2

j is a solution of eqn (11.9.9).

11.9.4 The condition for the continuum string-net state

Now let us consider howBp act on the state
〈

i i

∣∣∣:
〈

i i

∣∣∣Bp =
∑

s

as

〈
i i

s

∣∣∣ =
∑

j,s

asF
ii∗0
s∗sj∗

〈
i i

s

j ∣∣∣

where the shaded area is the forbidden area in the center of the hexagon for applying the local rules. Simi-
larly, for a state where the string going around the hexagon in the other way, we have

〈
i i

∣∣∣Bp =
∑

s

as

〈
i i

s
∣∣∣ =

∑

j,s

asF
i∗i0
s∗sj∗

〈
i i

s

j

∣∣∣

Thus if
asF

ii∗0
s∗sj∗ = uiajF

i∗i0
j∗js∗ (11.9.11)

then
〈

i i

∣∣∣Bp = ui

〈
i i

∣∣∣Bp

The condition (11.9.11) can be simplified to

as

aj
δij∗s = ui

ds

dj
δij∗s (11.9.12)

Since the ground state of the string-net modelHstrnet (11.8.2) is an eigenstate ofBp, the ground state wave
functionΦ satisfies

Φ
(

i i

)
= uiΦ

(
i i

)

We like to point out that the condition (11.9.11) or (11.9.12) is very important. Very often it is the condition
for the HamiltonianHstrnet to have a finite number of ground states.

A solution of eqn (11.9.9),as = ds/
∑

j d2
j , satisfies (11.9.11) withui = 1. In general ifas satisfy

eqn (11.9.12) withui = 1, the ground state of the string-net modelHstrnetwill satisfy

Φ
(

i i

)
= Φ

(
i i

)

The forbidden region in the center of the hexagon will become unobservable and we can apply the local rules
anywhere. The wave function satisfies eqn (11.4.1) – (11.4.4) on the hexagon lattice without any forbidden
region. In this case, we say that the lattice modelHstrnet has a canonical continuum limit and the lattice
string-net wave function can be treated as a continuum string-net wave function.

A generic choice ofas also give us exactly soluble models. But the lattice string-net wave function may
not have a simple continuum limit due to the possible presence of fast oscillation in the string-net wave
function at lattice scale.
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Figure 11.14: The Kagome lattice formed by spin-1/2 spins. The sites of the Kagome lattice are label byi.
The vertices, labeled byI, form the honeycomb lattice. The open circles represent down-spins and the solid
circles represent up-spins. The strings on the links are formed by up-spins. In this figure, the up-spins form
a closed loop. The six think links that form the loop around the shaded hexagon is the edges of hexagon.
The six thick links that are attached to the shaded hexagon are the legs of the hexagon. The three thick links
connecting to the vertexI form the legs ofI. TheU -term and theg-term in (11.10.4) are also presented in
the figure.

11.10 Simple examples of exact soluble models

We have shown that each solutionF ijk
lmn of the self consistent equation (11.6.7) give rise to a string-net

condensed state on the 2D honeycomb lattice and an exactly soluble HamiltonianHstrnet (11.8.2) whose
ground state is the string-net condensed state. We have given some simple examples of the solutions of
eqn (11.6.7). In this section, we will use those simple solutions to construct exactly soluble string-net model
on honeycomb lattice.

11.10.1 Exact soluble Hamiltonian forN = 1 closed-strings

The simplest solution (11.7.1) describesN = 1 closed strings. To use such aF ijk
lmn to construct an ex-

plicit Hamiltonian, we need examins carefully the matrix elements of theBs
p operator in eqn (11.9.5) or

eqn (11.9.6). Since each spin has two states0 and1, the string-net model can be viewed as a spin-1/2 model
on a Kagome lattice, if we identify the0 state as a spin-down and the1 state as a spin-up state (see Fig.
11.14). We find that

1. When it acts on a string-net state that does not satisfy the branching rule,Bs
p make the state vanishes.

2. B0
p is determined byF bg∗h

0h′g′∗ andB1
p by F bg∗h

1h′g′∗ .

3. When it acts on a string-net state that satisfies the branching rule,B0
p just do nothing.

4. When it acts on a string-net state that satisfies the branching rule,B1
p flips the spins on the six edges

of the hexagonp and multiply the resulting state with a phase.

5. The above phase is given byv−n
1 wheren is the number of the up-spins on the six legs of the hexagon

p (see Fig. 11.14).

In the spin-1/2 model, the operatorEI is given by

EI =
1
2
− 1

2

∏

legs ofI

σz
k (11.10.1)
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The action ofB0
p can be produced by

B0
p =

∏

vertices ofp

EI (11.10.2)

and the action ofB1
p can be produced by

B1
p =

∏

legs ofp

v
−(1+σz

i )/2
1

∏

edges ofp

σx
j

∏

vertices ofp

EI , (11.10.3)

where
∏

legsv
−(1+σz

i )/2
1 is the product of the spin operators on the six legs of the hexagonp and

∏
edgesσ

x
j is

the product of the spin operators on the six edges of the hexagonp. So we can write the HamiltonianHstrnet

(11.8.2) explicitly in terms of spin-1/2 operators.

In the following we assumeU is positive and very large. In this case theU -term in the Hamiltonian
Hstrnet enforces the branching rules Wheng = 0, the ground states ofH = U

∑
I EI have an vanishing

energy. The ground state is highly degenerate. Any string configurations that satisfy the branching rules cor-
respond to the ground states. Those states are actually the close string states. All other string configurations
that do not satisfy the branching rules (i.e. the states containing open strings) have energies of orderU above
the ground state. Theg-term inHstrnet lifts the degeneracy and determines the dynamics of the strings.

SinceEI for the low energy excitations, we may setEI in theg term to 1. After dropping the constant
terms, we obtain the followingN = 1 closed-string Hamiltonian

H =U
∑

I

(
1
2

+
1
2

∏

legs ofI

σz
k)− 1

2
g

∑
p

(B̃1
p + h.c.)

B̃1
p =

∏

legs ofp

v
−(1+σz

i )/2
1

∏

edges ofp

σx
j (11.10.4)

where
∑

p is the sum over all the hexagons of the honeycomb lattice and
∑

I is the sum over all the vertices
of the honeycomb lattice. Eqn (11.8.2) and eqn (11.10.4) have the same low energy spectrum.

In the closed-string subspace

B̃1
p = (B̃1

p)†, [B̃1
p, B̃1

p′ ] = 0. (11.10.5)

All the low energy eigenstates for the model (11.10.4) are labeled by the common eigenvaluesb̃p of B̃1
p.

The energy of the state is given by−g
∑

p b̃p. b̃p = ±1 since(B̃1
p)2 = 1. Depending on the signs ofg, and

v2
1, the model (11.10.4) can have four different ground states given byb̃I = sgn(g). The ground states are

superpositions of closed strings.

The excitations above the ground state are created by simply flipping the signs of a fewb̃p’s and changing
a fewEI ’s from 1 to 0. Those excitations are particles with short range interactions.

Whenv1 = 1, eqn (11.10.4) becomes

H =U
∑

I

(
1
2

+
1
2

∏

legs ofI

σz
k)− g

∑
p

∏

edges ofp

σx
j (11.10.6)

In the U → +∞ limit, the above Hamiltonian becomes the standard Hamiltonian for aZ2 gauge theory
on the honeycomb lattice. The excitations created by flipping the signs ofb̃p’s correspond to theZ2 vortex
excitation in theZ2 gauge theory. The excitations created by changingEI ’s from 1 to 0 correspond toZ2

charge excitations. SinceEI = 0 only at the end of an open string, theZ2 charge excitations correspond to
ends of open strings.
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The closed-string wave function for the ground state has a form

Φ(X) = (sgn(g))Np

whereX represent closed-string configuration andNp is the total number of the hexagons enclosed by the
closed-strings inX. Wheng > 0, Φ(X) is simply the equal weight superposition of all closed strings.
Such a closed-string condensed wave function have a nice continuum limit. Wheng < 0, the sign ofΦ(X)
changes at lattice scale andΦ(X) does not have a simple continuum limit. Such a state correspond to a state
in Z2 gauge theory withπ-flux through each hexagon.

Whenv1 = i, the ground state still correspond to closed-string condensed state. The wave function is
given by

Φ(X) = (sgn(g))Np(−)Nl

whereNl is the total number of the closed strings (the loops) inX.

11.10.2 N = 1 string-net models

The self consistent equation (11.6.7) also has the following two solution:

F 000
000 = F 110

001 = F 101
010 = F 011

011 = F 111
011 =

F 000
111 = F 011

100 = F 101
101 = F 011

111 = F 111
101 = F 101

111 = 1

F 110
111 = F 111

110 =
1
v1

F 110
110 = F 111

111 =
1
v2
1

(11.10.7)

for theN = 1 non-oriented string-net. Here

v1 =

√√
5 + 1
2

, i

√√
5− 1
2

describing the two solutions. The allowed branchings areijk = 000, 110, 101, 011, and111. So the
string-net condensed state the above solution is a superposition of branched string-nets.

After obtainingF ’s and v’s, we can construct the corresponding exact soluble HamiltonianHstrnet

(11.8.2). First we calculate the action ofB1
p on a few simple string-net states:

〈 ∣∣∣B1
p =

〈 ∣∣∣ ,
〈 ∣∣∣B1

p =
〈 ∣∣∣ . (11.10.8)

〈 ∣∣∣ B1
p =

1
v2
1

〈 ∣∣∣ +
1
v1

〈 ∣∣∣ ,

〈 ∣∣∣ B1
p =

1
v2
1

〈 ∣∣∣ +
1
v1

〈 ∣∣∣ ,

〈 ∣∣∣ B1
p =

1
v1

〈 ∣∣∣ +
1
v1

〈 ∣∣∣ +
1
v4
1

〈 ∣∣∣ (11.10.9)

We find thatB1 andBp is not hermitian whenv1 is not real. Thus only the solution withv1 =
√√

5+1
2

leads to a physical string-net model.

To construct the exact soluble HamiltonianHstrnet with Bp as a projector, we need solve (11.9.9) first.

Eqn (11.9.9) has two solutions:(a0, a1) = (5+
√

5
10 ,− 1√

5
) and(5−√5

10 , 1√
5
). The two sets of(a0, a1) allow us
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to construct two exactly soluble HamiltoniansHstrnet. The Hamiltonian from the first solution has extensive
degenerate ground states. In fact the ground state degeneracy is given byFNp for an open lattice, where
Np is the number of the hexagons andFn the Fubinachi number. The Hamiltonian has a finite number of
degenerate ground states for the second solution. The second solution also satisfies (11.9.12) withui = 1. So
the corresponding Hamiltonian has a canonical continuum limit and the string-net condensation on the lattice
can be regarded as a string-net condensation in the continuum space. In the following we will concentrate
on such a model. We call such a modelN = 1 string-net model.

Again we can associate a down-spin with a null string and a up-spin with the type-1 string and write the
Hamiltonian in terms of spin operators. SoHstrnet is still a spin-1/2 model in Kagome lattice. However, its
expression in terms of the spin-1/2 Pauli matrices is quit complicated. We will not writeHstrnet in terms of
the Pauli matrices.

All the eigenstates for the exactly soluble model are labeled by the common eigenvalues(eI , bp) of EI

andBp. The energy of the state is given by
∑

I(1− eI) +
∑

p(1− bp). eI = 0, 1 andbp = 0, 1 since both
EI andBp are projection operators. The states witheI = 1 on every vertex are the string-net states that
satisfy the branching rule. Those states are called closed string-net states. The different closed-string-net
states are labeled bybp. However, the labeling is not one-to-one. The number of the closed-string-net states
labeledbp is Fn wheren is the numberbp’s that are equal to 0.

We would like to point out that the hexagon withbp = 0 correspond to a quasiparticle excitation at
the hexagonp. Thus, the state that hasn hexagons withbp = 0 correspond to a state withn quasiparti-
cle excitations. The above result implies that even when we fixed the locations of the quasiparticles, the
corresponding states still have degeneracy. We would like to stress that the degeneracy is topological. No
perturbation can lift the degeneracy when the quasiparticles are far apart.

On a periodic Kagome lattice, the ground states of theN = 1 string-net model have a four-fold topo-
logical degeneracy and contain a non-trivial topological order. However, the topological order in the ground
states are very different from those in theN = 1 closed-string model discussed in the last subsection. The
low energy effective theory of theN = 1 string-net models are described by the truncatedSU3(2)×SU3(2)
non-Abelian Chern-Simons theory and the quasiparticles carry non-Abelian statistics. The topological de-
generacy of then-quasiparticle state makes the non-Abelian statistics possible.

11.11 Long string operators

11.11.1 Quasiparticles and invisible closed string operators

As we have seen in the last two sections that all the eigenstates of the string-net modelHstrnet (11.8.2) are
labeled by the common eigenvalues ofEI : eI = 0, 1 andBp: bp = b0, b1, ... The ground state corresponds
to eI = 1 and bp = b0 (b0 is the maximum eigenvalue ofBp). Changing a fewevI from 1 to 0 and
a few bp from b0 to b1, b2, ... correspond to creating a few quasiparticles. Those quasiparticles have finite
energies and short-range interactions. In this section, we are going to discuss the physical properties of those
quasiparticle excitations. First we would like to find the creation operators that create those quasiparticles.

This turns out to be a difficult task. One reason is that those quasiparticles cannot be created by local
operators in our “spin” modelHstrnet. For example, in theN = 1 closed-string model discussed in the last
section, the quasiparticle created by changingevI from 1 to 0 correspond to an end of open string. There is
no way to create a single end of string alone. The ends of string can only be created by a string operator and
their can only be created in pairs. (A string operator, by definition, is a operator formed by the product of
local operators on a curve.)

Clearly, a string operator will create an excitation above the ground state. In general, such a excitation
behave like an extended object (say with an energy proportional to its length). So the string operators that
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(b)(a)

Figure 11.15: (a) An open string with two ends. (b) The open string is unobservable in the background of
string-net condensed state. Thus the ends of open strings behave like independent particles.

α

Figure 11.16: TheBs
p operator creates a small loop of type-s string. The long string loop is created by the

string operator.

create our quasiparticles must be very special. They must create excitations whose energy do not depend on
the length of string. Further more, different strings that share the same ends must create exactly the same
excitation. That is the string itself (apart from its ends) is unobservable. Is this possible? The answer is
yes, but it can only happen in the string condensed state (see Fig. 11.15). The invisibility of a string means
that the corresponding closed string operatorW (Cclose) does not create any thing from the ground state.
Mathematically, this means that the ground state is an eigenstate of the closed string operator

W (Cclose)|ground〉 = λ|ground〉.

We may rescale the operatorW (Cclose) to make the eigenvalue to beλ = 1: In this way, we obtain
〈ground|W (Cclose)|ground〉 = 1. The above result is very similar to the order parameter characteriza-
tion of symmetry breaking state:〈ground|φ(x)|ground〉 = constant.

We see that there are two pictures for string-net condensation. In the first picture, we view a string-net
condensed state as a superposition of different string-nets whose size is as large as the system. This is the
picture adapted in this chapter. In the second picture, we may view a string-net condensed state as a common
eigenstate of non-trivial closed string operators. The closed strings can have arbitrary shapes and their size
can be as large as the system. The second picture is more general, which was used in the last chapter. In the
second picture, different string-net condensed states are classified by different algebras of the closed string
operators.

11.11.2 Simple string operators

One way to find invisible string operators is to find string operators that commute with the Hamiltonian
except near its end, in other words, to find closed string operator that commute with the HamiltonianHstrnet

(11.8.2)
[W (Cclose),Hstrnet] = 0

Certainly, a product local identity operators along a loop satisfies the above above condition. (A local
identity operator, by definition, is the identity operator that acts within the local Hilbert space on a site.) But
obviously, such a string operator is trivial. We need to find non-trivial closed-string operators that commute
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with Hstrnet. But what does “non-trivial” mean? One definition of non-trivial closed-string operators is the
following. We know that we can always obtain open-string operators from closed-string operator. A non-
trivial closed-string operator has a properties that its corresponding open-string operator never commute
with the HamiltonianHstrnetno matter how we modify its ends (by multiplying local operators near the ends
of the open string).

First let us try to find the string operator that creates quasiparticle corresponding toeI = 0. Those
quasiparticles are ends of strings. From the graphic representation of theBs

p operator, we see thatBs
p

creates a small loop of type-s string around a hexagon (see Fig. 11.12). AlsoBs
p commute with theHstrnet.

So if we can generalizeBs
p to a closed string with any length and shape, the resulting operator, denoted as

Ws(C), will be the desired closed-string operator.

Since theBs
p is obtained by simply adding a small loop of string, its natural generalization appear be

adding a large loop of string (see Fig. 11.16). Here we would like to point out that the “string” in the string
operator and the “string” in the string-net condensed state are quite different things. The “string” in the
operator represents a product of operators along the string, while the “string” in the string-net condensed
state represents a collection of “flipped” spins. So we will use dash line to represent “string” in the operator.
Its the action of the string operator that produces the strings in the state. Or in other wrods, the action of the

dash line produces solid line:
∣∣∣ α

〉
=

∣∣∣ s
〉
‘

The explicit form of the matrix elements ofBs
p are obtained from the local rules (11.4.1) – (11.4.4).

Similarly to obtain the matrix elements ofWs(C) that creates a long string, we can start with its graphic
representation (see Fig. 11.16) and then use local rules.

We note that the long string and the small loop created byBs
p have an important difference. The small

loop created byBs
p never cross the strings that are already in the state. (The strings in the state always live

on the links.) However, a long string in general does cross those strings. So we need additional local rules to
handle the crossing. It turns out that the following set of local rules for string operators allow us completely
determine the their matrix elements:

∣∣∣ α〉
=

∣∣∣ s
〉
‘

∣∣∣
α

i

〉
=

∑

j

ωj
s,i

∣∣∣
i s

s i

j
〉

∣∣∣ α

i〉
=

∑

j

ω̄j
s,i

∣∣∣ js

i s

i
〉

(11.11.1)

whereωj
s,i andω̄j

s,i are complex numbers. Eqn (11.11.1) in fact defines the close string operatorWs.

Since we are interested in the invisible closed-string operators whose action does depend on the shape
and the position of the strings, so we requireωj

s,i andω̄j
s,i to satisfy

∣∣∣ kα
i

j 〉
=

∣∣∣ k
i

j α 〉
(11.11.2)

∣∣∣ α

i〉
=

∣∣∣i* α

〉
(11.11.3)

Using the local roles (11.9.1) and (11.11.1), we can rewrite the above as algebraic equations

ω̄m
s,jF

sl∗i
kjm∗ωl

s,i

vjvs

vm
=

N∑

n=0

F ji∗k
s∗nl∗ω

n
s,kF

jl∗n
ksm∗

ω̄j
s,i =

N∑

k=0

ωk
s,i∗F

is∗k
i∗sj∗ (11.11.4)
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Figure 11.17: The placement of the string operatorWs(C). The think lines are links that form the oriented
loop C. The links attached to the loopC are the legs ofC. The spin states on the legs are labeled byek.
The spin states onC are labeled byik. The vertices onC are labeled byIk. We note that the string operator
cross the linkk only whenC turns (right, left) or (left, right) at (Ik, Ik+1).

Note thats in the above equations is fixed.

After finding the solutions of eqn (11.11.4), we can calculate the matrix elements using the local rules
(11.9.1) and (11.11.1). The placement of the closed string operator follows the convention in Fig. 11.17. We
find that the string operatorWs(C) only changes the spin states on the pathC (see Fig. 11.17). The matrix
elements also depend on spins on the legs ofC. The matrix element of string operatorWs(C) between an
initial spin statei1, ...iN and final spin statei′1, ...i

′
N on the path is of the form

(Ws(C))i′1i′2...i′N
i1i2...iN

(e1e2...eN ) =

(
N∏

k=1

F s
k

)(
N∏

k=1

ωs,k

)
(11.11.5)

wheree1, ..., eN are the spin states of theN “legs” of C (see Fig. 11.17) and

F s
k =





F
eki∗kik−1

s∗i′k−1i′∗k
, if C turns left atIk

F
eki∗k−1ik

si′ki′∗k−1
, if C turns right atIk

(11.11.6)

ωs,k =





vik
vs

vi′
k

ω
i′k
s,ik

, if C turns right, left atIk, Ik+1

vik
vs

vi′
k

ω̄
i′k
s,ik

, if C turns left, right atIk, Ik+1

1, otherwise

(11.11.7)

Because of (11.11.2), one can show that the above long string operator commute withBs
p andEI , and hence

Hstrnet, using the graphic representation.

We can easily obtain open string operator from the above closed string operator. Such a open string
operator will create a pair of quasiparticles that correspond to ends of type-s string.

However, the equations (11.11.4) have more then one solutions! The different solutions give rise to
different long string operators that all create a loop of type-s string when acting on a state without strings.
However, the action of those different long string operators on a state with strings are different.

To understand the meaning of those different solutions, let us consider the case of Abelian gauge theory.
The solutions to (11.11.4) can be divided into three classes. The first class is given byωj

s,i
vivs
vj

= ω̄j
s,i

vivs
vj

=
1 for s 6= 0. These string operators create type-s strings that correspond to electric flux lines in the gauge
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theory. The corresponding open string operators create a pair of electric charges. The second class of
solutions is given byωj

0,i
vi
vj

= (ω̄j
0,i

vivs
vj

)∗ 6= 1 for s = 0. These string operators create no strings, but
they modify the string-net wave function. Those operators are similar to the vortex creation operators in the
superfluid. The associated open string operators create a pair of quasiparticles that correspond to changing
bp for b0 to some other values. Those quasiparticles correspond to the magnetic-flux excitation in the gauge
theory. The third class hass 6= 0 andωj

s,i
vivs
vj

= (ω̄j
s,i

vivs
vj

)∗ 6= 1. The corresponding open string operators
create quasiparticles which correspond to electric-charge/magnetic-flux bound states. This accounts for all
the quasiparticles in(2 + 1)D Abelian gauge theory. Therefore, all the string operators are simple in this
case.
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