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Abstract

The extensive use of local networks is beginning to drive
requirements for internetwork facilitics that connect these local
networks. In particular, the availability of multicast addressing in
many local nctworks and ils usc by sophisticated distributed
applications motivales providing multicast across internetworks.

In this paper, we propose a modcl of service for multicast in an
internetwork, describe how this service can be used, and describe
aspects of its implementation, including how it would fit into onc
cxisting internctwork architecture, namely the US DoD) Internet
Architccture.l

1. Introduction

Multicast is (he transmission of a datagram packet to a sct of
zero or more destination hosts in a nctwork or internetwork, with
a single address specifying the sct of destination hosts.  For
example, hosts A, B, C and 1) may be associated with multicast
address X. On transmission, a pdckel with destination address X is
delivered with datagram reliability to hosts A, B, C and D.

Multicast has two primary uscs, namecly distributed binding
and multi-destination delivery. 1t is useful for binding when one
or more of a sct of hosts contain the desired object but particular
host addresses arc not known, only a multicast address. For
cxample, in a distributed file system, all the file servers may be
associated with one multicast address. 'To bind a file name to a
particular scrver. a client sends a query packel containing the file
namc lo the file server muiticast address, which is dclivered to all
the file servers. The server (hat recognizes the file name then
responds o the dient, allowing subsequent interaction directly
with that server host. 'This also illustrates the use of multicast for
logical addressing. 'The multicast address for a group of hosts can
denote finction rather than location. One can similarly associale
the group of time scrvers, name servers, computation servers and
so on cach with their own multicast address.

Multi-destination delivery is uscfu! to scveral applications.
including:

@ distributed, replicated databases!> 2,
° confcrcncing3.

@ distribuied parallel computation, including distributed
gaming?.
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Idcally, multicast transmission to a sct of hosts is not more
complicated or expensive for the sender than transmission to a
single hosl. Similarly, multicast transmission should not be more
expensive for the network than traversing the shortest path tree
that connccts the sending host to the hosls identificd by the
multicast address.

Multicast, transmission to a sct of hosts, is properly
distinguished from from broadcast, (ransmission to @/l hosts on a
nctwork or intcrnctwork.  Broadceast is rot a gencrally uscful
facility since there are few reasons for coimmunicating with all
hosts. In fact, it is best viewed as an “accident of the technology”
for broadcast nctworks in the same way that scll-modifying
programs arc an accident of the technolopy for stored program
machines: just because the lechnology provides it does not mean
it is efficient or safc to usc. A proper multicast facility allows
cfficient transmission (o mulliplc hosts while avoiding
unnccessary loading of the network and receiving hosts that arises
with broadcast.

Multicast is now availablc in standard local networksS. [or
cxample, the Fthernet® provides 247 multicast addresses. Sending
a packel to an Ethernet mullicast address delivers it (with
datagram reliability) (o the sct of hosts listening to that multicast
address. A varicty of local network applications and systems
make usc of this facility. I‘or instance, the V distributed system’
uses  network-level multicast  for implementing  efficient
operations on groups of processes spanning multiple machines,
Similar use is being made for replicated databasces! and other
distributed applicaliouss. Providing multicast in the internetwork
cuvironmient would allow porting such locid network distributed
applications 1o the internetwork, as well as making some existing
inlcrnelwork applications more robust and portable (by, for
cxample, removing wired-in lists of addresses, such as gateway
addresses).

In current internclwork environments, an application logically
requiring multicast must send individually addressed packets to
cach recipient. ‘There are (wo problems with this approach.
Lirstly, requiring the sending host to know the specific addresscs
of all the recipients defeats ils use as a binding mechanism. Tor
cxample, a diskless workstation needs on boot to determine the
network address of a disk scrver and it is undesirable to “wire in"
specific network addresses. With a multicast facility, the multicast
address of the disk servers (or name servers that holds the address
of the disk server) can be well-known, allowing the workstation (o
transmil its initial queries to this address.

Sccondly, transmitting multiple copics of the same packet
makes inclficicnt use of network bandwidth, galeway resources
and sender resources.  For instance, the same packet may
repeatedly traverse the same network links and pass through the
same gateways, l'urthermore. the network Ievel cannot recognize
multi-destination delivery to take advantage of multicast facilitics
that the underlying network technologics may provide. lor
cxample, local-arca bus, ring, or radio nctworks and even
satcllite-bascd widc-arca networks can provide cfficient multicast
delivery directly.  Besides using  excessive  communication
resources, the use of muttiple transmissions o cffect multicast
severely limits the amount of parallclism in transmission and



processing that can be achicved compared to an inteprated
nulticast facility.

In this paper, we describe a model of multicast service we calt
host groups and discuss aspects of implementing this service in a
datagram internetwork environment. We argue that it is feasible
to implement this facility in an internctwork as an extension of
the cxisting "unicast” internetwork datagram modcl and
mechanism.,

We restrict oursclves to the communication environment of a
datagram-bascd internctwork, like the 1P9 or XNS!0 internctwork
architecturcs. In these architectures, all hosts employ a common
internctwork datagram format and a common internetwork
addressing convention to identify the sources and destinations of
datagrams.  On (ransmission, an inlernctwork datagram is
delivered to its destination address with "best efforts™ reliability,
via the transmission services of the underlying networks and the
relaying services of the gateways. "This service best corresponds to
OSI layer 3 or the network level in providing host-to-host
delivery. Reliable delivery, including crror handling and flow

control, is handled by higher-level protocols that operate in terms
of internetwork datagrams.

Fiigure 1 illustrates a heterogeneous collection of independent
networks interconncected by hosts that serve as store-and-forward
gateways typical of datagram internctworks.

Satellile Nelwork e | OcCal Area Network

@ o Gateway
Wide Area Network
‘de Arcaielw O Host

Figure 1 A Typical Internetwork

In Figure 1, a satellite network and a wide area. store-and-forward
network connecet several local arca networks as well as individuat
hosts.  ‘The combination of broadeast and point-to-point
technology plus the usual complications of different speeds, delay
and  maximum  transmission  unil make  an cfficient
implementation of multicast a challenge.

The next section describes the host group model of multicast
service.  Scction 3 describes the implementation strategy we
proposc.  Scclion 4 describes how this cxtension fits into the
current US DoD) Internet architecture and bricfly touches on
other internelwork architectures.  Section S iltustrates how this
facility can be used by a varicty of applications. Scction 6 relates
this modcl to other proposals, Finally, we conclude with remarks
on the status of our cxperimental prototype implementation of
host groups and our future dircctions for investigation,
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2. The Host Group Model

in an internctwork designed in the host group model, cach
internctwork address identilies a host group. A hesr group is a set
of zero or more hosts in one internclwork. - When an
internctwork packet is sent, it is delivered with “best efforts”
datagram rcliability to all members of the host group identified
by the internetwork address in the packet destination field.

The sender need not be a member of the destination proup.
We refer to such a group as open, in contrast to a closed group
where only members are allowed to send to the group. We chose
to provide open groups because they arce more flexible and more
consistent as an extension of conventional unicasts models (cven
though they are harder to implement).

Dynamic management of group membership provides flexible
binding of internctwork addresses to hosts. Hosts may join and
leave groups over lime. A host may also belong 1o morce than one
group at a time. Iinally, a host may belong to no groups at times,
during which that host is unrcachable within the internctwork
architccture. In fact, an internctwork host nced not have an
individual internetwork address at all.  Some hosts may only be
associaled with multi-host group addresses. lor instance, there
may be no rcason o contact an individual time server in the
internctwork, so time servers would not require individual
addresses. Similarly, a bank of shared processors may be identical
from the standpoint of clients and only acquire individual
internetwork addresses while they are serving individual clicnts.

Internctwork addresses are dynamically allocated for fransient
groups, groups that often last only as long as the exccution of a
single distributed program. A range of host group identifiers is
reserved for identifying permanent groups. One use of permanent
host groups identifiers is for host groups with standard logical
mcanings such as "name server group”, "bool scrver group”,
“internctwork monitor group”, clc.  Permancaotly assigned
addrcsses are also used for conventional single-host addresscs.

‘The host group madel of internetwork generalizes the binding
of internetwork addresses to internetwork hosts by allowing one
address to bind to multiple hosts on multiple networks, more than
onc address to be bound (in part) to one host, and the binding of
an address to host to be dynamic, i.c. possible lo modily under
application control. For performance reasons, the conventional
casc of single-member groups is handled specially as an
optimization. A range of internctwork addresses are reserved for
designiating groups of at most one internetwork host, allowing the
delivery  micchanism (o make  appropriate  optimizations.
Morcover, if the internetwork address is staticatly bound to a host
permanently attached through one network, a network identifier
can be cmbedded as a sublicld of its internctwork address in
order lo simplily gateway rouling. As should be apparent, this
special case corresponds to the unicast facility provided by several
current datagram-based internetwork archilectures, including IP
and XNS. ‘Thus, the host group mode! is a compatible cxtension
of these architectures.

‘The following subsections provide further details of the model.
2.1 Host Group Management
Dynamic binding of internelwork addresses 1o hosts is

managed by the following three operations available to higher-
level protocols or applications:

3 reality, the intemetwork address is bound to network interfaces or
host access ports, not the host machine per se,

4n s procedure call notation, the argunients for an operation are
listed in parentheses after the operation name, and the returned values, if
any, are lisicd afler a ==> symbol,



CreateGroup ( type )
-=~> outcome, group-address, access-key

requests the creation of a new transieat host group with the
invoking host as its only member. The type argument specifics
cither a gencral group or a one-member-only group plus whether
the group is restricted or unrestricted. A restricted group restricts
membership based on the access-key. Only hosts presenting a
valid host access-key are allowed to join. Al unrestricted host
groups have a null access-key. outcome indicates whether the
request is approved or denied. If it is approved, a new transient
group address is returned in group~address. access-key is
the protection key (or password) associated with the new group.
This should fail only il there are no free transient group
addresses.

JoinGroup ( group-address, access-key )
--> outcome

requests that the invoking host become a member of the
identified host group (permanent or transient). outcome
indicates whether the request is approved or denied. A request
may be denied if the access key is invalid.

LeaveGroup ( group-address )
-~=2> outcome

requests that the invoking host be dropped from membership in
the identificd group (permancnt or transient). outcome
indicates whether the request is approved or denied.

‘There is no opceration to destroy a transient host group because
a transient host group is deemed to no longer exist when its
membership goes 1o zero.

Notc that in conventional internctworks allocation and

binding of internetwork addresses is typically performed statically
by internctwork administrators

2.2 Packet Transmission

Transmission of a packel in the host group model is controllcd
by two paramcters of scope. one being the destination
internctwork address and the other being the "distance” to the
members in the group. In particular,

source-address,
data, distance )

Send ( dest-address,

transmits the specified data in an internetwork datagram o the
hosts in the host group specified by dest-address that are
within the specified distance. The destination address is thus
similar to conventional networks except that delivery may be to
multiple hosts: the distance parameter requires further discussion,

Distance may be measured in several ways, including number
of nctwork hops, time to deliver and what might be called
administrative distance.  Administrative distance refers to the
distance between the admimistrations of two different networks.
For cxample, in a company the networks of the research group
and advanced devclopment group might be considered quite
closc o cach other, nctworks of the corporalc management more
distant, and nctworks of other companies much more distant.
Onc may wish {0 restrict a query to members within onc's own
administrative domain because servers outside that domain may
nol be (rusted.  Similarly, crror reporting outside of an
administrative domain may no! be productive and may in fact be
confusing,.

Besides limiting the scope of transmission, the distance
parameter can be used to control the scope of multicast as a

174

binding mechanism and to implement an cxpanding scope of
search for a dcsired scrvice. For instance, to locate a name server
familiar with a given name, onc might check with nearby name
servers and cxpand the distance (by incrementing the distance on
retransmission) to include more distant name servers untit the
name is found.

To rcach all members of a group, a sender specifics the
maximum valuc for the distance parameter. This maximum must
exceed the "diameter” of the internctwork.

The distance parameter can be viewed as an cxtension of the
time-to-live or hop count parameters that arc uscd in scveral
internetwork architectures to prevent infinite routing cycles. In
those cases, the distance paramecter basically ensurcs that the
delivery mechanism only cxpends a finite amount of work in
delivery and therefore discards a packet caught in a routing loop.
‘The distance parameter in the host group model refines this finite
bound into further gradations.

Rather than dcfine specific semantics of the distance
parameler in the model, we sce it having a refinement of the
sermantics of the time-to-live or hop count parameters specific Lo
cach internetwork architecture.  Tlowever, iu all cascs, there is a
nced for well-known boundarics valucs that coincide with
administrative domains. lor instance, there is a need for a
distance valuc that corresponds (o “not outside this local
nctwork”.

Packet reception is the same as conventional architcctures.
That is,

Receive ()

--> dest-address, source-address, data

returns the next internctwork datagram that is, or has been,
received.

2.3 Delivery Requirements

We identily several requirements for the packet delivery
mechanism that are cessential to host groups being a uscful and
used facility.

Tirstly, given the predominance of broadcast local-arca
nctworks and the locality of communication to individual
networks, the delivery mechanism must be able to exploit the
hardware’s capability for very efficient multicast within a single
local-arca nctwork.

Sccondly, the delivery mechanism must scale in sophistication
to clficicnt delivery across the internciwork as inlernetworks
acquirc high-speed wide-arca communication links and high
performance gateways. ‘The former are being provided by the
introduction of high-speed satellite channels and long-haul fiber
oplic links. ‘The latter are made feasible by the falling cost of
memory and processing power plus the increasing importance in
controlling access to rclatively unprolected local  network
cnvironments. A host group delivery mechanism mwst be able to
lakce advantage of these (rends as they m;lle[ialize.

Finally, the delivery mechanism must avoid  "systematic
crrors” in delivery to members of the host group. ‘That is, a smatl
number ol repeated transmissions must result in delivery to all
group members within the specified distance, unless a member is
disconnccted or has failed. We refer to this property as coverage.
In general, most reliable protocols make this basic assumption for
unicast dclivery. It is important to guarantee this assumption for
multicast as well or clse applications using multicast may fail in
unexpected ways when coverage is not provided. For cfficicacy,
the multicast delivery mechanism should also avoid regularly
delivering multiple copics of a packet to individual hosts.

T‘ailure notification is not vicwed as an cssentiaf requirement
given the datagram semantics of delivery. However, a host group
extension of internetwork architectures such as 1P and XNS



should provide "hint"-level failure notilication as the natural
extension of their failure notification for unicast.

3. Implementation

In this section, we sketch a design for implementing the host
group modcl in a datagram internetwork, This description of the
design is given to further support the feasibility of the host group
model as well as point out some of the problems yet to be
addressed.

Implementation of host groups involves implementing a
binding mechanism (binding internetwork addresses to zero or
more hosts) and a packet delivery mechanism (delivering a packet
to cach host to which its destination address binds). This facility
fits most naturally into the gateways of the internetwork and the
switching nodes of the constituent point-lo-point networks (as
opposed to scparate machines) because multicast binding and
dclivery is a natural extension of the unicast binding and dclivery
(i.e. routing plus storc-and-forward). 'That is, a multicast packet is
routed and trarsmitted to multipic destinations, rather than to a
single destination.

A gateway n a host group internctwork is thus viewed as a
"communication server”, providing multicast delivery and host
group management. The multicast delivery service is invoked
implicitly by scnding packets addressed to host groups, with
unicast delivery as a special case. 'The group management service
is invoked explicitly using a request-response transaction protocol
between the client hosts and the server gateways.  In addition to
the operations for creating transient host groups and adding and
deleting host :nemberships in groups (Section 2.1), the gateway
supporls operations for administrative allocation of permancnt
group addresses, including static, single-host group addresses (i.c.
unicast addresses).

In the following description, we start with a basic, simple
implementation that provides coverage and then refine this
mechanism with various optimizations to improve efficiency of
delivery and group management,

3.1 Basic Implementation

A host group defines a nerwork group, which is the sct of
networks contiaining current members of the host group. When a
packet is sent 1o 1 host group, a copy is delivered to cach network
in the corresponding network group. 'Then, within cach network,
a copy 1s delivered to cach host belonging 1o the group.

To support such multicast dchivery, cvery internet gateway
maintains the following data structures:

® routing  fablc:  conventional  internetwork  routing
information, including the distance and direction to the
nearest paleway on every network.,

® nerwork memtbership table: A set of records, one for every
currently existing host group. ‘The network membership
record for a group lists the nctwork group, i.e. the nctworks
that contain members of the group.

® Jocal host membership table: A set of records, one for cach
host gronp that has members on direetly attached networks,
Yach local host membership record indicates the local hosts
that arc members of the associated host group.  lor
nctworks that support multicast or broadcast, the record
may contain only the local nerwork-specific multicast
address used by the group plus a count of local members,
Otherwise, local group members may be identificd by a list
of unicast addresscs 1o be used in the software
implementation of multicast within the network.

A host invokes the muliicast delivery service by sending an
internctwork datagrant to an immediate neighbour gateway (i.c. a
gateway that is dircctly atlached to the same nctwork as the
sending host).  Upon receiving a datagram from a directly
attached network, a gatcway looks up the network membership
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record corresponding to the destination address of the datagram.
l'or cach of the nctworks listed in the membership record, the
gateway consults ils routing table. If, according to the routing
table, a member network is directly attached, the gateway
transmits a copy of the datagram on that network, using the
network-specific multicast address allocated for the group on that
network. For a member network that is not dircctly attached and
is within the distance constrainl specificd in the dalagram, the’
pateway creates a copy of the datagram with an additional inter-
gateway header identifying the destination network. ‘This inter-
gateway datagram is forwarded to the ncarest gateway on the
destination network, using conventional  store-and-forward
routing techniques. At the gateway on the destination network,
the datagram is stripped of its inter-gateway hcader and
transmitted to the group’s multicast address on that network.
Member networks that are beyond the datagram’s distance
constraint are ignored.

The network membership records and the network-specific
multicast structures  are updated in  response to  group
management requests from hosts. A host sends a request to
create, join, or leave a group to an immediate neighbour gateway.
If the host requests creation of a group, a ncw network
membership record is created by the scrving gateway and
distributed to all other gateways. If the host is the first on its
network 10 join a group, or if the host is the 1ast on its network o
lcave a group. the group’s network membership record is updated
in all gateways. The updates need not be performed atomically at
all pateways, duc to the datagram delivery scmantics; hosts can
tolerate misrouted and lost packets caused by temporary gateway
inconsistencics, as long as the inconsistencics are resolved within
normal host retransmission periods. In this respect, the network
mcmbership data is similar to the nctwork rcachability data
maintained by conventional routing algorithms, and can be
handled by similar mechanisms.

In many cases, a host joins a group that alrcady has members
on the same network, or leaves a group that has rcmaining
members on the same network.  This is then a local matter
between the hosts and gateways on a single network: only the
Jocal host membership 1able needs to be updated to include or
exclude the host;

This basic implementation strategy meels the  delivery
requirements stated at the end of Scction 2. However, it is far
from optimai, in terms of cither delivery efficiency or group
management overhead. One simple improvement is 1o recognize
the important special case of static, onc-member-only groups.
This again corresponds lo the conventional unicast provided in
(for example) IP and XNS. In this case, the internetwork address
for the single-host group encodes within it the network of the one
host so there is no need to maintain a separate group membership
record for that group. Conscquently, the numbcer of group
membership rccords in the galeways is greatly reduced.  Also,
dclivery 1o these groups degencrales (o conventional unicast
techniques such as currently used in 1P and XNS
implementations. Below, we discuss some further refincments to
the basic implementation.

3.2 Multicast Routing BetweenNetworks

Multicast routing among the internetwork gateways is similar
to store-and-forward routing in a point-to-point network. ‘The
main difference is that the links between the nodes (gateways) can
be a mixture of broadcast and unicast-lype networks with widely
different throughput and delay characteristics.  In addition,
packels arc addressed 1o nctworks rather than hosts (at the
gateway level),

We use the extended reverse path forwarding algorithm of
Dalal and Metealfell.  Although originally designed  for
broadcast, it is a simple and efficient technique that can serve well
for multicast dclivery if nctwork membership records in cach
gateway arc augmented with information from ncighbouring



gateways. This algorithm uscs the source nctwork identifier,
rather than a destination network identifier to make routing
dccisions.  Since the source address of a datagram is a general
group address. it cannot be used (o identify the source network of
the datagram; the first gateway must add a header specifying the
source  network. This approach minimizes redundant
transmissions when multiple destination networks are rcachable
across a common intergateway link, a problem with the basic
implementation described carlier.

Note that we climinated from considcration techniques that
fail 10 deliver along the branches of the shortest delay Lree rooted
at the source, such as Wall's center-based I'orwarding12 because
this compromiscs the mecaning of the multicast distance parameter
and detracts {rom multicast performance in general. We also
rejected the approach of having a multicast packel carry more
than onc nctwork identifier in its inter-gateway headcr to indicate
multiple dcstination networks because the resulting variable
length headers would cause buflering and  fragmentation
problems in the gateways.

3.3 Multicasting Within Networks

A simple optimization within a network is to have the sender
use the local multicast address of a host group for its initial
transmission. This allows the local host group members to reeeive
the transmission immediately along with the gateways (which
must now “cavesdrop” on all multicast transmissions). A gatcway
only forwards the datagram il the destination host group includes
members on other networks.  ‘This scheme reduces the cost to
reiach local group members to one packel transmission from two
required in the basic implementationd so transmission to local
members is basically as efficient as the local multicast support
provided by the network.

A similar opportunity for reducing packet traffic ariscs when a
datagram must traverse a network o get from one paleway to
another, and that nctwork also holds members of the destination
group. Again, usc of a nctwork-specific multicast address which
includes member hosts plus gateways can achicve the desired
cffect. However, in this case, hosts must be prepared to accept
datagrams that include an inler-galeway header or, alternatively,
cvery datagram must include a spare ficld in its header for use by
gateways in licu of an additional inter-gateway header.

3.4 Distributing Membership Information

A refinement to host group membership maistenance is to
store the host group membership record for a group only in those
pateways that are directly connccted o member networks.
Information about other groups is cached in the gateway only
while it is required 1o route to those other groups When a gateway
receives a datagram (o be forwarded (o a group for which it has
no network membership record (which can only happen if the
gateway is not dircctly connccted to a member network), it takes
the foltowing action. ‘Ihe gateway assumces temporarily that the
destination group has members on  every ncelwork in the
internctwork, cxcepl those directly attached to the sending
pateway, and routes the datagram accordingly.  In the inter-
gateway header ol the outgoing packet, the pateway scts a bit
indicating that it wishes o reccive a copy of the network
membership record for the destination host group. When such a
dalagram rcaches a galeway on a member network, that pateway
sends a copy of the membership record back to the requesting
gateway and clears the copy request bit in the datagram.

Copics of nclwork membership records sent Lo gateways
outside of a group’s member networks are cached for usc in
subscquent transmissions by thosc gateways. That raiscs the

5Onc unicast transmission from scnder to, gateway and onc multicast
transiission from gateway to local group members
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danger of a stalc cache entry leading to systematic dclivery
faitures. To counter thal problem, the inter-galcway hcader
contains a ficld which is a hash value or checksum on the network
membership record used to route the datagram. Gateways on
member networks comipare the checksum on incoming datagrams
with their up-to-date records. If the checksums don’t match, an
up-to-date copy of the record is returned to the gatcway with the
bad record,

This caching stratcgy minimizes intergateway traffic for groups
that ar¢ only uscd within one network or within Lhe sct of
networks on which members reside, the expecled common cases.
Partial replication with caching also reduces \he overhead for
network tralfic to disseminatc updatcs and kecp all copics
consistent. Finally, it also reduces the space cost for data in large
internetworks with large numbers of muliiple host groups.

We have not addressed here the problem of maintaining
up-to-date, consistent network membership records within the set
of gateways connected to members of a group. ‘This can be
viewed as a distributed databasc problem which has been well
studicd in other contexts. The loose consistency requirements on
network memibership records suggest that the techniques used in
Grapevine!3 might be useful for this application.

4. Integration into the DoD Internet

To show how the host group model con be supported by
straightforward  extension  of an  cxisting  internetwork
architccture, we outline how it might fit into the US Dol
Internet.

The current Internet provides unicast datagram  delivery
between hosts on a wide variety of networks, both local-area and
widc-arca, broadcast and point-to-point. An Internet address is a
32-bit valuc consisting of two subliclds: a nctwork number and a
host-within-nctwork number. Every Interr el gateway maintains a
routing lable that specifics the distance and direction to cvery
nctwork in the Internet, relative to the gateway. Thus, given a
datagram, a gateway can determine [rom the network number
subficld of its destination address, where to send it next on the
path towards ils destination,  When the datagram reaches a
gateway into its destination nctwork, that gateway maps the
host-within-network number to a local nctwork address for final
delivery.

The cxisting architecture supports our mode! of static, one-
member-only groups.  We extend this archilecture to support
multiple host groups by reserving, a single network number to
identily all such groups. Fach  multiple host  group is
distinguished by a unigue value in (he host-within-nctwork
subficld of its internet address.  ‘The Interncl gateways are
augmented with the dala structures and procedures discussed in
Scction 3 to support interncl multicast.

An IP datagram contains a "time to live" field which is
decremicnied by the gateways once a sccond and on cvery
network hop. If the time to live goes o zcro before the datagram
reaches its destination, the datagram is discarded. In the host
group implementation, this field is uscd to limit the delivery
distance ol multicasts.

Other datagram internetwork architectures yicld to similar
cxicnsions, l'or cxample, the Xerox Nelwork Systems
architecture is cssentiafly identical 1o the Do) Internet with
regards 1o address encoding {(network, host-within-network) and
contents of routing lables. XNS datagrams contain a hop count
ficld that can be used for multicast scope control.

The proposed ISO internetwork prolocol14 provides the same
style of internetwork datagram service as 1P or XNS. ‘The draft
proposal for ISO internetwork addresses 3 specifics a much more
complex structure than the fixed-length, two-level hicrarchical
addresses of 1P and XNS. A mwore sophisticated, possibly
hicrarchical, distribution of the network membership records
would be appropriate for the cnormous potential size of the 1SO



“world network”.
5. Use of Multicast

A number of applications that can usc multicast have been
cited carlier in the paper, including distributed databases,
confercncing, distributed computation and locating internctwork
services. Rather than describe these applications in greater detail,
we focus on some general issucs that were identified in previous
work’. (This work dcalt with the use of local network multicast in
a distributed operating system to support the concept of
interprocess group communication where process groups are
distributed across host groups.)

A key issue is providing reliable communication as required
by the application. Firstly, some applications, such as real-time
conferencing, de not need reliable delivery, assuming the periodic
updates are generally received.  Secondly, binding applications,
such as locating a name server, do not require delivery to all but
simply a positivc response from at Jeast onc host. Retransmission
with possibly expanding scope of scarch until a response is
reccived provides the required semantics.

As an aside, ane might argue that the binding use is only really
requircd to locate a name scrver. While true in theory, it may be
simpler for some applications to locate other servers directly using
this simple scarch protocol. Then they do not need to implement
the protocol to lookup a name in the name server as well as this
simple scarch protocol to locate the name server in the first place.
For exampile, the PROM network loader for diskless workstations
might be simpler if it can locate a boot server using a boot server
group address directly rather than going through a name server.

For applications requiring reliable delivery, there are basically
two approaches. The most common approach is to place the onus
for rehiable delivery on the sender. Here, the sender knows the
membership of a group and retransmits to the group until it has
reccived acknowledgements from cach group member. As an
optimization, the scnder can use unicast to retransmit (o
particular group members if the number of missing
acknowledgements is relatively small compared to the cardinality
of the host group.

The sccond approach places the onus on the receivers to
implement reliable delivery, what we call publishing. 1t is so
named because it mimics real world publishing.  ‘That is,
information to be sent lo a group, the swbscribers, is filtered
though the publisher, which collates and numbers the information
before issuing it to the subscribers. A subseriber noticing a
missing issuc by a gap in the issue numbers or a new issuc not
being received in the expected time interval requests the back
issue from thc publisher. Thus, instecad of automatic
retransmisston until the receiver acknowledges the message, the
recciver must request retvansmission if it is required.

A family of reliable multicast protocols is specified by Chang
and Maxemchuk € that combincs both techniques built on top of
an unrcliable broadcast or multicast network. ‘They describe a
protocol that guarantees not only that all group members receive
all messages, but also that they all receive the messages in the
same order, regardless of the number of scoders.  'urthermore,
this strong level of reliability is achieved with only one
acknowlcdgement per message in the normal case, no single point
of failure, and survival in the face of multiple host failures and
recoverics.
protocol (o support a distributed, replicated database.

In general, the problem is not implementing reliable delivery
for multicast dclivery but choosing the right trade-off between
cost, performance and reliability as required by the application.
We have briefly described some basic techniques.  Towever,
further study is required to understand these tradc-offs with
various applications and internetworking parameters.

In another patpcrl. Chang describes the use of this.
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6. Related Work

There is relatively little published work on the use or
implementation of internctwork multicasting.

Wall's thesis!? presents several mechanisms for performing
efficient broadcast and multicast delivery in point-to-point
networks.  His results can be applied 1o providing multicast
within point-to-point nctworks that are constituents of an
internctwork, and to the problems of multlicast routing to
“network groups” of gateways.

Boggs, in his thesis3, describes a number of distributed
applications that are impossible or very awkward to support
without the flexible binding nature of broadcast addressing.
Although he rccognizes Lhat almost all of his applications would
be best served by a multicast mechanism, he advocales the use of
"directed broadeast” because it is casy to implement within many
kinds of nctworks and can be extended across an internctwork
without placing any new burden on internctwork gateways.
Unfortunatcly, broadcasting has the undcsirable side effect of
delivering packets to morc hosts than necessary, thus incurring
overhead on uninvolved partics and possibly creating security
problems. Furthermore, directed broadeasting supports simple
communication with unknown destinations on directly connected
networks only: for destinations on more distant nctworks, the
sender must know their network numbers or perform a search
using gatcway routing tables.

Recent proposals by Mogull” and Aguilar!® have addressed
the issue ol multi-destination dclivery within the Dol) Internet.
Mogul proposes an implementation of Bopg’s directed broadcast
facility. Aguilar suggests allowing an 1P datagram to carry
additional destination addresses, which arce used by the gateways
to route the datagram 10 cach recipient. Such a facility would
alleviate some of the incfficiencies of sending individual
datagrams Lo a group. but it would not be able 1o take advantage
of local network multicast facilities. Morc scriously, Aguilar's
scheme requircs the sender (o know the individuat 1P addresses of
all members of the destination group and thus lacks the flexible
binding naturc of truc multicast or broadcast.

Blaustein ot all9 discuss a variety of protocols for reliable
multicast delivery based on various {inter)network characteristics
{c.g. point-lo-point or broadcast or both, clusiers of fast nctworks
joincd by slower networks, degree of multicast support provided
by the networks, ctc.). As well as making a case lor unreliable
multicast services at the internelwork level, their work suggests
ways of achicving cfficient multicast among gateways in a
heterogencous internctwork.

7. Concluding Remarks

We have described a model of multicast communication for
dalagram-based internetworks.  As an cxtension of cxisling
internetwork architecturcs, it views unicast communication and
time-to-live constraints as special cases of the more general form
of communication arising with multicast. Wec have argued that
this madel is implementable in cutrent and future internetworks
and that it provides a powerful facility for a varicty of
applications.  In some cases, it provides a facility (hat is required
for certain applications 1o work in the internctwork environment,
In other cases, it provides a more eflicient, robust and possibly
more clegant way of implementing cxisting  internctwork
applications.

We are currently implementing a prototype host group facility
as an cxiension of IP.  Vor practical rcasons, this prototype
implements all group management functions and multicast
routing outside of Interncl gateways, in special hosts called
multicast agents.  The collection of multicast agents in cffect
provides a sccond gateway system on top of the cxisting Internet,
for multicast purposes. ‘The major costs of (his scparation are
redundancy of routing tablcs belween galeways and multicast
agents and the increased delay and unreliability of cxtra hops in



the delivery path. Much of the routing information in the
multicast agents must be "wired-in" because they do not have
access to lhe gateways’ routing tables. I{owever, this rudimentary
implementation provides an environment for evaluating the
interface to the multicast service and for investigating group
management and multicast routing protocols for eventual use in
the gateways. [t also serves as a testbed for porting multicast-
based distributed applications to an internetwork from the V
distributed operating system.

For now, we arc restricting group membership to local
networks that alrecady have a broadcast or multicast capability,
such as the Gthernet. We feel that, in the future, any network that
is to support hosts other than just gatcways must have a multicast
addressing mode. Efficient implementation of multicast within
point-to-point or virtual circuit networks deserves investigation.

A significant issue raised by the host group modcl is
authentication and access control in' internctworks. Gateways
must control which hosts can create and join host groups,
presumably making their decision based on the identity of the
requestor (thus requiring authentication) and permissions {access
control lists). 'This issue does not arisc in conventional
internctwork  architectures  because  host  addresses  are
administratively assigned with no notion of dynamic assignment
and binding as provided by host groups. We belicve that access
control should be recognized as a proper and necessary {unction
of gateways so as 10 protect the hosts of local networks from
gencral internetwork activity. “Thus, group access control can be
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subsumcd as part of this more gencral mechanism, although more
investigation of the gencral issue is called for,

On a philosophical point, there has been considerable
reluctance to make open usc of multicast on local nctworks
because it was nctwork-specific and not provided across
internctworks. We were originally of that school. However, we
recognized that our "hidden" uses of mullicast in the V
distributed system  were cssential unless we resorted to
dramatically poorer solutions - wircd-in addresscs. We also
recognized. as described in this paper, that an adequate multicast
facility for internctworks was fcasible. As a conscquence, we now
arpuc that multicast is an important and basic facility to provide
in local nctworks and internctworks. ligher levels of
communication, including applications, should fcel free to make
usc of this powerful facility. Nelworks and internetworks lacking
multicast should be regarded as deficient relative to the future
(and present) requirements  of  sophisticated  distributed
applications and communication systems.
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