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The Capacity of Downlink Fading Channels
with Variable Rate and Power
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Abstract—We obtain the Shannon capacity region of the down-
link (broadcast) channel in fading and additive white Gaussian
noise (AWGN) for time-division, frequency-division, and code-
division. For all of these techniques, the maximum capacity
is achieved when the transmitter varies the data rate sent to
each user as their channels vary. This optimal scheme requires
channel estimates at the transmitter; dynamic allocation of times-
lots, bandwidth, or codes; and variable-rate and power trans-
mission. For both AWGN and fading channels, nonorthogonal
code-division with successive decoding has the largest capacity
region, while time-division, frequency-division, and orthogonal
code-division have the same smaller region. However, when all
users have the same average received power, the capacity region
for all these techniques is the same. In addition, the optimal
nonorthogonal code is a multiresolution code which does not
increase the signal bandwidth. Spread-spectrum code-division
with successive interference cancellation has a similar rate region
as this optimal technique, however, the region is reduced due
to bandwidth expansion. We also examine the capacity region
of nonorthogonal code-division without interference cancellation
and of orthogonal code-division when multipath corrupts the code
orthogonality. Our results can be used to bound the spectral
efficiency of the downlink channel using time-division, frequency-
division, and code-division, both with and without multiuser
detection.

Index Terms—Capacity region, code-division, downlink, fading,
variable power, variable rate.

I. INTRODUCTION

W IRELESS communication systems require efficient use
of the limited available spectrum and the underlying

fading channel. Methods to divide the spectrum among many
users include frequency-division, time-division, code-division,
and hybrid combinations of these methods. Although there
have been many performance comparisons of these techniques
for cellular systems [1]–[4], the Shannon capacity of a mul-
ticell system using any of these methods remains an open
problem [5]. The difficulty in determining the capacity of
a multicell system is incorporating frequency reuse and the
corresponding interference models into Shannon’s mathemat-
ical definitions of entropy and mutual information [6]. Some
progress in evaluating the uplink channel capacity in multicell
systems for simple time-invariant interference models was
made in [7]. No analogous work has been done for the
downlink channel. The downlink channel in this context refers
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to the link from a central transmitter to multiple receivers,
for example, from a base station to mobile units in a cellular
system. This channel is also called the broadcast channel in
information theory literature.

A common approach to determining the capacity of a
cellular system is to assume a given power control and
spectrum-sharing policy, compute the received signal-to-noise
ratio (SNR) distribution for each user under this policy, and
use this distribution to determine the achievable rate for each
user. This calculation was done analytically in [1] and [3], and
via simulation in [4] and [8]. However, since this calculation
makes a priori assumptions about the resource allocation
strategy, it can only lower-bound the multicell capacity, which
is a fundamental channel characteristic independent of the
system design.

Since the multicell capacity calculation appears intractable,
we consider the capacity region of the downlink corresponding
to a single isolated cell. Thus there is one transmitter sending
independent data to many different users, and the capacity
region defines the maximum rates at which these users can
simultaneously receive their data reliably. This yields an upper
bound on the capacity of a single cell within a multicell
system, when intercell interference is present. Our model is
also applicable to the downlink of satellites, wireless local-area
networks (LAN’s), and indoor cellular systems where there is
high isolation between cells.

The definition of channel capacity in the context of a
wireless system depends on whether the model is a single-
user channel, a multiuser channel, or a cellular system with
frequency reuse. For single-user channels, we use the classical
capacity definition, the Shannon capacity, which was shown in
[6] to equal the maximum possible data rate for a given chan-
nel with arbitrarily small error probability. Note that Shannon
capacity places no constraints on the complexity or delay of the
system. The input signal alphabet is also unconstrained, except
for an average transmit power constraint. Thus the Shannon ca-
pacity yields an optimistic bound on achievable performance.
It can therefore be used to upper-bound the maximum spectral
efficiency (bps/Hz) which can be achieved over a given chan-
nel [9]–[11], as a figure of merit for diversity techniques under
different fading conditions [12], and as a performance criterion
for system design [13], [14]. For downlink channels we define
capacity as the Shannon capacity region [15]. This region
defines the set of rate vectors which all users can maintain
simultaneously on the same channel with arbitrarily small error
probability. The Shannon capacity region of the downlink
imposes an average power constraint on the transmitter, but
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complexity and delay are unconstrained. Different methods of
spectrum-sharing yield different capacity regions, as will be
discussed in more detail below. The Shannon capacity region
has been used to bound the maximum transmission rate for
each user in code-division multiple access (CDMA) systems
[16], [17] and to analyze spreading code design [18]–[20]. The
maximum transmission rate for time-division and frequency-
division is also bounded by their respective Shannon capacity
regions. The advantage to studying the Shannon capacity for
both single-user and multiuser channels is that it is a function
of the channel alone, independent of implementation details
or technology limitations.

The capacity definition for cellular channels with frequency
reuse typically incorporates the reuse distance and out-of-
cell interference [1], [21], [22], and the associated units
are bps/Hz/area. Since we consider only a single cell, this
definition is not appropriate in our analysis.

We first describe results for the Shannon capacity of a
single-user fading channel when the channel fading is tracked
by both the transmitter and receiver. This single-user channel
capacity as a function of the fading distribution is given
by (2) in Section II-B. The capacity is achieved when the
transmitter adapts its transmit power, data rate, and coding
scheme as the channel varies. In particular, the optimal power
and rate adaptation is a “water-filling” in time, similar to the
water-filling used to achieve capacity on frequency-selective
fading channels [23], [24]. We also show numerical results
for the single-user capacity of Rayleigh and lognormal fading
channels, and compare them to the capacity achieved using a
suboptimal power adaptation which inverts the channel fading.
Although channel inversion is simpler to implement, since it
effectively removes the signal fading, it also suffers a severe
capacity penalty relative to the adaptive rate and power policy.

We then describe the Shannon capacity region for downlink
channels with AWGN. In particular, we first review the
Shannon capacity regions derived in [15] for time-division,
frequency-division, and code-division. These capacity regions
are given by (12), (15), and (17), respectively. Although in
general each of these capacity regions are different, they re-
duce to the same region when all users have the same transmit
power and noise statistics [25]. The maximum capacity region
is obtained using multiresolution code-division with successive
decoding. This technique is similar to spread-spectrum code-
division with successive interference cancellation, except that
no bandwidth expansion is required. We then obtain the
capacity region of spread-spectrum code-division both with
(19) and without (20) successive decoding. Without succes-
sive decoding, spread-spectrum code-division has the smallest
capacity region of all the spectrum-sharing techniques. We
also show that the capacity region with orthogonal spread-
spectrum coding (18) is a subset of the time-division and
frequency-division rate regions.

We combine the results of Section II for the single-user fad-
ing channel with those of Section III for the downlink channel
with AWGN to obtain the capacity region of the downlink
fading channel under the different spectrum-sharing tech-
niques. These capacity regions for time-division, frequency-
division, and code-division are given by (23), (26), and (27),

respectively, which are functions of the fading distribution.
We show that (27), corresponding to a variable-rate variable-
power multiresolution code with adaptive decoding, has the
maximum rate region for this channel. This technique is similar
to variable-rate variable-power spread spectrum with adaptive
interference cancellation. For time-division and frequency-
division, adaptive power and bandwidth or timeslot allocation
achieves the maximum rate region. As for the AWGN channel,
the capacity region of the different spectrum-sharing tech-
niques is the same if all users have the same transmit power
and fading distribution. We obtain numerical results for the
capacity regions in Rayleigh fading, and compare them with
the AWGN capacity region. We will see that these capacity
regions have the same relative shape, although the capacity
regions in fading are smaller.

Our capacity results indicate that code-division with succes-
sive decoding or interference cancellation maximizes spectral
efficiency. It should be emphasized that the optimality of this
multiuser detection method, for both the AWGN and the fading
channel, is only valid for Shannon capacity bounds, where
the probability of decoding error is asymptotically small. The
optimal multiuser detector in practice was derived by Verdú
in [26]. Unfortunately, this optimal detector, which cancels
interference between users in parallel, has complexity that
increases exponentially with the number of users. A desire for
less complex algorithms has led to research in many classes of
suboptimal detectors, with the usual tradeoff between perfor-
mance and complexity. Successive interference cancellation
is a relatively simple technique, and has been shown to
improve performance of CDMA systems relative to single-
user detection [16], [27], [28]. However, the performance
of successive interference cancellation is seriously degraded
when incorrect decisions are made, since these decisions
are used by subsequent iterations of the cancellation algo-
rithm. This problem is exacerbated when the received signal
power for each user is the same. Other multiuser detection
schemes with improved performance relative to successive
interference cancellation include the decorrelating detector
[29], the minimum mean-square error (MMSE) detector [30],
[31], decision-feedback detector [32], and multistage detector
[33], [34]. A good tutorial survey of these different multiuser
detection schemes, for both synchronous and asynchronous
channels, can be found in [35]. This reference also discusses
recent advances in multiuser detection for fading channels.

Our Shannon capacity results place no restriction on the
transmitted signal alphabet, except for its average power. It
has been shown recently that the capacity of memoryless
channels with unconstrained inputs can be approximated with
arbitrary precision using a finite set of inputs [37]. Moreover,
it is known that restricting the signal envelope does not
decrease capacity [38]. Binary inputs do reduce capacity, and
a tight bound on this reduction can be found in [39]. The
extension of these capacity results for single-user channels
with restricted inputs to multiuser systems is beyond the scope
of this paper. We believe, however, that restricting the input
alphabets will not significantly change our capacity results, in
that all the techniques we analyze will be equally affected by
the restriction.
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Fig. 1. System model.

The remainder of this paper is organized as follows. The
capacity of the single-user fading channel with transmitter and
receiver adaptation to the channel variation is presented in Sec-
tion II. The capacity region of the downlink AWGN channel
under the different spectrum-sharing techniques is analyzed
in Section III. In Section IV we unify the previous results
to obtain the capacity region of the downlink fading channel
with channel adaptation. Our conclusions are summarized in
the final section.

II. SINGLE-USER FADING CHANNELS

A. System Model

Consider a discrete-time channel with stationary time-
varying gain and AWGN . Let denote the average
transmit signal power, denote the noise density of ,

denote the received signal bandwidth, anddenote the
average channel gain. In general, we will use the notationto
denote the average, or expected, value of. With appropriate
scaling of we can assume that . The instantaneous
received SNR is then , and its average
value is . We denote the distribution of by

, which we assume to be either lognormal (lognormal
shadowing) or exponential (Rayleigh fading) in the numerical
calculations below.

The system model is illustrated in Fig. 1. In this model, the
channel power gain is available to both the transmitter and
receiver at time . This allows the transmitter to adapt to the
channel gain, and is a reasonable model for a slowly varying
channel with channel estimation and transmitter feedback.

B. Channel Capacity

The capacity of a fading channel is limited by the available
transmit power and bandwidth. Let denote the transmit
power adaptation policy relative to an instantaneous received
SNR of , subject to the average power constraint

(1)

The capacity of the fading channel with bandwidth and
under the assumptions outlined in Section II-A is

Fig. 2. Water-filling power adaptation.

derived in [40] to be

(2)

Capacity in bits per second is obtained using the base
logarithm.

The power adaptation which maximizes (2) is

(3)

for some “cutoff” value . If the received signal power is
below this level, then no power is allocated to data trans-
mission. Since is time-varying, the maximizing transmit
power distribution (3) is a “water-filling” formula in time that
depends on the fading statistics only through the cutoff value

. This water-filling is illustrated in Fig. 2.
Substituting (3) into (1), we see that is determined by

numerically solving

(4)

Once is known, we substitute (3) into (2) to get

(5)

The channel coding and decoding strategy which achieves
this capacity is a multiplexing technique, as shown in Fig. 3.
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Fig. 3. Multiplexed coding and decoding.

Specifically, for each possible fade level, the optimal Shan-
non code relative to an AWGN channel with attenuationis
designed according to the random coding process described in
[6]. This code is transmitted over the channel whenever the
fade level . This multiplexed transmission scheme
is both variable-power and variable-rate, since the code rates
designed for different fade levels will be different. In [40],
we show that this multiplexing strategy achieves the channel
capacity (5) and that no other transmission method can achieve
a higher capacity. In practice, the multiplexing concept can
be implemented with variable-rate and power MQAM. This
technique is shown in [41] to achieve rates within 8 dB of
the capacity limit, and this gap can be further reduced with
coding [42].

Note that for a constant transmit power , the
capacity of (2) reduces to

(6)

which was previously reported by Lee as the average channel
capacity [12]. In fact, (6) is the Shannon capacity of the
channel when the transmitter uses the multiplexing code
strategy of Fig. 3, with each of the codes restricted to
the same constant transmit power. Surprisingly, the difference
between (2) and (6) is negligible in both Rayleigh fading and
lognormal shadowing [40]. Thus while rate adjustment relative
to the channel variation is critical for efficient transmission,
power adaptation is not. Moreover, if the channel fading is
independent from symbol to symbol then (6) can also be
achieved using a nonadaptive coding strategy. More details
on this nonadaptive strategy can be found in [40].

C. Channel Inversion

In this section, we consider a suboptimal power adaptation
policy where the transmitter adjusts its power to maintain
a constant received power, i.e., the transmitter inverts the
channel fading. The channel then appears to the encoder and
decoder as a time-invariant AWGN channel, and thus the
complexity of its code design is much simpler than with

the adaptive policy. The power control policy for channel
inversion is , where equals the received
SNR that can be maintained subject to the average power
constraint. Thus the constant satisfies ,
so .

The channel capacity with this power adaptation strategy is
derived from the capacity of an AWGN channel with average
power [6]

(7)

This form of power adaptation greatly simplifies the coding
strategy for the fading channel, since the channel with inver-
sion appears to the encoder and decoder as an AWGN channel,
independent of the fading statistics.

The inversion form of power adaptation requires that much
of the transmit power be used to compensate for deep fading.
We therefore also consider a truncated inversion policy that
only compensates for fading above a certain cutoff fade depth

(8)

Since the channel is only used when , the power
constraint (1) yields , where

(9)

The capacity is thus

(10)

where
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Fig. 4. Capacity in lognormal fading.

Fig. 5. Capacity in Rayleigh fading.

To get the maximum capacity for this truncated channel
inversion policy, we maximize (10) relative to . Alterna-
tively, we can set to achieve a desired outage probability

. We will see in the next section that without
truncation, the channel inversion policy yields a capacity of
zero for Rayleigh fading channels.

D. Numerical Results

Fig. 4 shows a plot of (5), (7), and (10) (for different
criteria) as a function of SNR for lognormal fading with
a standard deviation of 8 dB. Note that for this range of
SNR, the capacity (5) in shadowing exceeds that of the
AWGN channel: SNR . For Rayleigh fading,

is infinite: thus the spectral efficiency with the channel
inversion policy is zero. Fig. 5 shows the capacity of the other
policies in Rayleigh fading, which is less than the capacity in
AWGN. We also see from these figures that truncated channel
inversion exhibits a 1- to 5-dB rate penalty, and channel

inversion without truncation can yield a very large capacity
loss. In addition, maintaining a fixed outage probability at
low SNR’s causes some loss relative to the maximum
obtained with truncated inversion, but this loss diminishes
with increasing SNR. Although these conclusions apply to
the Shannon capacity, which is an asymptotic result without
complexity or delay constraints, we have found analogous
results for practical transmission schemes. Specifically, in [41]
it is shown that the spectral efficiency of variable-rate variable-
power MQAM exhibits a 5–10-dB gain over fixed-rate MQAM
with truncated channel inversion.

III. T HE AWGN DOWNLINK CHANNEL CAPACITY REGION

When several users share the same channel, the channel
capacity can no longer be characterized by a single number.
At the extreme, if only one user occupies the channel then
the single-user capacity results of the previous section apply.
However, since there is an infinite number of ways to “divide”
the channel between many users, the multiuser channel capac-
ity is characterized by arate region, where each point in the
region is a vector of achievable rates that can be maintained
by all the users simultaneously. The closure of the union of
all achievable rate vectors is called thecapacity regionof the
multiuser system.

In this section, we analyze the capacity region of a downlink
channel with AWGN. We begin by first reviewing results from
[15, Sec., 14.6] for the AWGN downlink channel capacity
region using superposition code-division with successive de-
coding, time-division, and frequency-division. We then extend
the code-division analysis to direct sequence spread spectrum
for both orthogonal and nonorthogonal codes, and obtain
the corresponding capacity regions both with and without
successive decoding.

We will see that the maximum-capacity region is achieved
using a multiresolution code with successive decoding. In addi-
tion, spread-spectrum code-division with successive decoding
has a capacity penalty relative to this optimal code which
increases with spreading gain. Finally, spread spectrum with
orthogonal code-division can achieve a subset of the time-
division and frequency-division capacity regions, but spread
spectrum with nonorthogonal coding and no successive de-
coding is inferior to all the other spectrum-sharing techniques.

A. The AWGN Downlink Channel Model

The downlink channel consists of one transmitter sending
independentinformation to different receivers over a common
channel. Thus it does not model a typical FM radio or
TV broadcast channel, where the same signal is received
by all users. The capacity region of the broadcast channel
characterizes the rates at which information can be conveyed
to the different receivers simultaneously. We only consider
capacity regions for the two-user downlink channel, since it is
the easiest to illustrate. The general properties and the relative
performance of the different spectrum-sharing techniques for a
larger number of users are the same as in the two-dimensional
case [25]: since the distribution of the transmitted signal which
achieves the multiuser capacity region is Gaussian for each
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user [15], interference from other users is accurately modeled
as Gaussian noise even for a small number of interferers.

We will use the following notation. The two-user downlink
channel has one transmitter and two distant receivers receiving
data at rate , . Each receiver has front-end AWGN of
noise density , and we arbitrarily assume .
We denote the transmitter’s total average power and bandwidth
by and , respectively.

If the transmitter allocates all the power and bandwidth to
one of the users, then clearly the other user will have a rate
of zero. Therefore, the set of simultaneously achievable rates

includes the pairs and , where

(11)

These two points bound the downlink capacity region. We
now consider rate pairs in the interior of the region, which
are achieved using more equitable methods of dividing the
system resources.

B. Time-Division

In time-division, the transmit power and bandwidth are
allocated to user 1 for a fraction of the total transmission
time, and then to user 2 for the remainder of the transmission.
This time-division scheme achieves a straight line between the
points and , corresponding to the rate pairs

(12)

This equal-power time-division capacity region is illustrated
in Figs. 7 and 8. In these figures, and differ by 3
and 20 dB, respectively. This decibel difference is a crucial
parameter in comparing the relative capacities of the different
spectrum-sharing techniques, as we discuss in more detail
below.

If we also vary the average transmit power of each user
then we can achieve a larger capacity region. Letand
denote the average power allocated to users 1 and 2 over their
respective time slots. The average transmit power constraint
then becomes . The capacity region with
this power allocation is then

(13)

We will see in the following section that the rate region defined
by (13) is the same as the frequency-division capacity region.

C. Frequency-Division

In frequency-division, the transmitter allocatesof its total
power and of its total bandwidth to user . The
power and bandwidth constraints require that

and . The set of achievable rates for a fixed
frequency division is thus

(14)

It was shown by Bergmans [25] that, for strictly less than
and any fixed frequency-division , there exists a

range of power allocations whose
corresponding rate pairs exceed a segment of the equal-power
time-division line (12).

The frequency-division rate region is defined as the union of
fixed frequency-division rate regions (14) over all bandwidth
divisions

(15)

It was shown in [25] that this capacity region exceeds the
equal-power time-division rate region (12). This superiority
is indicated by interpolating between the fixed frequency-
division regions in Figs. 7 and 8, although it is difficult to see
in Fig. 7, where the users have a similar received SNR. In fact,
when , the frequency-division capacity region (15)
reduces to the time-division region (12) [25]. Thus optimal
power and/or frequency allocation is more beneficial when
the users have very disparate channel quality.

Note that the rate region for time-division with unequal
power allocation given by (13) is the same as the frequency-
division rate region (15). This is seen by letting
and in (13), where and . The
power constraint then becomes . Making these
substitutions in (13) yields

(16)

Comparing this with (14) we see that with appropriate choice
of and , any point in the frequency-division rate region
can also be achieved through time-division with unequal power
allocation.

D. Code-Division (CD)

Superposition coding with successive decoding, described
in more detail in [15], is a multiresolution coding technique
whereby the user with the more favorable channel can distin-
guish the fine resolution of the received signal constellation,
while the user with the worse channel can only distinguish
the constellation’s coarse resolution. An example of a two-
level multiresolution code constellation taken from [43] is

-QAM with embedded -PSK, as shown in Fig. 6. In this
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Fig. 6. 32-QAM with embedded4-PSK.

example, the user with the better SNR, User 1, transmits
three bits per symbol time. User 2, with a worse SNR than
User 1, transmits two bits per symbol time. The transmitted
constellation point is one of the -QAM signal points chosen
as follows. User 2 provides two bits to select one of the-
PSK superpoints. User 1 provides three bits to select one of the
eight constellation points surrounding the selected superpoint.
After transmission through the channel, User 1 can easily
distinguish the quadrant in which the constellation point lies.
Thus the -PSK superpoint of User 2 is subtracted out in
User 1’s demodulation. However, User 2 cannot distinguish
between the -QAM points around its -PSK superpoints.
Thus the -QAM modulation superimposed on the-PSK
modulation appears as noise to User 2. These ideas can be
easily extended to multiple users with multiple transmission
rates using more complex signal constellations. Since su-
perposition coding achieves multiple rates by expanding its
signal constellation, it does not typically require bandwidth
expansion. The successive decoding process is also simpler
than spread-spectrum multiuser detection methods.

The two-user capacity region using multiresolution coding
and successive decoding was derived in [25] to be the set of
rate pairs

(17)

The intuitive explanation for (17) is the same as for the
example discussed above. Since , User 1 correctly
receives all the data transmitted to User 2. Therefore, User 1
can decode and subtract out User 2’s message, then decode
its own message. User 2 cannot decode the message intended
for User 1, since it has a less-favorable channel; thus User 1’s
message, with power , contributes an additional noise term
to User 2’s received message. This same process is used by the
successive interference canceler in spread-spectrum systems
[16].

The rate region defined by (17) was shown in [44] to exceed
the regions achievable through either time- or frequency-

division, when . Moreover, it was also shown in
[44] that this is the maximum achievable set of rate pairs
for any type of coding and spectrum sharing, and thus (17)
defines the capacity region. However, if the users all have the
same SNR, then this capacity region collapses to the equal-
power time-division line (12). Thus when , all the
spectrum-sharing methods have the same rate region.

Code-division can also be implemented using direct-
sequence spread spectrum [45]. With spread-spectrum codes,
the modulated data signal is multiplied by a spreading code,
which increases the transmit signal bandwidth by a factor

, called the spreading gain. For orthogonal spreading
codes, the crosscorrelation between the respective codes is
zero. Orthogonal coding in the cellular IS-95 standard is
implemented using Hadamard–Walsh functions [16]. These
functions require a spreading gain of to produce
orthogonal codes. For a total bandwidth constraint, the
information bandwidth of each user’s signal with these
spreading codes is thus limited to . The two-user rate
region with these spreading codes is then

(18)

Comparing (18) with (14) we see that code-division with
orthogonal coding is the same as fixed frequency-division with
the bandwidth equally divided . From (16),
time-division with unequal power allocation can also achieve
all points in this capacity region. Thus orthogonal code-
division with Hadamard–Walsh functions achieves a subset
of the time-division and frequency-division capacity regions.
More general orthogonal codes are needed to achieve the same
region as these other techniques.

We now consider spread spectrum with nonorthogonal
spreading codes. These codes are commonly generated using
maximal length shift registers [46], which yield a code
crosscorrelation of approximately . Thus interference
between users is attenuated by a factor of. Since the signal
bandwidth is also increased by this factor, the information
bandwidth of the signal reduces to . The two-user
rate region using maximal-length spread-spectrum codes and
successive decoding is thus given by

(19)

Note that (17) and (19) differ only by the parameter .
By the convexity of the log function, the rate region defined
by (19) for is smaller than the rate region (17) obtained
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using superposition coding, and the degradation increases with
increasing values of . This implies that for nonorthogonal
coding, the spreading gain should be minimized in order to
maximize capacity.

With maximal-length spreading codes and no successive
decoding, the receiver treats all signals intended for other users
as noise, resulting in the rate region [16]

(20)

Again using the log function convexity, maximizes
this rate region, and the rate region decreases asincreases.
For , (20) corresponds to superposition coding without
successive decoding, i.e., a coding technique whereby all the
users’ signals are superimposed on top of each other, and the
decoding process treats all signals except the desired signal
as noise.

The radius of curvature for (20) is given by

(21)

where and denote, respectively, the first and second
derivatives of with respect to , for and

. For , . Thus the rate region
for nonorthogonal coding without successive decoding (20) is
bounded by a convex function with endpoints and ,
as shown in Figs. 7 and 8. Therefore, the capacity region
for nonorthogonal code-division without successive decoding
will lie beneath the regions for time-division and frequency-
division, which are bounded by concave functions with the
same endpoints. Interestingly, as , the sign of
changes. Thus as the capacity region decreases with large,
it also becomes concave.

While the orthogonality of time-division and frequency-
division is relatively robust against small multipath de-
lays introduced by the channel, the orthogonality of the
Hadamard–Walsh functions is destroyed by multipath delays
bigger than a chip time [45]. This loss of orthogonality causes
interference noise between users, so the rate region becomes

(22)

where equals the code crosscorrelation with multipath. If
then the rate region defined by (22) is approximately

the same as (20). As the multipath effect diminishes,
and the region (22) converges to (18).

Fig. 7. Two-user capacity region: 3-dB SNR difference.

Fig. 8. Two-user capacity region: 20-dB SNR difference.

The rate regions for equal-power time-division (12),
frequency-division (14), orthogonal code-division (18), and
nonorthogonal code-division with (17) and without (20)
successive decoding are illustrated in Figs. 7 and 8. The
two figures correspond to an SNR difference between the
users of 3 and 20 dB, respectively. Both code-division
capacity regions assume , i.e., the coding technique
is superposition coding with or without successive decoding.
If spread spectrum is used instead, the capacity regions will
decrease as the spreading gainincreases. Note that the
capacity regions for all the spectrum-sharing techniques nearly
coincide when the user SNR’s differ by just 3 dB, whereas a
20-dB difference results in a large capacity difference between
the different methods.
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IV. THE DOWNLINK CHANNEL WITH FADING AND AWGN

We now combine the capacity analysis in Section II for the
single-user fading channel with the capacity region analysis in
Section III to obtain the capacity region of the fading broadcast
channel.

A. The Fading Downlink Channel Model

The two-user downlink channel with fading and AWGN has
one transmitter with average powerand bandwidth and
two receivers with noise density and time-varying received
SNR . Let ,
so . We assume that both and are
known to the transmitter and both receivers at time. Thus the
transmitter can vary its power relative to and ,
subject only to the average power constraint. For frequency-
division, it can also vary the bandwidth allocated to
each user, subject to the constraint for all .
Finally, for code-division, the superposition code can be varied
at each transmission. Since both receivers know the noise
density pairs and , they can decode their individual
signals based on the known resource allocation strategy given
these noise densities. In practice, the transmitter strategy would
need to be conveyed to each receiver through either a pilot tone
or a header on the transmitted data.

B. Time-Division

Since time-division allocates orthogonal time slots to each
user, the two-user channel with time-division reduces to two
orthogonal time-varying single-user channels. Thus we can
apply the single-user capacity results in Section II-B to each
of the two channels. This yields the rate region

(23)

where is given by (5), (7), or (10), depend-
ing on the power adaptation strategy. Clearly, the maximum
capacity region has given by (5), corresponding to
the maximum single-user capacity.

The strategy to achieve the maximum capacity of the time-
division channel requires each user to adapt its power and
rate optimally over his assigned timeslot. Specifically, User 1
transmits the code which achieves its fading channel capacity

over a fraction of the total transmission time, and
User 2 transmits its optimal code over the remaining time. The
optimal code designs are identical to the capacity-achieving
code designs described in Section II-B.

If the average power allocated to each user is different, the
capacity region becomes

(24)

As for the AWGN channel, the unequal-power time-division
rate region (24) is equivalent to the fixed frequency-division
rate region (25) obtained below.

C. Frequency-Division

Fixed frequency-division divides the total channel band-
width into nonoverlapping segments of width and ,
which also reduces the two-user channel to independent single-
user channels. As in the time-division case, we can thus apply
the optimal code design and corresponding capacity results of
Section II-B to each channel independently, yielding the fixed
frequency-division rate region

(25)
Again, is given by (5), (7), or (10), with (5)
achieving the maximum capacity region. Setting
and in (25) and comparing with (24) shows
the equivalence of unequal-power time-division and fixed
frequency-division on the fading channel.

It is clear that the equal-power time-division capacity region
(23) will exceed the fixed frequency-division rate region over
some range of power allocations , in
particular when all of the power is allocated to one of the
frequency bands. Suppose, however, that both the power and
the bandwidth partition vary at each transmission based on
the instantaneous noise densities and . Clearly, the
resulting rate region will exceed both fixed frequency-division
and time-division, which fixes the allocation of these resources
over all time. The rate region for this variable power and
bandwidth allocation scheme is

(26)

where denotes the joint noise density distribution

and are the bandwidth and power allocated to user
when , and

To determine the boundary region of (26), both the power and
bandwidth allocations must be optimized jointly over time, so
the two users are no longer independent. Finding this boundary
region requires an exhaustive search or a multidimensional
optimization over time subject to the bandwidth and power
constraints. We do not evaluate this region in the numerical
results presented below. However, this capacity region is
bounded above by the capacity region for superposition coding
with successive decoding and bounded below by the union of
all fixed frequency-division regions, which are evaluated in
Fig. 9 for Rayleigh fading.

The idea of reallocating bandwidth and power as the channel
varies is closely related to dynamic channel allocation, where
channel allocation is based on the noise (and interference)
levels in a particular frequency band [5], [47]. The frequency
allocation of (26) suggests that instead of using a threshold
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Fig. 9. Two-user capacity region in Rayleigh fading.

level to determine which user should occupy the channel, the
channel should be allocated to the user which gets the most
capacity from it. Similar ideas are currently being investigated
for admission control [48].

D. Code-Division

We first consider superposition coding with successive de-
coding where, at each transmission, the multiresolution signal
constellation is optimized relative to the instantaneous noise
densities and . In particular, the user with the lower
noise density at time will subtract the interference
caused by the other user, as was described in Section III-
D. The rate region is thus the average of the rate regions in
AWGN weighted by the joint probability of the noise densities

(27)

where denotes the indicator function ( if is
true and zero otherwise). Since superposition coding with
successive decoding has a larger rate region than time- and
frequency-division on the AWGN channel, we expect this
to be true for the fading channel as well. Indeed, consider
any rate point in the frequency-division capacity region (26).
Associated with that point will be a set of frequency-divisions

and a set of transmit power values
corresponding to each noise pair . Let

. From Section III-D, for the broadcast channel with
noise density values there exists a superposition
code with total power that has a larger capacity region than
frequency-division. Since we can find such a dominating code
for all pairs of noise density values, the weighted integral of

the superposition rates over all joint noise density pairs will
exceed the frequency-division capacity region of (26).

The rate region for superposition coding without successive
decoding is given by

(28)

Since the capacity region corresponding to eachterm in the
integral (28) is bounded by a convex function, the resulting
rate region will also be bounded by a convex function. Thus
both the equal-power time-division rate region (23) and the
frequency-division rate region (26), which are bounded by
concave functions with the same endpoints, will have larger
rate regions than that of (28).

Obtaining the code-division capacity region boundaries ei-
ther with or without successive decoding requires either an
exhaustive search or a two-dimensional optimization of the
power over all time. However, we can lower-bound these
regions by assuming a constant transmit power. This yields
a point in the capacity region which is clearly beneath rate
vectors obtained with optimal power adaptation. The resulting
capacity region lower bound for Rayleigh fading is shown
in Fig. 9, along with the time-division and fixed frequency-
division rate regions, given by (23) and (25), respectively. The
time-division and frequency-division regions are based on the
maximum single-user capacity formula (5). From this figure
we see that keeping the transmit power constant is clearly
suboptimal, since the equal-power time-division rate region
exceeds the region obtained by superposition code-division
with successive decoding near the region end points. In light
of this observation, it is interesting to recall our remark in
Section II-B that keeping the transmit power constant has
a negligible impact on the capacity of a single-user fading
channel. We see now that the effect of power adaptation is
much more pronounced in the multiuser case, where power
adaptation impacts the interference on other users.

The capacity region for spread spectrum code-division with
and without successive decoding are given by (27) and (28),
respectively, with an addition bandwidth expansion term.
This term multiplies the numerator in the fractions of (27)
and (28), and also divides the bandwidth term in front of
their respective integrals. As in the AWGN case, this term
will reduce the capacity region as increases.

In Fig. 10 we compare the capacity regions in AWGN
and in Rayleigh fading, assuming a constant transmit power.
We show only the rate regions for code-division with and
without successive decoding, since these regions bound the
performance of time-division, frequency-division, and spread-
spectrum coding with . We see that Rayleigh fading
decreases the capacity region, as was also the case for the
single-user channel.

To summarize the capacity results in this section, we cal-
culate the time-varying capacity region by taking a weighted
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Fig. 10. Capacity region comparison in Rayleigh fading and in AWGN.

average of time-invariant capacity regions associated with the
different noise density pairs, with the weights determined by
the joint probability distribution of these pairs. Numerical
evaluation of the capacity regions defined by (23) and (25)
is straightforward using the methods defined in Section II-
B. These regions have the same general shape as in Figs. 7
and 8, although they are smaller for the fading channel than
for the AWGN channel. Evaluation of (26)–(28), requires an
exhaustive search or a difficult multidimensional optimization
over time. A lower bound for (26), the frequency-division
rate region with optimal power and bandwidth adaptation, is
obtained by maximizing over all fixed frequency-division rate
regions (25). A lower bound for the code-division rate region
with optimal power and transmit constellation adaptation is
obtained by keeping the transmit power
constant in (27) and (28).

V. CONCLUSIONS

We have compared the Shannon capacity region of the
downlink fading channel under different spectrum-sharing
techniques. We have shown that for both AWGN and fad-
ing channels, multiresolution coding with successive decod-
ing and optimized code adaptation maximizes this capac-
ity region. This optimal technique can be implemented us-
ing spread spectrum with successive interference cancella-
tion, although the bandwidth expansion will result in some
rate penalty. Frequency-division, time-division, and orthogonal
code-division have equal rate regions if transmit power is
varied according to the changing channel. In addition, dynamic
channel (or timeslot) allocation will increase the efficiency of
channel use. Finally, nonorthogonal coding without successive
decoding or interference cancellation has the smallest capacity
region.

Can we actually come close to these capacity limits?
Clearly, the assumption of near-perfect channel estimates

available at the transmitter and receiver is not feasible for
rapidly varying channels. Issues of complexity and delay are
swept under the rug for any capacity analysis, yet impose
strong constraints in real system design. Finally, coordination
of the dynamic resource allocation among multiple users in
real time is also a challenge. However, adaptive rate and power
transmission is currently receiving a great deal of attention,
as is adaptive interference cancellation. As systems evolve
to support different rate applications, the design philosophy
that all users are created equal will vanish, and understanding
achievable rate regions will become more important. Thus the
purpose of this paper is not so much to suggest that we can
achieve the capacity regions derived herein as it is to promote
interest in the adaptive policies suggested by our analysis.
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