IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 46, NO. 3, AUGUST 1997 569

The Capacity of Downlink Fading Channels
with Variable Rate and Power
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Abstract—We obtain the Shannon capacity region of the down- to the link from a central transmitter to multiple receivers,
link (broadcast) channel in fading and additive white Gaussian for example, from a base station to mobile units in a cellular

noise (AWGN) for time-division, frequency-division, and code-  oyqtam This channel is also called the broadcast channel in
division. For all of these techniques, the maximum capacity

is achieved when the transmitter varies the data rate sent to Information theory literature. o .

each user as their channels vary. This optimal scheme requires A common approach to determining the capacity of a
channel estimates at the transmitter; dynamic allocation of times- cellular system is to assume a given power control and
lots, bandwidth, or codes; and variable-rate and power trans- spectrum-sharing policy, compute the received signal-to-noise

mission. For both AWGN and fading channels, nonorthogonal . c . .
code-division with successive decoding has the largest capacityratlo (SNR) distribution for each user under this policy, and

region, while t|me_d|v|s|0n’ frequency_division’ and Orthogonal use thIS dlS'[rIbU'[IOﬂ to determ'ne the aCh'eVabIe rate fOT eaCh
code-division have the same smaller region. However, when all user. This calculation was done analytically in [1] and [3], and
users have the same average received power, the capacity regionjig simulation in [4] and [8]. However, since this calculation

for all these techniques is the same. In addition, the optimal o eq 5 priori assumptions about the resource allocation
nonorthogonal code is a multiresolution code which does not

increase the signal bandwidth. Spread-spectrum code-division Strategy, it can only lower-bound the multicell capacity, which

with successive interference cancellation has a similar rate region is @ fundamental channel characteristic independent of the
as this optimal technique, however, the region is reduced due system design.

o et oiparsin, e sl i e a0ty edon e he mulie capaciy clouaion appearsnaciale
and of orthogonal code-division when multipath corrupts the code we Co_nSIde_r the capacity region of th_e downlink Co_rrespondlng
orthogonality. Our results can be used to bound the spectral 10 @ single isolated cell. Thus there is one transmitter sending
efficiency of the downlink channel using time-division, frequency- independent data to many different users, and the capacity

division, and code-division, both with and without multiuser region defines the maximum rates at which these users can

detection. simultaneously receive their data reliably. This yields an upper
Index Terms—Capacity region, code-division, downlink, fading, bound on the capacity of a single cell within a multicell

variable power, variable rate. system, when intercell interference is present. Our model is

also applicable to the downlink of satellites, wireless local-area

I. INTRODUCTION networks (LAN’s), and indoor cellular systems where there is

L . - high isolation between cells.
IRELESS communication systems require efficient use The definition of channel capacity in the context of a

i e i Vel system cepercs on wheter the model = 2 sge
9 ) P 9 man¥e, channel, a multiuser channel, or a cellular system with

users include frequency-division, time-division, code—divisior?l,e Lency reuse. For sinale-user channels. we use the classical
and hybrid combinations of these methods. Although thele J y ' 9 ’

have been many performance comparisons of these techni a?%acny definition, the Shannon capacity, which was shown in

for cellular systems [1]-[4], the Shannon capacity of a mu}- Ito .;ar?ual;_tthe .rInaX|m“m possmls %alt? r?:Ieth:r? ?gﬁn chan-
ticell system using any of these methods remains an op f with arbitranily small error probabiiity. INote tha annon

problem [5]. The difficulty in determining the capacity 0fcapacity places no constraints on the complexity or delay of the

a multicell system is incorporating frequency reuse and tystem. The input signal alphabet is also unconstrained, except

corresponding interference models into Shannon’s mathem{-an average transmit power constraint. Thus the Shannon ca-
ical definitions of entropy and mutual information [6]. Som&aCity Yields an optimistic bound on achievable performance.
progress in evaluating the uplink channel capacity in multicdfi ¢an therefore be used to upper-bound the maximum spectral
systems for simple time-invariant interference models w&&ficiency (bps/Hz) which can be achieved over a given chan-
made in [7]. No analogous work has been done for el [91-[11], as a figure of merit for diversity techniques under
downlink channel. The downlink channel in this context refefdifferent fading conditions [12], and as a performance criterion
for system design [13], [14]. For downlink channels we define
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complexity and delay are unconstrained. Different methods i&spectively, which are functions of the fading distribution.
spectrum-sharing yield different capacity regions, as will b&e show that (27), corresponding to a variable-rate variable-
discussed in more detail below. The Shannon capacity regipower multiresolution code with adaptive decoding, has the
has been used to bound the maximum transmission rate fieeximum rate region for this channel. This technique is similar
each user in code-division multiple access (CDMA) systens variable-rate variable-power spread spectrum with adaptive
[16], [17] and to analyze spreading code design [18]-[20]. Theterference cancellation. For time-division and frequency-
maximum transmission rate for time-division and frequencylivision, adaptive power and bandwidth or timeslot allocation
division is also bounded by their respective Shannon capacighieves the maximum rate region. As for the AWGN channel,
regions. The advantage to studying the Shannon capacity floe capacity region of the different spectrum-sharing tech-
both single-user and multiuser channels is that it is a functioimues is the same if all users have the same transmit power
of the channel alone, independent of implementation detaélad fading distribution. We obtain numerical results for the
or technology limitations. capacity regions in Rayleigh fading, and compare them with
The capacity definition for cellular channels with frequencthe AWGN capacity region. We will see that these capacity
reuse typically incorporates the reuse distance and out-odgions have the same relative shape, although the capacity
cell interference [1], [21], [22], and the associated unitegions in fading are smaller.
are bps/Hz/area. Since we consider only a single cell, thisOur capacity results indicate that code-division with succes-
definition is not appropriate in our analysis. sive decoding or interference cancellation maximizes spectral
We first describe results for the Shannon capacity of edficiency. It should be emphasized that the optimality of this
single-user fading channel when the channel fading is trackeultiuser detection method, for both the AWGN and the fading
by both the transmitter and receiver. This single-user chanmglannel, is only valid for Shannon capacity bounds, where
capacity as a function of the fading distribution is givethe probability of decoding error is asymptotically small. The
by (2) in Section II-B. The capacity is achieved when theptimal multiuser detector in practice was derived by Verd
transmitter adapts its transmit power, data rate, and codimg[26]. Unfortunately, this optimal detector, which cancels
scheme as the channel varies. In particular, the optimal povieterference between users in parallel, has complexity that
and rate adaptation is a “water-filling” in time, similar to thancreases exponentially with the number of users. A desire for
water-filling used to achieve capacity on frequency-selectiless complex algorithms has led to research in many classes of
fading channels [23], [24]. We also show numerical resul@iboptimal detectors, with the usual tradeoff between perfor-
for the single-user capacity of Rayleigh and lognormal fadingance and complexity. Successive interference cancellation
channels, and compare them to the capacity achieved usinig a relatively simple technique, and has been shown to
suboptimal power adaptation which inverts the channel fadinigiprove performance of CDMA systems relative to single-
Although channel inversion is simpler to implement, since itser detection [16], [27], [28]. However, the performance
effectively removes the signal fading, it also suffers a seveoé successive interference cancellation is seriously degraded
capacity penalty relative to the adaptive rate and power poliayhen incorrect decisions are made, since these decisions
We then describe the Shannon capacity region for downlimke used by subsequent iterations of the cancellation algo-
channels with AWGN. In particular, we first review therithm. This problem is exacerbated when the received signal
Shannon capacity regions derived in [15] for time-divisiopower for each user is the same. Other multiuser detection
frequency-division, and code-division. These capacity regioashemes with improved performance relative to successive
are given by (12), (15), and (17), respectively. Although imterference cancellation include the decorrelating detector
general each of these capacity regions are different, they [29], the minimum mean-square error (MMSE) detector [30],
duce to the same region when all users have the same tranggti}, decision-feedback detector [32], and multistage detector
power and noise statistics [25]. The maximum capacity regi¢d3], [34]. A good tutorial survey of these different multiuser
is obtained using multiresolution code-division with successivietection schemes, for both synchronous and asynchronous
decoding. This technique is similar to spread-spectrum cod#tannels, can be found in [35]. This reference also discusses
division with successive interference cancellation, except thracent advances in multiuser detection for fading channels.
no bandwidth expansion is required. We then obtain theOur Shannon capacity results place no restriction on the
capacity region of spread-spectrum code-division both withansmitted signal alphabet, except for its average power. It
(19) and without (20) successive decoding. Without succdsas been shown recently that the capacity of memoryless
sive decoding, spread-spectrum code-division has the smallgsinnels with unconstrained inputs can be approximated with
capacity region of all the spectrum-sharing techniques. Vegbitrary precision using a finite set of inputs [37]. Moreover,
also show that the capacity region with orthogonal spreaitl-is known that restricting the signal envelope does not
spectrum coding (18) is a subset of the time-division ardkcrease capacity [38]. Binary inputs do reduce capacity, and
frequency-division rate regions. a tight bound on this reduction can be found in [39]. The
We combine the results of Section Il for the single-user fagxtension of these capacity results for single-user channels
ing channel with those of Section Il for the downlink channeith restricted inputs to multiuser systems is beyond the scope
with AWGN to obtain the capacity region of the downlinkof this paper. We believe, however, that restricting the input
fading channel under the different spectrum-sharing tecalphabets will not significantly change our capacity results, in
niques. These capacity regions for time-division, frequencifat all the techniques we analyze will be equally affected by
division, and code-division are given by (23), (26), and (27)he restriction.
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Fig. 1. System model.

The remainder of this paper is organized as follows. The
capacity of the single-user fading channel with transmitter and
receiver adaptation to the channel variation is presented in Sec-
tion Il. The capacity region of the downlink AWGN channel
under the different spectrum-sharing techniques is analyzed
in Section IIl. In Section IV we unify the previous results
to obtain the capacity region of the downlink fading channel
with channel adaptation. Our conclusions are summarized in
the final section.

Il. SINGLE-USER FADING CHANNELS e
Fig. 2. Water-filling power adaptation.

A. System Model
. . . . . . derived in [40] to be
Consider a discrete-time channel with stationary time-

varying gain,/g[i] and AWGN=[i]. Let S denote the average Cls, Bl = - ~ Bloe |1 n S(v)y
transmit signal powerNy/2 denote the noise density afi], e se: [ S(;)P("/) dv=5 Jo 8 S
B denote the received signal bandwidth, apdienote the -p(v) dy @)

average channel gain. In general, we will use the notatitm

denote the average, or expected, value .0fVith appropriate Capacity in bits per second is obtained using the base
scaling of S we can assume that = 1. The instantaneous |ogarithm.

received SNR is then[:] = Sgli]/(NoB), and its average The power adaptation which maximizes (2) is
value isy = S/(NoB). We denote the distribution of by L1

p(v), which we assume to be either lognormal (lognormal S(v) —— v >
shadowing) or exponential (Rayleigh fading) in the numerical - A - ()
calculations below. 0, ¥ < o

hThe siystem mo_cie/! 1S |Ilust_1a;[)e|:dgn E'?h %h Intthls m_i)tdel, tTE)r some “cutoff” value~y. If the received signal power is
channel power gaip[:] is available to both the transmitter and .|\ this level, then no power is allocated to data trans-

receiver at time:. This allows the transmitter to adapt to the i<io, Sincey is time-varying, the maximizing transmit

cnanne: 9"?“;" z;nd s Ia regsor_1able rgodel for_ a Slfwgbvagi'ﬂ%wer distribution (3) is a “water-filling” formula in time that

channel with channel estimation and transmitter feedback. depends on the fading statistics only through the cutoff value
~o. This water-filling is illustrated in Fig. 2.

B. Channel Capacity Substituting (3) into (1), we see that is determined by

. . Lo . nhumerically solving
The capacity of a fading channel is limited by the available

transmit power and bandwidth. Lét(v) denote the transmit “(1 1 p(y)dy =1 )
power adaptation policy relative to an instantaneous received ~ Yo v '
SNR of v, subject to the average power constraint

0

Once~y is known, we substitute (3) into (2) to get

oz (D). ®

/0 Sp(v)dy < 5. @ C[S, B]= B /
Yo

The capacity of the fading channel with bandwidth and The channel coding and decoding strategy which achieves

7 = S under the assumptions outlined in Section II-A ishis capacity is a multiplexing technique, as shown in Fig. 3.
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Fig. 3. Multiplexed coding and decoding.

Specifically, for each possible fade levgl the optimal Shan- the adaptive policy. The power control policy for channel
non code relative to an AWGN channel with attenuatigris  inversion is S(y)/S = o/~, wheres equals the received
designed according to the random coding process describe@MR that can be maintained subject to the average power
[6]. This code is transmitted over the channel whenever tienstraint. Thus the constant satisfies [ (o/v)p(y) = 1,

fade levely[i] = ~;. This multiplexed transmission schemeso o = 1/[1/4].

is both variable-power and variable-rate, since the code rateShe channel capacity with this power adaptation strategy is
designed for different; fade levels will be different. In [40], derived from the capacity of an AWGN channel with average
we show that this multiplexing strategy achieves the chanrgiwer ¢ [6]

capacity (5) and that no other transmission method can achieve
a higher capacity. In practice, the multiplexing concept can 141 7)
be implemented with variable-rate and power MQAM. This W

technique is shown in [41] to achieve rates within 8 dB of

the capacity limit, and this gap can be further reduced witFhis form of power adaptation greatly simplifies the coding

C[S, Bl]=Blog[l+ 0] =B log

coding [42]. strategy for the fading channel, since the channel with inver-
Note that for a constant transmit pow&(y) = S, the sion appears to the encoder and decoder as an AWGN channel,
capacity of (2) reduces to independent of the fading statistics.
oo The inversion form of power adaptation requires that much
CI[S, Bl = B log / (14 v)p(y) dy (6) of the transmit power be used to compensate for deep fading.
0

We therefore also consider a truncated inversion policy that
which was previously reported by Lee as the average chanoaly compensates for fading above a certain cutoff fade depth
capacity [12]. In fact, (6) is the Shannon capacity of the,
channel when the transmitter uses the multiplexing code o
strategy of Fig. 3, with each of the; codes restricted to S(v) —, Y Z Yo
the same constant transmit power. Surprisingly, the difference N { 7 (8)
between (2) and (6) is negligible in both Rayleigh fading and 0, 7 < .
lognormal shadowing [40]. Thus while rate adjustment relati&ince the channel is only used when> +,, the power
to the channel variation is critical for efficient transmissiorgonstraint (1) yieldsy = 1/[1/7] , where
power adaptation is not. Moreover, if the channel fading is
independent from symbol to symbol then (6) can also be 1/7] / ©)
achieved using a nonadaptive coding strategy. More details Yo -
on this nonadaptive strategy can be found in [40]. o

The capacity is thus

C. Channel Inversion 1

B|1+ ——]p(’v > Y0) (10)

In this section, we consider a suboptimal power adaptation Cls, Bl = /]
Yo

policy where the transmitter adjusts its power to maintain

a constant received power, i.e., the transmitter inverts tligere
channel fading. The channel then appears to the encoder and oo
decoder as a time-invariant AWGN channel, and thus the (v 2 ) =/ p(v) dv.
complexity of its code design is much simpler than with ~

0
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inversion without truncation can yield a very large capacity

10T loss. In addition, maintaining a fixed outage probability at
9 + low SNR’s causes some loss relative to the maximUyfB
s | obtained with truncated inversion, but this loss diminishes
with increasing SNR. Although these conclusions apply to
:|\":' 7 T the Shannon capacity, which is an asymptotic result without
§ 6 L complexity or delay constraints, we have found analogous
a results for practical transmission schemes. Specifically, in [41]
E 5 T it is shown that the spectral efficiency of variable-rate variable-
G 4 1+ power MQAM exhibits a 5-10-dB gain over fixed-rate MQAM

—_ Optimal Adaptation (5). with truncated channel inversion.

-. Truncated Inversion (10) for Max. C/B.
.... Truncated Inversion (10) for Pout=.05, 1M
...... Channel Inversion (7).

. THE AWGN DOWNLINK CHANNEL CAPACITY REGION

When several users share the same channel, the channel
o , , , ; I SNR(dB) capacity can no longer be characterized by a single number.
5 10 15 20 25 30 At the extreme, if only one user occupies the channel then
the single-user capacity results of the previous section apply.
However, since there is an infinite number of ways to “divide”
the channel between many users, the multiuser channel capac-

Fig. 4. Capacity in lognormal fading.

10 | ity is characterized by @ate region where each point in the
0 L region is a vector of achievable rates that can be maintained
by all the users simultaneously. The closure of the union of
8 4 all achievable rate vectors is called tb@pacity regionof the
N multiuser system.
% T In this section, we analyze the capacity region of a downlink
& 6 channel with AWGN. We begin by first reviewing results from
_.Z’ [15, Sec., 14.6] for the AWGN downlink channel capacity
g 5 T region using superposition code-division with successive de-
o 4 L coding, time-division, and frequency-division. We then extend
s — Optimal Adaptation (5). the code-division analysis to direct sequence spread spectrum
T .- Truncated Inversion (10) for Max. C/B. for both orthogonal and nonorthogonal codes, and obtain
2 LA e Truncated Inversion (10} for Pout=.05. the corresponding capacity regions both with and without
successive decoding.
T We will see that the maximum-capacity region is achieved
0 ; | | | | SNR (dB) Using a multiresolution code with successive decoding. In addi-

5 10 15 20 25 30 tion, spread-spectrum code-division with successive decoding
has a capacity penalty relative to this optimal code which
increases with spreading gain. Finally, spread spectrum with
orthogonal code-division can achieve a subset of the time-
To get the maximum capacity for this truncated channelvision and frequency-division capacity regions, but spread
inversion policy, we maximize (10) relative tg. Alterna- spectrum with nonorthogonal coding and no successive de-
tively, we can sety, to achieve a desired outage probabilityoding is inferior to all the other spectrum-sharing techniques.
P, = p(y < 70). We will see in the next section that without

truncation, the channel inversion policy yields a capacity of The AWGN Downlink Channel Model
zero for Rayleigh fading channels.

Fig. 5. Capacity in Rayleigh fading.

The downlink channel consists of one transmitter sending
independeninformation to different receivers over a common
channel. Thus it does not model a typical FM radio or

Fig. 4 shows a plot of (5), (7), and (10) (for differeny TV broadcast channel, where the same signal is received
criteria) as a function of SNR for lognormal fading withby all users. The capacity region of the broadcast channel
a standard deviation of 8 dB. Note that for this range aharacterizes the rates at which information can be conveyed
SNR, the capacity (5) in shadowing exceeds that of the the different receivers simultaneously. We only consider
AWGN channel:C' = B log (1 + SNR). For Rayleigh fading, capacity regions for the two-user downlink channel, since it is
W is infinite: thus the spectral efficiency with the channghe easiest to illustrate. The general properties and the relative
inversion policy is zero. Fig. 5 shows the capacity of the otheerformance of the different spectrum-sharing techniques for a
policies in Rayleigh fading, which is less than the capacity iarger number of users are the same as in the two-dimensional
AWGN. We also see from these figures that truncated chaneeake [25]: since the distribution of the transmitted signal which
inversion exhibits a 1- to 5-dB rate penalty, and channathieves the multiuser capacity region is Gaussian for each

D. Numerical Results
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user [15], interference from other users is accurately modeladd B; + B> = B. The set of achievable rates for a fixed
as Gaussian noise even for a small number of interferers. frequency division(By, Bs) is thus

We will use the following notation. The two-user downlink

. . ) o Sy

channel has one transmitter and two distant receivers recew{u@ <R1 =B log [1 + }
data at rate?;, i = 1, 2. Each receiver has front-end AWGN of n1By
noise densityy;, ¢ = 1, 2, and we arbitrarily assume; < no. Ro = Bs log {1 1
We denote the transmitter’s total average power and bandwidth
by S and B, respectively.

If the transmitter allocates all the power and bandwidth

52 D S +52:S}. (14)

n2By

II(I) was shown by Bergmans [25] that, fex strictly less than

one of the users, then clearly the other user will have a raté and any fixed frequency-divisiofB,, B;), there exists a

of zero. Therefore, the set of simultaneously achievable ra{:%é:?ei;ofnrzj?r\:\g/]errailz(;?r“sogfféé g 26; silg; e;ant o:f tﬁi t\al\(lqhu(;sl-epower
(R1, Ry) includes the pair¢Cy, 0) and (0, Cs), where time-division line (12).

The frequency-division rate region is defined as the union of
Ci; =B log {1 + n<B} (11) fixed frequency-division rate regions (14) over all bandwidth
‘ divisions
These two points bound the downlink capacity region. We S,
now consider rate pairs in the interior of the region, which {U <R1 =B log {1 + B }
are achieved using more equitable methods of dividing the IS !
system resources. Ry = B, log [1 + 22 D7
n2Ba
B. Time-Division S, +Sy=S5,B,+By = B}. (15)

In time-division, the transmit powe§ and bandwidthB are
allocated to user 1 for a fraction of the total transmission It was shown in [25] that this capacity region exceeds the
time, and then to user 2 for the remainder of the transmissi@gual-power time-division rate region (12). This superiority
This time-division scheme achieves a straight line between tiseindicated by interpolating between the fixed frequency-
points C; and (5, corresponding to the rate pairs division regions in Figs. 7 and 8, although it is difficult to see
in Fig. 7, where the users have a similar received SNR. In fact,
{U [Ri=7C1, Ro=(1-7)C3); 0<7< 1}_ (12) whenn; = ny, the frequency-division capacity region (15)
reduces to the time-division region (12) [25]. Thus optimal
This equal-power time-division capacity region is illustrateBOwer and/or frequency allocation is more beneficial when
in Figs. 7 and 8. In these figures; B andn, B differ by 3 the users have very disparate channel quality.
and 20 dB, respectively. This decibel difference is a crucial Note that the rate region for time-division with unequal
parameter in comparing the relative capacities of the differép@Wer allocation given by (13) is the same as the frequency-
spectrum-sharing techniques, as we discuss in more deyision rate region (15). This is seen by lettidg = 7B
below. ando; = 7;5; in (13), wherer; = 7 andr = 1 — 7. The
If we also vary the average transmit power of each usBpWer constraint then becomes + o> = S. Making these
then we can achieve a larger capacity region. §etand S, Substitutions in (13) yields
denote the average power allocated to users 1 and 2 over their
T <R1:Bllog {1+ L }

respective time slots. The average transmit power constrarﬁj

then becomesS; + (1 —7)S; = S. The capacity region with By

this power allocation is then Ry = By log [1 + U_ED; o1+ oy = S}. (16)
N2 2
{U <R1 =78 log {1 + S—}J, Comparing this with (14) we see that with appropriate choice
M of S; and 7;, any point in the frequency-division rate region
Ry=(1-1)Blog [1 + S2 D7 can als_o be achieved through time-division with unequal power
n2B allocation.

TS+ (1=7)S2=5,0<7< 1}' (13) D. Code-Division (CD)

We will see in the following section that the rate region defined Superposition coding with successive decoding, described

by (13) is th the f _divisi it idR more detail in [15], is a multiresolution coding techniquc_e
y (13) is the same as the frequency-division capacity regi whereby the user with the more favorable channel can distin-

o guish the fine resolution of the received signal constellation,

C. Frequency-Division while the user with the worse channel can only distinguish

In frequency-division, the transmitter allocat&sof its total the constellation’s coarse resolution. An example of a two-

power S and B; of its total bandwidthB to useri. The level multiresolution code constellation taken from [43] is
power and bandwidth constraints require ttsat+ S, = S 32-QAM with embedded-PSK, as shown in Fig. 6. In this
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division, whenn; < n». Moreover, it was also shown in

e o o e o o [44] that this is the maximum achievable set of rate pairs
for any type of coding and spectrum sharing, and thus (17)
* D o e @ e defines the capacity region. However, if the users all have the

same SNR, then this capacity region collapses to the equal-
power time-division line (12). Thus when; = n., all the
spectrum-sharing methods have the same rate region.
e o o e o o Code-division can also be implemented using direct-
sequence spread spectrum [45]. With spread-spectrum codes,
the modulated data signal is multiplied by a spreading code,
e o o e o o which increases the transmit signal bandwidth by a factor
(G, called the spreading gain. For orthogonal spreading
codes, the crosscorrelation between the respective codes is
® 32-QAM zero. Orthogonal coding in the cellular 1S-95 standard is
implemented using Hadamard-Walsh functions [16]. These
functions require a spreading gain d&f to produce N
Fig. 6. 32-QAM with embeddedt-PSK. orthogonal codes. For a total bandwidth constraiht the
information bandwidth of each user's signal with these
example, the user with the better SNR, User 1, transmfpreading codes is thus limited #8/N. The two-user rate
three bits per symbol time. User 2, with a worse SNR thdggion with these spreading codes is then
User 1, transmits two bits per symbol time. The transmitte
constellation point is one of th&2-QAM signal points chosen S
as follows. User 2 provides two bits to select one of the U Ry = 2 log |1+ B |’
PSK superpoints. User 1 provides three bits to select one of the T
eight constellation points surrounding the selected superpoint.
After transmission through the channel, User 1 can easily 2
distinguish the quadrant in which the constellation point lies. noB
Thus the4-PSK superpoint of User 2 is subtracted out in T
User 1's demodulation. However, User 2 cannot distingui
between the32-QAM points around its4-PSK superpoints.
Thus the32-QAM modulation superimposed on thePSK

. . . e bandwidth equally dividetlB; = B, = B/2). From (16),
modulation appears as noise to User 2. These ideas can % division with unequal power allocatlon can also achieve
easily extended to multiple users with multiple transm|SS|o

rates using more complex signal constellations. Since se“l points in this capacity region. Thus orthogonal code-
9 P 9 ) gvision with Hadamard-Walsh functions achieves a subset

@ 4-PSK Superpoint

Ry log 1+ —=[[|;51+5=5,. (18)

%omparing (18) with (14) we see that code-division with
orthogonal coding is the same as fixed frequency-division with

p_erposmon COd'F‘g ac_:hleves multlpl_e rates by_expandln_g B the time-division and frequency-division capacity regions.
signal constellation, it does not typically require bandwidt

ore general orthogonal codes are needed to achieve the same
expansion. The successive decoding process is also S|mpl

fegion as these other techniques.

than spread-spectrum multiuser detection methods. We now consider spread spectrum with nonorthogonal

n1o—lhe two—uis\je r gapag:tny r\?vglond ursi:/n% r:;ulggasto lu;'oThCOd'Tr% eading codes. These codes are commonly generated using
and successive decoding was derive [25] to be the se aX|maI length shift registers [46], which yield a code

rate pairs crosscorrelation of approximately/G. Thus interference
{U <R — B los { 51 } between users is attenuated by a factotzofSince the signal
1= og B ;
Ss bandwidth of the signal reduces t®/G. The two-user
noB + 51D S1+ 52 S} A7) rate region using maximal-length spread-spectrum codes and

successive decoding is thus given b
The intuitive explanation for (17) is the same as for the g g y

example discussed above. Singe < ns, User 1 correctly

1 -
+ bandwidth is also increased by this factor, the information

Ry =B log [1—1—

receives all the data transmitted to User 2. Therefore, User, (1}; R, = log 1+ 51 7

can decode and subtract out User 2's message, then dec G _B

its own message. User 2 cannot decode the message intended G

for User 1, since it has a less-favorable channel; thus User 1's s

message, with powe$, contributes an additional noise term R, = — log |1+ ﬁ 1S+ S,=55. (19
to User 2's received message. This same process is used by the % + 61

successive interference canceler in spread-spectrum systems

[16]. Note that (17) and (19) differ only by the parameter> 1.
The rate region defined by (17) was shown in [44] to exce®Y the convexity of the log function, the rate region defined

the regions achievable through either time- or frequenchy (19) forG > 1 is smaller than the rate region (17) obtained
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using superposition coding, and the degradation increases with,
increasing values of+. This implies that for nonorthogonal (Kbps) | % %% CDwith Successive Decoding (17).
coding, the spreading gain should be minimized in order to c,
maximize capacity. .

With maximal-length spreading codes and no successiveygg
decoding, the receiver treats all signals intended for other users
as noise, resulting in the rate region [16]

—¥%—¥—¥— CD without Successive Decoding (20).
-------------------- Orthogonal CD or FD with B1=B2=.5B (18).
.......... Fixed FD with B1=.25B and B2=.75B (14).
.................... Fixed FD for B1=.75B and B2=25B (14).
Equal power TD (12).

T
,,,,,,,,,,,
s,
2y,

B S 4
U&= Glog |1+ 55| i o
G * G \ B=100KHz
100 e, 2 n, B=4dbW.
_ B 52 . _ 1 n,B=1dbW.
Rg—alog 1+”2-B—+ﬁ ; S1+S2=55. (20) 1 :
G G

Again using the log function convexity; = 1 maximizes
this rate region, and the rate region decreases asreases. T

For G = 1, (20) corresponds to superposition coding without g ] i ! R, (Kbps)
successive decoding, i.e., a coding technique whereby all the 100 200 200
users’ signals are superimposed on top of each other, and the ' ' '
decoding process treats all signals except the desired sigi&’- TWwo-user capacity region: 3-dB SNR difference.
as noise.
The radius of curvature for (20) is given by (KEZ) % % % CDwith Successive Decoding (17).
Lo Lo PS —%—%—»— CD ive Decoding (20).
R1R2 — R2R1 cdl e Orthogonal CD or FD with B1=B2=.5B (18).
X= (22) 2 IR~ mmememmae- Fixed FD for B1=.75B,B2=.258 (14).
( R% + R%)?’/Q 10 AN e Fixed FD for B1=.9B and B2=.1B (14).

Equal power TD (12).

where R; and R; denote, respectively, the first and second ’
derivatives of R; with respect tor, for S; = 75 and TN Y
Sy = (1 —7)58. ForG = 1, x > 0. Thus the rate region 1 X\

S=10dbW
for nonorthogonal coding without successive decoding (20) is | B=100KHz
bounded by a convex function with endpoirds and C, n,B=21dbW

as shown in Figs. 7 and 8. Therefore, the capacity region® T n;B=1dbW

for nonorthogonal code-division without successive decoding +
will lie beneath the regions for time-division and frequency- 4
division, which are bounded by concave functions with the
same endpoints. Interestingly, & — oo, the sign of x
changes. Thus as the capacity region decreases with darge T
it also becomes concave. ] | i }
While the orthogonality of time-division and frequency- 0 100 200 300
divisic_)n is relatively robust against small multi.path de,—:ig_ 8. Two-user capacity region: 20-dB SNR difference.
lays introduced by the channel, the orthogonality of the
Hadamard—Walsh functions is destroyed by multipath delays
bigger than a chip time [45]. This loss of orthogonality causes
interference noise between users, so the rate region becor?lu

R, (Kbps)

The rate regions for equal-power time-division (12),
réaguency—division (14), orthogonal code-division (18), and

nonorthogonal code-division with (17) and without (20)
successive decoding are illustrated in Figs. 7 and 8. The

U R, = B log |1+ S1 two figures correspond to an SNR difference between the
G mB 5| users of 3 and 20 dB, respectively. Both code-division
G G’ capacity regions assum@ = 1, i.e., the coding technique
B g is superposition coding with or without successive decoding.
Ry==log |1+ P2 iS4+ 8, =S5 If spread spectrum is used instead, the capacity regions will
G % % decrease as the spreading gd&inincreases. Note that the

capacity regions for all the spectrum-sharing techniques nearly

wherel/G’ equals the code crosscorrelation with multipath. goincide when the user SNR's differ by just 3 dB, whereas a
G’ ~ @ then the rate region defined by (22) is approximateg0-dB difference results in a large capacity difference between

the same as (20). As the multipath effect diminishi&s,— o

and the region (22) converges to (18).

the different methods.
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IV. THE DOWNLINK CHANNEL WITH FADING AND AWGN C. Frequency-Division

We now combine the capacity analysis in Section Il for the Fixed frequency-division divides the total channel band-
single-user fading channel with the capacity region analysisuidth B into nonoverlapping segments of widf, and Bo,
Section Il to obtain the capacity region of the fading broadcastich also reduces the two-user channel to independent single-

channel. user channels. As in the time-division case, we can thus apply
the optimal code design and corresponding capacity results of
A. The Fading Downlink Channel Model Section II-B to each channel independently, yielding the fixed

The two-user downlink channel with fading and AWGN hafsrequency-dlwsmn rate region

one transmitter with average powsrand bandwidthB and {U (R, = C[Sy, B1], Ry = C[S2, Ba]); S1+ 83 = S}.
two receivers with noise density; and time-varying received (25)

SNR y;[i] = Sg;[dl/(N;B), j = 1, 2. Letn;[d] = Ny/g;[il.  again, ¢1s;, Bj] is given by (5), (7), or (10), with (5)
s0v;[d] = 5/(n;[i]B). We assume that bothy [1] andn,[i] are achieving the maximum capacity region. Settiby = 7.8
known to the transmitter and both receivers at tim€hus the and S, = 75 in (25) and comparing with (24) shows

tran_smitter can vary its powed[i] relative ton,[i] andny|d], the equivalence of unequal-power time-division and fixed
subject only to the average power constrainfor frequency- frequency-division on the fading channel

division, it can also vary the bandwidth;[i] allocated to It is clear that the equal-power time-division capacity region

each user, subject to the constrafi] + B[] = B foralli. 53y il exceed the fixed frequency-division rate region over
Finally, for code-division, the superposition code can be varied - range of power allocatiosS;, Sa: S, + S» = S1, in
at each transmission. Since both receivers know the noj b 2 '

. . . s Lo E&'ticular when all of the power is allocated to one of the
density pairsq,[i] andn.[i], they can decode their individualeq ency hands. Suppose, however, that both the power and

signals based on the known resource allocation strategy giNER yandwidth partition vary at each transmission based on
these noise densities. In practice, the transmitter strategy wo instantaneous noise densitiegi] andn.[i]. Clearly, the

need to be conveyed to each receiver through either a pilot tc}@@ulting rate region will exceed both fixed frequency-division
or a header on the transmitted data. and time-division, which fixes the allocation of these resources
. o over all time. The rate region for this variable power and
B. Time-Division bandwidth allocation scheme is
Since time-division allocates orthogonal time slots to each
user, the two-user channel with time-division reduces to two {U <Rl = / CLk[S1k, Br]me,
orthogonal time-varying single-user channels. Thus we can y
apply the single-user capacity results in Section II-B to each Ry = / 027k[527k,327k]7rk>;
of the two channels. This yields the rate region k

(U = 1Gi[S. Bl B = (1= 1)Cals. B 0< 7 <1) Buact Bai= B, [(Suact Saame =} 29

(23) wherem;, denotes the joint noise density distribution

whereC;[S, B, i = 1, 2, is given by (5), (7), or (10), depend- T = p(nifi] = ny, k, n2fd] = n2 %)
Ing on the power adaptation _strategy. Clearly, the maximu ., and B; ;, are the bandwidth and power allocated to user
capacity region ha€’;[S, B] given by (5), corresponding to .~ S
. . . J whenn;[i] = n; , and

the maximum single-user capacity. ’

The strategy to achieve the maximum capacity of the time-  C; [S; », B; x] = Bj. & log[1 + S, &/(nj, B, )]
division channel requires each user to adapt its power and _ )
rate optimally over his assigned timeslot. Specifically, User 1° détermine the boundary region of (26), both the power and
transmits the code which achieves its fading channel capadi@ndwidth allocations must be optimized jointly over time, so
C;[S, B] over a fractionr of the total transmission time, andt/1€ tWO users are no longer independent. Finding this boundary
User 2 transmits its optimal code over the remaining time. THB9ION requires an exhaustive search or a multidimensional
optimal code designs are identical to the capacity-achievifgtimization over time subject to the bandwidth and power

code designs described in Section II-B. constraints. We do not evaluate this region in the numerical
If the average power allocated to each user is different, tffeSUlts presented below. However, this capacity region is
capacity region becomes bounded above by the capacity region for superposition coding
with successive decoding and bounded below by the union of

{U(Rl = 1C[S1, B], Ry = (1 — 7)C3[Ss, B]); all fixed frequency-division regions, which are evaluated in

Fig. 9 for Rayleigh fading.
7514+ (1-7)8=85,0<7< 1}. (24) The idea of reallocating bandwidth and power as the channel
varies is closely related to dynamic channel allocation, where
As for the AWGN channel, the unequal-power time-divisioghannel allocation is based on the noise (and interference)
rate region (24) is equivalent to the fixed frequency-divisiolevels in a particular frequency band [5], [47]. The frequency
rate region (25) obtained below. allocation of (26) suggests that instead of using a threshold
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R, the superposition rates over all joint noise density pairs will
(Kbps) —%—%—%— CD with Succ. Dec. (27) and Constant Power. exceed the frequency-division capacity region of (26).
| o oD vt P s brepoepr The rate region for superposition coding without successive
.......... Fixed FD for B1=.25B,82=.758 (25). decoding is given by
200 -\ 0000 ceeennn FD for B1=.75B and B2=.25B (25).
Equal power TD (23). Sl k :|
R :B/IO‘ 1+ ——— |
{U< ' K g{ ni B+ 52 "
So k } )
R :B/lo~ 14+ ————— 7 };
? k g[ no, 1B + 51, % Y
100 /(Sl,k + So )T = 5}- (28)
k
S$=10dbW
B=100KHz Since the capacity region corresponding to eadhrm in the
:2::‘1'::3' integral (28) is bounded by a convex function, the resulting
! ' rate region will also be bounded by a convex function. Thus
both the equal-power time-division rate region (23) and the
0 R, (Kbps) frequency-division rate region (26), which are bounded by

0 100 200 300 concave functions with the same endpoints, will have larger
rate regions than that of (28).

Obtaining the code-division capacity region boundaries ei-
ther with or without successive decoding requires either an
level to determine which user should occupy the channel, taghaustive search or a two-dimensional optimization of the
channel should be allocated to the user which gets the mpstver over all time. However, we can lower-bound these
capacity from it. Similar ideas are currently being investigataggions by assuming a constant transmit power. This yields
for admission control [48]. a point in the capacity region which is clearly beneath rate
vectors obtained with optimal power adaptation. The resulting
capacity region lower bound for Rayleigh fading is shown
in Fig. 9, along with the time-division and fixed frequency-
Givision rate regions, given by (23) and (25), respectively. The

e-division and frequency-division regions are based on the
o . . : ) Rfaximum single-user capacity formula (5). From this figure
de.nS't'esnl[fL] anQng[z]._ln pqrtu;ular, the user W!th the IOWerWe see that keeping the transmit power constant is clearly
noise densityn;[i] at time ¢ will subtract the interference suboptimal, since the equal-power time-division rate region

caused by the other user, as was described in Section liu('ceeds the region obtained by superposition code-division

D. The rate region is thus the average of the rate regions, i, ,ccessive decoding near the region end points. In light

AWGN weighted by the joint probability of the noise densme%f this observation, it is interesting to recall our remark in

Section 1I-B that keeping the transmit power constant has
a negligible impact on the capacity of a single-user fading
channel. We see now that the effect of power adaptation is
much more pronounced in the multiuser case, where power
adaptation impacts the interference on other users.

The capacity region for spread spectrum code-division with
and without successive decoding are given by (27) and (28),
respectively, with an addition bandwidth expansion tesm
where 1[-] denotes the indicator functiorlfg] = 1 if = is This term multiplies the numerator in the fractions of (27)
true and zero otherwise). Since superposition coding witind (28), and also divides the bandwidth term in front of
successive decoding has a larger rate region than time- ahelir respective integrals. As in the AWGN case, this term
frequency-division on the AWGN channel, we expect thiwill reduce the capacity region &s increases.
to be true for the fading channel as well. Indeed, considerin Fig. 10 we compare the capacity regions in AWGN
any rate point in the frequency-division capacity region (26and in Rayleigh fading, assuming a constant transmit power.
Associated with that point will be a set of frequency-divisiong/e show only the rate regions for code-division with and
(B, k, B2,x) and a set of transmit power valugS, ,, S ;) Wwithout successive decoding, since these regions bound the
corresponding to each noise pdiny i, n2.x). Let S = performance of time-division, frequency-division, and spread-
S1, k+S52, 1. From Section 111-D, for the broadcast channel wittspectrum coding with? > 1. We see that Rayleigh fading
noise density valuegn 1, no, i) there exists a superpositiondecreases the capacity region, as was also the case for the
code with total powess;, that has a larger capacity region tharsingle-user channel.
frequency-division. Since we can find such a dominating codeTo summarize the capacity results in this section, we cal-
for all pairs of noise density values, the weighted integral @llate the time-varying capacity region by taking a weighted

Fig. 9. Two-user capacity region in Rayleigh fading.

D. Code-Division
We first consider superposition coding with successive d

S1,k }
RIB/10‘|:1+ ’ Thes
{U< . k 5 n1 kB + Sa [y g > nal]
Sa &

R:B/lo‘[l—i— :|7T‘>;
2 k 8 n27kB+Sl7k1[7‘L27k>7‘L17k] K

[ St S20m = S} 27)

k




GOLDSMITH: THE CAPACITY OF DOWNLINK FADING CHANNELS WITH VARIABLE RATE AND POWER

R,
(Kbps)
-+ —¥——%—¥— CD with Succ. Dec. in AWGN
- % - % - -% - CD with Succ. Dec. in Fading.
1 —¥—x%—x— CD without Succ. Dec. in AWGN.
- % - -%--X%- CD without Succ. Dec. in Fading.
200 -
S=10dbW
T B=100KHz
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X
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available at the transmitter and receiver is not feasible for

rapidly varying channels. Issues of complexity and delay are

swept under the rug for any capacity analysis, yet impose
strong constraints in real system design. Finally, coordination

of the dynamic resource allocation among multiple users in

real time is also a challenge. However, adaptive rate and power
transmission is currently receiving a great deal of attention,

as is adaptive interference cancellation. As systems evolve
to support different rate applications, the design philosophy

that all users are created equal will vanish, and understanding
achievable rate regions will become more important. Thus the
purpose of this paper is not so much to suggest that we can
achieve the capacity regions derived herein as it is to promote
interest in the adaptive policies suggested by our analysis.
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Fig. 10. Capacity region comparison in Rayleigh fading and in AWGN.

(1]
average of time-invariant capacity regions associated with the

different noise density pairs, with the weights determined b¥2]
the joint probability distribution of these pairs. Numerical
evaluation of the capacity regions defined by (23) and (ZSB
is straightforward using the methods defined in Section I
B. These regions have the same general shape as in Figs. 7
and 8, although they are smaller for the fading channel than
for the AWGN channel. Evaluation of (26)—(28), requires arl
exhaustive search or a difficult multidimensional optimization
over time. A lower bound for (26), the frequency-division [5]
rate region with optimal power and bandwidth adaptation, igg
obtained by maximizing over all fixed frequency-division rate
regions (25). A lower bound for the code-division rate regior’)
with optimal power and transmit constellation adaptation is
obtained by keeping the transmit pow&f , = Sa.p = S  [8]
constant in (27) and (28).

(9

[10]

We have compared the Shannon capacity region of the
downlink fading channel under different spectrum-sharin
techniques. We have shown that for both AWGN and fad-
ing channels, multiresolution coding with successive decod-

V. CONCLUSIONS

ing and optimized code adaptation maximizes this capa[c—
ity region. This optimal technique can be implemented us-
ing spread spectrum with successive interference cancelfs!
tion, although the bandwidth expansion will result in some
rate penalty. Frequency-division, time-division, and orthogonal
code-division have equal rate regions if transmit power &%
varied according to the changing channel. In addition, dynamic
channel (or timeslot) allocation will increase the efficiency dft5]
channel use. Finally, nonorthogonal coding without successi 8]
decoding or interference cancellation has the smallest capacity
region.

Can we actually come close to these capacity limitd»"!
Clearly, the assumption of near-perfect channel estimates
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