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Discussion Schedule: 
Discussion: July 11-22, 2005 
Summing-up: July 25-28, 2005 
 
 
Pre-Discussion Paper 
 
‘E-learning’ is defined by the New Zealand Ministry of Education (2004, 3) as “learning that is enabled or 
supported by the use of digital tools and content. It typically involves some form of interactivity, which may 
include online interaction between the learner and their teacher or peers. E-learning opportunities are usually 
accessed via the internet, though other technologies such as CD-ROM are also used in e-learning.” It would be 
an extremely rare tertiary institution that does not have a Learning Management System (LMS) for online 
delivery, and a body of staff already using it in their courses.  
 
Foundational to the strategic success of e-learning is an understanding that education institutions are based on 
systems. Moore and Kearsley (1996) make a simple yet enduring observation: 
 

A common misperception among educators who are not familiar with a systems approach is that it 
is possible to benefit from introducing technology into education without doing anything to 
change the way in which education is currently organized… According to this view, once the 
technology is in place, there is little else to be done except to let teachers get on with their craft as 
they always have done… you cannot just ‘go it alone’ and maintain high quality and low costs. 
(pp. 6-7). 

 
Yet for all of the interest in e-learning, activity in many institutions is remarkably ad-hoc even though standard 
LMS tools are typically made available to academic staff. In most institutions, the requirement to ‘get a course 
online’ (whatever that means) invariably results in courses that do not realize the possibilities. The differences 
between the application of technology from course to course is often hidden from individual staff (who tend to 
focus on their own papers), but it is all too clear to students. In an ad-hoc e-learning environment, tools are either 
supplemented by staff-specific systems (in the case of the embracers) or else woefully under-utilised. Ad-hoc e-
learning environments fail to recognize the importance of systems thinking and, as a result, compromise 
educational quality. 
 
In addition, educators who are early-adopters (so-called ‘embracers’ of technology) tend to make high-end use of 
LMS applications, and may bypass institutional processes and policies somewhat to make the technology 
subservient to their course needs. The vast majority of academic staff however are either tentative or potential 
users, or else are satisfied with the status quo. The strategic challenge tertiary institutions currently face is how to 
engage this extremely large majority in appropriate e-learning practice without restricting the activities of the 
embracers. In other words, how to efficiently coordinate e-learning development without stifling innovation, or 
how to help general academic staff up without pulling the innovators down. 
 
E-learning will ideally be employed by institutions for reasons of enhancing the individualisation of instruction, 
improving educational quality, increasing access, reducing costs, and sustaining innovation (Twigg, 2001). The 
New Zealand Ministry of Education (2004) goals of accessibility, relevance and quality are similar. Small ad-hoc 
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initiatives in pursuit of these goals do make a positive difference, but it can be difficult to transfer the successes 
of technology-embracers on an institutional scale. The reality is that realizing effectiveness, access and 
efficiency gains requires coordination of development and changes in systems. Such coordination reflects an 
institutional desire to implement e-learning strategically. But what might strategic e-learning coordination look 
like? 
 
 
Coordinating e-learning activity 
 
The case for coordination can be clearly stated:  

 Systems thinking demands that e-learning be seen in its overall context which is made up of various internal 
systems, each of which are potentially influence or are influenced by the use of e-learning tools: enrolments, 
IT support, library services, staff development, quality assurance processes, timetabling, and others. An 
online systems framework is provided by Davis (in Anderson and Elloumi, 2004, 102): 

 

 
 
It is clear that changes in course design can have far-reaching implications. Issues of resource 
duplication (in the case of CD-ROMs, print materials, etc.) and continuity are not addressed in this 
diagram (though the latter might certainly be a part of the quality assessment process) because of the 
diagram’s focus on ‘online’, but such issues are still important elements of the distance education 
systems that form e-learning’s typical context.   

 Tertiary institutions are usually resource-constrained, meaning that development effort needs to be well 
targeted – and well managed. A coordinated approach may also make expectations and funding 
opportunities for e-learning initiatives clearer to academic staff (see below; ‘core’ activities might become a 
part of an academic’s standard job, ‘custom’ activities might be funded on a project basis).   

 Coordination results in an improved longevity of investment. When an embracer leaves an institution, they 
tend to take the knowledge required of how their paper makes specific use of technology with them. A 
coordinated approach can ensure that at least a base-level of e-learning application remains.  
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 A coordinated approach might result in wider adoption of embracers’ techniques, as transferable innovation 
can be rolled out across other papers. This may also lead to institutional user-support and staff training for 
embracer-designed applications. 

 Within qualifications taught by both embracers and general academic staff there can be a 
standardization/innovation tension; coordination can ensure that this tension is managed within clear 
boundaries.  

 The student experience can become more consistent, with the associated benefits of less orientation time 
across new courses, clearer expectations, and more confident use of e-learning tools.  

 Coordinated development may become self-perpetuating, assisting with the assimilation of new staff and 
enhancing the ability of existing academic staff to support one another.  

 
The last of the points above is very significant as institutions seek to engage wider e-learning adoption. Without 
coordination, staff who are asked to place course materials online will tend to do just that and nothing more – for 
reasons ranging from resistance or time constraints, through to a lack of knowledge of what is truly possible. 
Number of courses in an LMS system is one thing; quality of practice is quite another! 
 
Coordination sounds simple, but in practice it is quite complex because it must be based on firm answers to 
various groups of questions that have a managerial bias. The first questions relate to scale. What is the scale of 
the coordination? Is it intended to be within a programme, department, college or institution? The second group 
of questions relates to the scope of coordination. Should entire courses be templated, or just parts of courses 
(such as administrative information)? What, if any, are the boundaries for e-learning practice beyond the 
standard? Will coordination apply to the first iteration of a course, or to all updates as well? Coordination also 
requires an in-depth understanding of institutional systems and policy, and which of these are negotiable. The 
final questions relate to the systems of coordination. How will the standard be decided on? How will it be 
enforced (or will it be?) Will responsibility for coordination be centralized, or spread across the scale of 
coordination? How will a coordination system complement or supercede other systems already in place? What 
should be the parameters of standardisation, that is, how flexible and wide-reaching should the standards 
themselves be? 
 
 
Core and custom pedagogies – a potential model for coordination 
 
The remainder of this paper considers a potential system of coordination (there are others) that focuses 
particularly on pedagogies. The system is tentatively called ‘core and custom pedagogies’. Before outlining how 
this might work it is useful to reflect on the nature of e-learning interventions.   
 
 
The nature of e-learning interventions 
 
The following sets a framework of understanding for e-learning interventions.  

 E-learning pedagogies are probabilistic (see Reigeluth, 1999), that is to say, there is no such thing as the 
‘perfect’ approach because of the diverse contexts within which e-learning tools are applied, including the 
diversity between the students themselves and the varying teaching and learning demands of particular 
courses.  

 E-learning pedagogies are constrained by institutional factors, including the technologies and applications 
supported by the institution, quality assurance policies and standards, availability of staff training and 
support in e-learning, the existing level of staff proficiency in technology and e-learning, the perspectives of 
staff responsible for coordinating e-learning development, and the amount of time and funding made 
available for e-learning practice.  

 E-learning pedagogies must be defensible, that is, not used haphazardly but rather intelligently – preferably 
with some reference to proven educational practice. While e-learning pedagogies could be considered as 
specific to technological settings, they must also be underpinned by accepted educational theory.  

 E-learning pedagogies are evolving in the sense that new modes of practice and enhanced technological 
tools are continually emerging. E-learning practice cannot remain static, but should instead seek to make the 
most of new opportunities.  

 
This framework reinforces the importance of coordination of e-learning effort, and suggests that core and custom 
pedagogies must be carefully set and subject to regular review. Core pedagogies must be broad enough to enable 
quality use of e-learning while not disqualifying the use of additional, ‘custom’ approaches.  
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Core pedagogies 
 
In their 2003 book, The virtual student, Palloff and Pratt suggest the following as a model for high-quality online 
courses (p.121). This (somewhat simplistic) model will be used as the basis for illustrating how a coordinated 
institutional e-learning approach using core and custom pedagogies could be operationalised.  
 

 
 
This community-centred instructional model could serve as the basis for a pedagogical core, that is to say that all 
e-learning within the sphere of coordination should share the community-centred approach Palloff and Pratt 
suggest. At the very least, therefore, online courses should require some form of online interaction in the form of 
personal introductions and topic-related discussion. They should also encourage collaborative learning and make 
all course requirements, assessment expectations and online norms clear. If uploaded content becomes a part of 
the core, standards on file types, size and document format would be set. Staff requirements for online 
interaction should also be explicit.  
 
Such a core might require staff to use a particular LMS template to ensure that a particular tool set is used within 
the course. It might also feature templates for syllabus or course outline information, which could be uploaded 
directly into the LMS with various policies and student services already inserted. Templates might also be 
created for online discussions or collaborative tasks to ensure that expectations are made clear to students. The 
use of the template might be reviewed by departmental peers, a programme leader, Head of Department, or 
dedicated e-learning facilitator. Variances to the template would need to be defended; the ‘core’ represents the 
baseline or minimal level of e-learning application. 
 
 
Custom pedagogies 
 
While adopting a set of core practices is useful, it may stifle innovation and limit e-learning to the scope of what 
is possible in LMSs such as Blackboard, WebCT, or Moodle. A coordinated approach to e-learning within an 
institution should actively encourage flexibility according to opportunity or necessity, implemented on a project 
basis subject to funding and the four factors identified earlier in the framework for e-learning interventions. The 



5 

following are suggested as potential reasons for potential custom e-learning development (potential because a 
solution may not necessarily lead to a role for technology): 

 Conceptual difficulty – what do students traditionally find difficult to grasp, or what is traditionally difficult 
to teach? There may be a creative use for e-learning tools that will improve the situation. The work of 
Jonassen et al (1997) demonstrates how this might be achieved. Experience indicates that most academics 
are already aware of how the conceptual difficulty might be addressed.  

 Multi-media and simulation opportunities – there may be particular aspects of a course that might benefit 
from the use of static or interactive media.  

 Academic staff member interest – there may be a particular interest the staff member has to do with 
technology that could become the focus of an e-learning project.  

 
Part of the custom offering within a department or university might consist of a number of pre-assembled custom 
solutions (such as online role-plays, the use of blogs, e-portfolios, etc) that could be readily applied as required. 
The freedom for innovation would be bounded only by the requirements that it not compromise the core and that 
innovative solutions are subject to the framework for e-learning interventions.  
 
 
Endnote 
 
It must be stressed that the ‘core and custom’ approach is but one of many possible methods of coordination. The 
method most applicable to a given situation depends on the scale and scope of coordination desired.  
 
 
Discussion questions 
 
1. Does the proposed ‘core and custom’ model seem to place managerial interests above those of academics? 

Of students?  
2. Does academic freedom relate to methodology or subject content? Where should the bounds of 

managerialism in education design and standardization lie? To put it provocatively, are academics free to 
teach their students poorly? 

3. As an academic, how would you respond to the ‘core and custom’ model if it were applied in your 
institutional setting?  

4. What are some of the strengths and weaknesses of coordination? Of the ‘core and custom’ approach? 
 
 
 
Post-discussion summary 
 
In our pre-discussion paper we aimed to suggest a model that might be implemented in tertiary institutions 
wishing to effectively implement e-learning on a broad basis. As the discussion developed, we invited 
participants to suggest specific educational practices that might form a part of the core.  
 
After summarizing the various interactions that took place during the discussion, we will conclude with an 
overview of the other issues raised during the discussion and some final comments relating to the ‘core and 
custom’ model itself.  
 
 
An alternative model for strategic implementation 
 
While there was broad acceptance of the ‘core and custom’ model, one participant proposed an alternative. 
Michael Scriven proposed a model he termed the “PD” (‘Performance-Driven’) approach as a substitute for the 
‘core and custom’ model. Michael suggested that academics’ e-learning work be evaluated as part of an e-
learning competition, with the prize consisting of reduced teaching load and institutional recognition. Michael 
conceded that the “quality of evaluation” would be key to the system’s success. Bill Williams viewed Michael 
Scriven’s model as “extremely powerful” but saw the quality of evaluation as a “key weakness”. In the authors’ 
reply, it was suggested that the quality criteria required for the success of the PD model could form the basis of a 
core approach.  
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Identifying the core 
 
In analysing the various posts concerned with the core it became apparent that some aspects of the pre-discussion 
paper may have been misunderstood by participants. The following must be appreciated in the analysis that 
follows.  

 The ‘core’ is the normative set of e-learning systems and practices put in place across a programme of study, 
that is, it consists of those e-learning tools and approaches that are expected to be characteristic of all 
courses. The ‘custom’ is the flexible element of e-learning use that can be course-specific, which is applied 
in addition to the core. The core is incomplete without the custom. The core is the essence of strategic e-
learning implementation, but it is seriously limited without custom additions that are more course-specific.  

 The ‘core and custom’ approach is concerned with e-learning pedagogies, not learning management systems 
(LMSs) or the technology itself. The core and custom approach is concerned with pedagogies and 
application, not programmes and applications. Further, the core should not be perceived as restricted solely 
to LMS functions. In some circumstances, for example, the use of specialist lectures delivered live might be 
considered core (which may require Web-videoconferencing as a technological solution). 

 The ‘core and custom’ model does not necessarily require an adjustment to a course’s curriculum. It is 
concerned with practice, not the formulation of learning outcomes.  

 
Andrew Higgins mentioned that the core should be concerned with learning outcomes, teaching strategies and 
assessment. The actual use of an LMS is, in Andrew’s words, “subsidiary”. In a somewhat different 
interpretation, Bronwyn Hegarty suggested that simply adding an LMS “immediately puts in place a core system 
to which the teaching staff are expected to comply”, as if an LMS itself represented a particular imperative of 
practice. Bronwyn pointed out various constraints of LMS systems, which seemed to imply that a managed 
adoption of LMS tools is necessary. Bronwyn cautioned that a standard approach would stifle creativity, a 
possibility that the ‘custom’ part of the core and custom model anticipates.  
 
Brent Muirhead proposed Norris et al's (2003) work as the basis for building sound metacognitive skills in 
students. Brent added that “programs vary in the quality of their classes and some offer poor learning 
experiences characterized due to flawed design, inappropriate content or sequencing of learning activities and 
inconsistent teacher feedback”, based on the work of Janicki and Liegle (2001). Each of these aspects, it was 
suggested in response, could be addressed within the core. Brent added that “there must be a degree of 
flexibility”, adding credence to the addition of a custom element to a standard or core approach. Later, Brent 
cited Bruning et al (2004) to underscore the importance of a dedicated educator in online learning.  
 
Donna Russell contributed the term “creation of meaning in online workspaces”, and argued that creating 
meaning in the mind of the student is the goal of online learning. Donna raised various issues associated with 
online learning:  

 What types of learning are intended? 
 How can learning opportunities be developed that meet learning goals? 
 How can learning and interaction be assessed? 
 Is the course structured for meaning-making, or is it merely modularized?  
 How can we assist all online learners to be successful?  

 
These could all be considered in the design of the core. In a later post Donna suggested that Jonassen’s (not 
referenced) characteristics of “meaningful learning” should also be considered in the core. According to 
Jonassen (not referenced), meaningful learning is active, constructive, intentional, authentic, and cooperative. 
Liz Stevenson was also is favour of an educational environment characterized by such values.  
 
In the online exchange that took place there was good argument for and no disagreement with the place of 
metacognitive development and meaning making in the core. However we see the development such skills as the 
goal of the core and not a definition of it.   
 
 
Managerialism and e-learning 
 
Michael Scriven and Brownwyn Hegarty were somewhat cautious of the core and custom model, believing it to 
be too managerialist (though Michael’s main concern was that the core and custom approach seemed more 
complicated than it needed to be). Still, Bronwyn Hegarty stated that the core and custom model had the benefit 
of “a consistent and uniform approach to support for staff and students if it is done well.” Bill Williams also felt 
that the “managerial benefits” of the core and custom model justified its use, and introduced the term “learning-
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management-system-environment” as a key consideration for strategic e-learning (inferring that the management 
systems surrounding e-learning application are essential for the implementation of e-learning). Learning, 
management and systems are all interdependent in a formal education setting. The ‘core and custom’ model has 
the potential to optimize the relationship between the three.  
 
Andrew Higgins mentioned that “the costs of the LMS… put them in the limelight in ways that traditional 
teaching strategies [do] not”. Andrew is in favour of a risk-management strategy that monitors quality of 
teaching and qualifications, stating that managers “have a right to be interested, even if to help protect taxpayers’ 
(the public) input into the cost of tertiary institutions.”  
 
It was also suggested that the core and custom model is already reflective of practice. Bronwyn Hegarty assumed 
that staff already use LMS systems in various ways (though these ways are not managed and tend to be 
haphazard), and in a response to David Jones’ suggestion that ‘plain’ (as opposed to ‘e’) learning might benefit 
from a ‘core and custom’ approach it was suggested that ‘plain’ learning, in both its face-to-face and distance 
education forms, is already characterized by an implicit core and custom approach.  
 
David Jones shared the developer- and adopter-based theories of ‘innovation diffusion’ from Surry and Farquhar 
(1997). Developer-based theories focus on enhancing the innovation; adopter-based theories “focus on the 
human, social, and interpersonal aspects of innovation diffusion”. In reply to David it was suggested that the 
core would probably tend toward a developer-based bias, but that custom elements would focus more on the 
adopter.  
 
 
Other issues raised 
 
Norman Robinson mentioned the importance of section 508 accessibility, pointing out that it is a “basic 
requirement”. While Norman’s comments were particularly aimed at the pre-discussion paper’s compliance with 
section 508, his contribution also establishes what might be termed a core consideration. Unless section 508 
compliance is somehow built in to an e-learning core it may not become a standard part of e-learning practice 
across a programme.  
 
Andrew Higgins raised the issue of staff development, suggesting that it is no surprise if teaching staff cannot 
effectively apply e-learning if they have not been adequately trained to do so (Bronwyn Hegarty later added that 
staff developers are in fact well qualified). Perhaps if a set of core pedagogical practices for e-learning were 
developed, good pedagogical practice could be embedded across an institution.  
 
David Jones suggested that the ‘core and custom’ model may be focussing on the symptoms of the problem and 
not the cause. David reasoned that the question “Why don’t academic staff do more with e-learning?” is central. 
In response it was suggested that staff efficacy with technology tends to be the predominant reason, and that a 
core use of IT might help alleviate the problem.  
 
 
Final comments and suggestions for further discussion  
 
There was broad agreement that the model was a worthwhile one, and the authors would like to express their 
gratitude for the different perspectives that were offered during the discussion. We are satisfied that the core and 
custom model has considerable merit as a means for implementing e-learning strategically.  
 
The challenge to practitioners is now to consider the actual shape of the core pedagogies that should be applied 
across institutions or programmes of study. Much discussion was concerned with identifying the educational 
values that should underpin the core, but now our focus should be one of implementation. Various other 
questions also arise post-discussion. What personnel should be involved in a core and custom initiative? What 
criteria or process might be used to determine whether a particular approach should be core or custom? How 
frequently should a core be revised? What support systems should be in place for customized pedagogies? 
Should core and custom components be differentiated for face-to-face and distance-based courses? How should 
the effectiveness of the approach be measured?  
 
Again, thanks to the members of IFETS and DEANZ who actively contributed to the discussion. Your collective 
insight has been of much worth in our own thinking, and we trust to that of other, ‘read-only’ participants.  
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Editorial - Crafting Learning in Context 
 
 
This special issue features the best papers presented at the International Conference on Advanced Learning 
Technologies (ICALT 2004) held on Joensuu in September 2004. The theme of the conference was “Crafting 
Learning in Context” which focuses on the crafting of learning experiences enabled or mediated by technology 
that enacts authentic contexts for the learning and doing to take place.  Various theoretical frameworks for 
learning have posited that learning happening in contexts such as those embodying problem-based, scenario-
based, cognitive, meta-cognitive, social, linguistic, cultural, artefact, and authentic task elements, is most likely 
to lead to transfer, being, doing, application and adaptation to new situations. The challenge for the designers of 
learning environments is to conceive and use technology as providing or simulating the richness and authenticity 
of real-life contexts. An important strand in this direction is the creation or manipulation of concrete artefacts by 
the learners, making the learning experience motivating, engaged and immersive.  
 
The word “crafting” connotes the need to carefully design the tasks, activities and processes enabled by 
technology, so that learning is most likely to emerge from the interaction between the learner(s) and the 
environment. We need skill and dexterity in creating learning scenarios using advanced technologies such as 
those which are presented in this issue. We also need to design new technologies with affordances which support 
new kinds of contextualized learning activities and experiences. 
 
In the area of concretizing learning, we have 2 papers. Sempere (this issue) presents the design of CTRL_Space, 
a software environment with companion hardware, which helps pre-literate children to learn basic computational 
concepts using an animatronic face. Lyons, Kluender & Tetsutani (this issue) presents a system for the real-time 
visual display of affective signals which help learners to estimate one another’s level of arousal, stress, or 
boredom. 
 
There are 5 papers in the area of learning design that respects the context in which learning is happening, or tries 
to provide an effective context for learning. Two such papers that tries to personalize the learning based on the 
context,  relate to reflective dialogue systems. Grigoriadou, Tsaganou & Cavoura (this issue) discusses a system 
for learning modelling historical text comprehension through effective dialogue. The system plans and generates 
reflective tutorial dialogue based on the learner model in order to promote the learner to reflect. Pon-Barry, 
Clark, Schultz, Bratt, Peters & Haley (this issue) make a case for using multimodal task modelling, carried out 
by a flexible and adaptive planning agent, to effectively contextualize learning in reflective dialogues. 
 
Pemberton, Fallahkhair & Masthoff (this issue) does a focus group study of learners towards interactive TV 
(iTV), and presents design implications which involve the use of mobile phones in conjunction with iTV.  The 
paper by Lu, Wu, Wu, Chiou & Hsu (this issue) presents a model for providing ontological support in modelling 
learners’ problem-solving process.  The paper by Hernandez-Leo, Asensio-Perez & Dimitriadis (this issue) 
proposes using flow patterns to represent best practices in CSCL, and specifies these patterns using IMS 
Learning Design. 
 
We have 2 papers in the area of analytic frameworks and methods for studying learning in context. Aviv, Erlich 
& Ravid (this issue) presents a methodology for online monitoring and evaluation of online networks, using 
Social Network Analysis, with the objective of providing the instructor with an intuitive understanding of the 
student’s interactions within the network. Liu (this issue) is a theoretical contribution for comparing the 
effectiveness of test items based on mutual information. The work relies on Bayesian networks for capturing 
uncertainty in students’ responses to test items. 
 
The last 2 papers are in the area of learning resource management which concerns the capacity of systems to 
provide the learner with learning resources in the appropriate sequence suited to her context of learning. Milrad, 
Rossmanith & Scholz (this issue) discuss the design and implementation of an educational digital video library 
using MPEG-4 and the Synchronized Multimedia Integration Language (SMIL). Karampiperis & Sampson (this 
issue) present algorithms for the adaptive sequencing of learning resources. The learning path is generated not by 
populating a concept sequence with available learning resources based on adaptation rules but by first generating 
all possible sequences that match the learning goal, and then adaptively selecting the desired sequence, based on 
a decision model that estimates the suitability of learning resources for a learner. 
 
With such a range of diversity on all the papers featured in this special issue, crafting learning in context is 
indeed a rich area for research, and we hope these papers will spur more work and innovations in this area. 
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Chee-Kit Looi 
Kinshuk 
Guest Editors 

 



Sempere, A. (2005). Animatronics, Children and Computation. Educational Technology & Society, 8 (4), 11-21.  
 

11 ISSN 1436-4522 (online) and 1176-3647 (print). © International Forum of Educational Technology & Society (IFETS). The authors and the forum jointly retain the 
copyright of the articles. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies 
are not made or distributed for profit or commercial advantage and that copies bear the full citation on the first page. Copyrights for components of this work owned by 
others than IFETS must be honoured. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, or to redistribute to lists, requires prior 
specific permission and/or a fee. Request permissions from the editors at kinshuk@ieee.org. 

Animatronics, Children and Computation 
 

Andrew Sempere 
Grassroots Invention Group, MIT 
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ABSTRACT 

In this article, we present CTRL_SPACE: a design for a software environment with companion hardware, 
developed to introduce preliterate children to basic computational concepts by means of an animatronic 
face, whose individual features serve as an analogy for a programmable object. In addition to presenting the 
environment, this article briefly discusses the reasons and methods used to reach a set of guidelines, which 
were in turn used to develop the prototype system that CTRL_SPACE is based on. 

 
Keywords 

Programming, Children, Animatronics, Developmental framework, Computational Objects 
 
 
Introduction 
 
With few notable exceptions (Begel, 1996; Borovoy, 1996; Hancock, 2003; Raffle, 2004), our notion of 
programming and computation belongs to a bygone era. The fairly recent availability of cheap, powerful 
computation allows us to spend more computational cycles on interface. In the process of rethinking what an 
interface to computational ideas means we uncover two critical points: 
1. The historical trend in promoting “computer literacy” has maintained a focus on learning how to 

communicate in “computer language.” The true power of computation, the ability to use computational 
thinking to solve problems, has taken a back seat to learning how to co-exist with technology. 

2. This state of affairs is the result of a series of interface design decisions, many of which rely on historical 
precedent that is largely accidental. Rethinking what is truly important about computation while taking into 
account the possibilities offered by the access to surplus computational resources by designers of 
educational systems, we arrive at the conclusion that computation and computers are fundamentally 
different things. At worst, the computer as the instantiation of computational ideas becomes a blocking 
factor to understanding those ideas.  

 
It is possible to reconsider completely what computation “looks like” and thus reconceive what it means to 
introduce children to computation. CTRL_SPACE attempts this by rethinking the idea of “programming.” 
CTRL_SPACE is used in conjunction with an animatronic head, called ALF: Acrylic Life Form (Lyon, 2003), 
which allows us to leverage the inherent familiarity children have with face making and the similarity this has to 
several basic computational concepts such as objects, parameters and command sequencing. 
 
 
The traditional approach to computation 
 
Computational ideas existed long before the computer on our desks, and yet it is this object that we interact with 
and that is most often the focus of so called computer literacy programs. In evaluating and creating new 
interactive systems for children it is important to recognize that the character of the object we call “computer” 
owes more to the history of computer use than to any principle of computation. 
 
The primary user interface of the computer (the keyboard and screen), while extremely powerful, is the result of 
a historical convergence of technologies originally developed for different purposes. Text based programming, 
with its lists of sequential instructions, has served us well and is likely to continue to do so, but there is little 
inherently computational in such a system. 
 
The following questions have guided this research from its earliest stages: Is the dominant method of 
manipulating computation (text based programming) which serves traditional modes of use (quantitative 
analysis) truly appropriate for all uses of computation? Does it provide the most direct access to computational 
ideas? Is this method appropriate in developing systems for children?  
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Visual alternatives to text 
 
There are many existing examples of visual programming languages or programming systems that incorporate 
visual/spatial elements. Visual Basic, MAX/MSP and Macromedia Director are a few such systems. All are 
designed for use by traditional programmers and whatever their relative merits, none are appropriate for 
preliterate children. 
 
One example that comes close is LogoBlocks (Begel, 1996), a graphical programming language designed for use 
with the programmable brick, a precursor to the Lego RCX microcontroller. LogoBlocks uses the Logo language 
for programming, but adds color and shape to code the commands as a way of assisting young children and 
novices in programming tasks. This color and shape coding functions as a substitute for linguistic syntax, but 
ultimately with LogoBlocks the user is still working with text. Why not eliminate the need for written language 
entirely?  
 
In the project proposal for LogoBlocks, Andrew Begel examines some of the problems of adopting graphical 
programming languages, the foremost being the Deutsch limit: “Deutsch originally said something like 'Well, 
this is all fine and well, but the problem with visual programming languages is that you can't have more than 50 
visual primitives on the screen at the same time. How are you going to write an operating system?'” (1996, 2). 
 
With regards to the development of an environment for preliterate children the answer to the Deutsch limit 
objection is simple: We aren't going to write an operating system. To perform such a task in a fully graphical 
programming environment is at worst impossible, and at best neither straightforward, efficient nor useful. The 
purpose of this work is to find the space where visual and physical programming are maximally useful, 
something that seems to be the case only in particular domains.  
 
The challenge remains in allowing for a seamless transition to more “advanced” techniques when the time 
comes. In part, the answer to this is found in recognizing that for many people and many cases, computation 
serves a particular task. The contention is that while nearly everyone benefits from an understanding of 
computational problem solving skills, general-purpose programming is far from universally necessary. While 
such a statement may seem obvious, the dearth of tools which support such practice seems to indicate that the 
statement is not obvious enough! 
 
 
Programming by example 
 
In their work, Allen Cypher, Henry Lieberman and others (1993) describe programming by example. While 
Cypher, et al were not explicitly concerned with children, the idea of imitation as a method of programming is 
shared by the research described here. Imitation, especially with young children, is an excellent way to 
communicate information. Young children are highly self-focused and frequently express what they want to do 
“like this.” This characteristic is similar to that which Papert (1993) leverages when he discusses body 
syntonicity and “playing turtle.” Body syntonicity, however, remains first person egocentric, while in the case of 
CTRL_SPACE we ask the children to project themselves onto an external object. 
 
 
The physical, virtual and intermediate 
 
There have been several physical programming environments developed to leverage children's affinity for 
imitation. In particular, it is worth mentioning Dr. Legohead, an animatronic head that is programmed by direct 
physical manipulation, which results in the object repeating the users physical action. Dr Legohead was a 
product of  Rick Borovoy's (1996) thesis work. 
 
More recently, the Tangible Interface Group at the MIT Media Lab has developed Topobo: Physical 
Programming Instantiated (Raffle, 2004), a “constructive assembly system” which allows users to build an 
object and program it by physically moving its parts. As with Dr. Legohead, Topobo records these movements 
and replays them. 
 
In both cases, computation is attached directly to physical objects, removing the intermediate layer between the 
programmer and the programmable object. While Borovoy and others outline the reasons that introducing 
physicality is an improvement over purely screen based systems, eliminating the intermediate layer entirely does 
away with a host of possibilities.  
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It remains a basic tenet of computer science that given enough time and space, the analog world can produce the 
same results as the digital. Even so, there are particular classes of problems and actions that are impractical to 
model in the analog world. Code re-use is difficult if one has to literally construct multiple instances of the same 
object. Recursion is nearly impossible. Dr. Legohead and Topobo are excellent and necessary steps in breaking 
from the tradition of requiring a complex syntax for programming. The next logical step is careful reintroduction 
of an abstract intermediate software layer to enable better access to the rich power of computation. 
 

 

  
Figure 1. ALF (left) and mapping (right) 

 
 
 
Facemaking, containership, debugging 
 
CTRL_SPACE interfaces a general purpose input device with ALF: Acrylic Life Form (Lyon, 2003), an 
animatronic head (shown in Figure 1) designed and built by Chris Lyon, a member of the Media Lab's 
Grassroots Invention Group. ALF has six features that are controlled by the Tower modular computer system 
(Lyon, 2003). As an object, a face can be used to represent a kind of computational containership. It can be 
broken down into component parts and easily sequenced to create actions. It is easy to discuss the face as a 
single object and also to refer to its parameters  (eyes, ears, mouth). One can issue a command to the object 
(make a sad face) and then adjust individual parameters (now raise one eyebrow) and the outcome is 
immediately visible. Considered this way, the potential for addressing a wide range of computational concepts 
using a face is readily apparent. For example, one could imagine presenting the idea of a state machine with a 
face. Debugging is made simple by virtue of the fact that the wrong sequence of commands results in a face that 
is immediately visually recognizable as “wrong.” 
 
Perhaps more important than the fact that faces exhibit containership is the fact that faces are intimately familiar 
objects to all of us. There is a great deal of research that indicates how significant our brains consider facial 
recognition to be. Piaget discusses the fact that children as young as eight months use imitation (of sounds as 
well as physical actions) to explore their world. More recent research by Tronick (1986) and Stern (2002) 
highlights the specific importance of facemaking to early development. By age four, children are fully capable of 
understanding how to control their own faces and are intimately interested in the notion of representation on the 
face (what indicates sad, happy, angry). Therefore, the face provides an object that is readily understood by a 
four year old, has a familiar analog (one's own face) and at the same time demonstrates a kind of containership 
that is useful for accessing a number of computational ideas. 
 

 
Figure 2. Action creation mode 
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Figure 3.  Action sequencing mode 

 
 

Storytelling and sequencing 
 
While it is the face robot that allows for “object-orientedness,” it is the nature of storytelling that allows for 
children to establish a rule set. By treating ALF as a puppet in a play, you have an actor in a story. The story 
becomes a script and can be thought of as programmatic sequencing. The introduction of sensor data as an event 
trigger provides a mechanism to introduce logic structures and conditionals. The addition of multiple ALFs or 
similar objects would allow for increasing complexity, multiple characters and parallel rule sets. 
 
 
Representation of actions 
 
The CTRL_SPACE environment is an attempt to leverage both the power of physical interface and of software 
abstraction. The system is fully graphical, contains no text, and centers around the idea of action. The 
environment supports two modes of use: action creation and action sequencing. Figures 2 and 3 show 
screenshots from the action creation mode and the action sequencing mode respectively. 
 
Actions are represented by two related fields: the timeline, which shows a visual representation of change over 
time, and the mapping of these values to particular features of ALF, as shown by the color coding of the arrows 
on the ALF head (Figure 1.) 
 
Creation mode allows for the creation and editing of actions, which may be stored for later use. Saved (or 
minimized) actions are represented by the “ALF in motion” icon and are stored in the action palette on the right 
side of the screen.  
 
Once a child has built up a library of actions, the action sequencing mode may be used to define a “program” 
consisting of a sequence of a number of actions. Sequencing mode also introduces basic logic structure and 
branching on the basis of conditionals.  
 
 
Representation of conditionals 
 
When users drag the conditional branch icon onto a frame (or click on a frame which contains a conditional), 
they are presented with a dialog box that allows them to adjust the type of conditional. There are two types of 
conditionals, blocking and non-blocking, which correspond roughly to wait…until and if…then...else statements 
respectively. Blocking conditionals are indicated by a red question mark and cease program execution until the 
condition is true, at which point the program branches as indicated. Non-blocking conditionals are indicated by a 
yellow question mark. With non-blocking conditionals, the condition is tested once when the frame is executed. 
True evaluation branches the program to the indicated subroutine. False evaluation continues the program on the 
next frame. 
 
The destination of a program branch is indicated by an icon which corresponds to one of the three optional 
sequences specified below the main sequence. By using a loop or another conditional in the frame following a 
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non-blocking conditional, the user can create more complex logic structures, as shown in Figure 4 along with a 
more traditional textual representation in pseudocode. 
 

if CONDITION A 
{ 
subroutine  
} 
 
else 
{ 
    if CONDITION B 
    { 
   subroutine    
    }  
 
    else 
    { 
 waituntil(CONDITION C) 
       { 
    subroutine  
       } 
} 
 

  
Figure 4. Logic Structure and  Equivalent 

 
 
 
CTRL_ARM physical interface 
 
Early on, it became apparent that it would be useful to have a device that would bring the act of issuing 
commands to ALF closer to the physical act of puppeteering. At the same time, it seemed important to create an 
interface that lent itself to the use and discovery of computational abstraction. This requirement seemed to call 
for an interface that was not a replica of ALF. 
 
To that end, a two axis armature called CTRL_ARM (Figure 5) was constructed. CTRL_ARM uses analog 
potentiometers to measure hand movements, sending data to the CTRL_SPACE software. CTRL_SPACE allows 
a child to map sensor inputs in real time to one or more of ALF's features. The software also allows users to 
record the sensor input and to play it back at any point in time.  
 
The act of mapping the world to digital space is itself a computational idea and is supported most directly by 
allowing the CTRL_ARM motions to be mapped arbitrarily to one or more of ALFs features. Motion occurs in 
real time, but computation allows it to be manipulated in any number of ways. CTRL_ARM provides concrete 
access to ALF in the sense that it involves physical motion, but abstract access through computation in that it 
allows for arbitrary mapping of sensors. 
 
The power of augmented reality 
 
In terms of introducing children to computation, the physical world is a wonderful starting point because of its 
familiarity and children's natural inclination to explore the way objects move, bend and break. Augmented 
reality marries the familiarity of our analog world and our natural inclinations to hold, shape, poke and prod with 
our hands to the infinitely malleable world of computation.  
 
The design of a physical interface for use by children is in no way a trivial task. CTRL_ARM is presented as one 
example of a possible physical interface (and a very simple one at that). The topic of design of physical 
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interfaces for children deserves a thorough investigation and may even serve as a site of learning for children, 
who may benefit from designing their own interfaces. In an effort to better support this, CTRL_SPACE was built 
around the idea of generalized sensor input rather than “CTRL_ARM input,” allowing any number of existing or 
future input devices to be built and used in conjunction with animatronic objects.  
 

Figure 5. CTRL_ARM 
 
 
ALF represents a class of objects 
 
An animatronic head with discrete movable parts is a good choice for this research, but it is important to note 
that ALF is presented here not as an ideal object, but as a representative of a class of objects.  
 
ALF is a head-only robot with a limited number of movable parts. While it has proven more than sufficient as a 
proof of concept device, much can be gained by using other animatronic objects. The CTRL_SPACE software 
environment is ultimately intended to be multi-purpose in its ability to control a wide range of motor driven 
programmable objects.  
 
In order to encourage this, ALF's control structure (based on the Tower modular computing system) may be 
completely removed and re-used with CTRL_SPACE to manipulate whatever objects one wishes. In addition to 
using other existing objects, the possibility of designing one's own animatronic character or object is quite 
compelling, opening up an entirely different and interesting set of ideas which intersect the fields of engineering, 
materials science, physics, electronics and control feedback. This idea deserves close future attention, especially 
as it provides a continuum from basic to more complex computational tasks as the students grow in age and 
understanding. 
 
 
Interaction as a method of design 
 
Participatory design methodology by definition involves the end users in every stage of the process. This is 
markedly different from a traditional “focus group” approach, where the project is completed, presented and 
revised based on a “study” of user interaction. Instead of divorcing it from the development cycle, assessment of 
the system is an ongoing process inextricably linked to development of the system. Each stage of development is 
literally the result of real world evaluation. 
 
Prior to the development of CTRL_SPACE, several prototype software environments were developed and tested 
by a small group of children of the target age (4-7). During each phase of software development, a workshop was 
held with one or two preliterate children, during which the children interacted with ALF, CTRL_SPACE and the 
system’s designer. As a direct result of these workshops, changes were made to the software and hardware, and 
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the process reiterated. Over time, these workshop experiences, coupled with research into the historical role of 
computation, led to the compilation of a set of ten general design guidelines intended to aid the development of 
environments which involve children and technology (Sempere, 2003). This process is detailed in the paper just 
mentioned, but here it is worth stressing: none of these guidelines could nor should have been developed without 
the involvement of the target audience in the form of workshops. All of the guidelines (as well as the 
CTRL_SPACE environment itself) owe their existence to design by participation. 
 
The environment described above represents the final result of a process of participatory design. Evaluation of 
the system as presented continues the iterative modify/try/revise process. 
 
 
Process of Evaluation 
 
In order to evaluate progress and validate design decisions, a number of workshops were run which children of 
the target age group.  ALF and the software were presented in an informal setting and the children were allowed 
to determine the direction the session went. For the first ten minutes or so of each session, I gave no introduction 
whatsoever, allowing the children to experiment with the controls, push buttons and ask any question that came 
to mind (including a vast number of which had absolutely nothing to do with this research). Allowing the 
children to continue exploring on their own, I observed what was going on. When a particular activity seemed to 
me to imply an understanding of a concept I would ask questions to try and determine (without leading) what the 
child was thinking at the time. If the child seemed frustrated, I would offer them help, trying as much as possible 
to ask them what they were trying to accomplish and what they thought “broke” rather than assuming anything at 
all. In some cases, when I felt the child had a fair grasp of the system and was ready for a challenge, I would ask 
them to complete a task designed to help me understand if they understood a particular idea. If a child “failed” in 
a task or stumbled at any point, I worked from an assumption that these points were weaknesses in the system, 
and it was this that guided my design process for the next revision.  
 
 
Example of Process: The Two Second Wait 
 
All sessions were audio-recorded for later review. In the following excerpt, Alex notices the wait functions in the 
programming mode of an earlier version of the software. I have provided a quarter, half and full second options. 
I am hoping that Alex will understand that he can execute these no-op commands multiple times to achieve 
longer wait times. I ask him outright.  

 
How do you think you would do that if you wanted to have more than one second? 
 
I don't know… 
 
Well, like… click it again? Like click, like click it again? 
 
Try it and see 
 
Okay, let’s see… program… okay let's see "Silly".  
 
*click*  
 
Okay. Wait one second.  
 
*click* *click* 
 
Mmm hmm! I think so! 
 
So what will this do? Tell me before you click run. 
 
What?? 
 
What do you think this is going to do? right now? 
 
Those two? 
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Uh huh 
 
Uh I think it's going to do what I want it… what I think it would do. I think…  
 
Which is? 
 
I think it would wait two seconds.  
 
OK 
 
Let's see. 
 
Okay I'm just going to do this. Run. 
 
One… one two… Yup! Cool! 

 
 
With very little prompting from me, Alex understands one basic notion of containership - that multiple instances 
of the same object can be created, and that they will exhibit the same properties  as the original primitive. Two 
one second waits in succession is the same as one two second wait. 
 
This short example should serve to demonstrate the methodology used. In this case, the interaction provides one 
data point in favor of a design decision. In many cases these exchanges provided data indicating problem areas, 
which were revised and presented again in another workshop. For example, while my stated intention was to 
create an environment free of text, early version of the software contained text labels largely for my benefit. 
Alex (the student featured above) was a particularly precocious child able to read quite well at four. Reading my 
label off the screen, Alex began to refer to his functions as ”user defined” as opposed to the set of “built-in 
functions” I provided. During a later session with the same software, another child (Sam) became quite frustrated 
at his inability to read the labels on various buttons. Neither frustration nor the adoption of my own 
computational vocabulary were desirable outcomes – I made it a priority to produce the next version of the 
system as text free as possible. 
 
 
Guidelines for the development of software and hardware environments for children  
 
In an effort to formalize what was learned from his process, a series of ten guidelines were created and then used 
to create the software environment presented earlier. Although it is beyond the scope of this article to cover all 
ten guidelines in depth, they will be listed here for consideration, and we will take a brief close look at three 
considered most critical. 
1. Guidelines are in the service of the participants and subject to change by them. 
2. The use of computation should serve a clear purpose. 
3. Users must be able to play with underlying rule set, not only its parameters. 
4. The designer should avoid excessive error correction. 
5. Ambiguity is a good thing. 
6. Difficult doesn’t mean better. 
7. The system should allow connection to the familiar. 
8. The system should support growth. 
9. The system should encourage reflective public interaction. 
10. The system should encourage the creation of an artifact. 
 
As stated the guidelines themselves are general purpose and may seem superficially obvious. Careful 
consideration, however, will reveal that stating the obvious is a worthwhile activity, made evident by the fact 
that the list of existing environments which do not follow basic common sense (let alone any kind of design 
methodology) is far longer than the list of environments which do. In any case, it is the specific context and 
application of each which makes them effective in designing software environments for children 
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Guideline 2: The use of computation should serve a clear purpose. 
 
Technology should never be used to justify an activity. Often, computers are used to give credibility to what is 
otherwise seen as a frivolous pursuit. Educational systems that have cut their art programs, for example, might 
allow children access to drawing or media manipulation tools on the grounds that the ability to operate these 
tools is a “useful skill.” While this may be true, the emphasis on the industrial utility of image manipulation is 
demeaning to the user and to the process of expression. 
 
The “wow factor” of new technology is often used to disguise otherwise insufficient material. The most 
egregious examples of this can be seen in the “edutainment software” that flooded the early personal computer 
market. Of questionable educational value, these programs purported to be effective merely because they made 
use of cutting edge technology. “Drill and Kill” math training programs are similarly flawed: the computer in 
this case has merely taken the place of a teacher holding flashcards – an effort of questionable pedagogical value 
that, at very least, cannot possibly justify the expense of the computer itself. 
 
The introduction of computation must enable access to the things that make computation useful. For example, a 
drawing program that mimics the workings of pen and paper is of questionable usefulness: why not simply use 
pen and paper? The answer to this should be that the drawing program enables more, or at least allows for a 
different approach to drawing than is possible with paper alone. If a system cannot make a strong claim for why 
computation is present, it is likely that computation is not necessary! 
 
What we are striving for is an environment that empowers personal expression with the possibilities of 
computation. This requires first a respect for the expressive nature of the task at hand and second, the ability to 
correctly match desirable outcome with computational concepts. 
 
 
Guideline 3: Users must be able to play with the underlying rule set, not only its 
parameters. 
 
Tangible and graphical user interfaces allow us to abstract away the quantitative nature of computation and file 
down the rough edges of an otherwise difficult to use device. While this can be used to great effect, the designer 
must be careful not to remove all access to computation. There is a fine line between true interactivity, where the 
user actually has some effect on the system, and the relegation of the user to the status of “cue issuer,” where the 
only effect one has is on the pacing of pre-scripted events. 
 
In an abstract sense, programming can be described as the ability to manipulate a logical rule set for interaction, 
while the running of the program enables others to tweak the parameters. As any programmer knows, the act of 
writing a program consists of a great deal of tweaking, but the programmer always has the option to change the 
underlying logical assumptions that define the behavior of the computational object. 
 
In an environment that seeks to introduce very young children to computational ideas, it is not optimal to support 
every logic structure known to computation, nor is it practical to introduce the kind of syntax necessary to 
construct elaborate systems from basic computational primitives. At the same time, we do not wish to provide so 
many prefabricated modules that the use of “computation” becomes the mere stringing along of objects with no 
understanding of what it going on.  
 
As a final point, it is not likely that this type of understanding will come from an interaction between a child and 
the system alone. This is one part of the system that clearly depends on the presence of a facilitator. 
 
 
Guideline 4: Ambiguity is a good thing. 
 
Ambiguity is one of the most powerful features of human communication. While it is sometimes problematic, it 
is ambiguity that allows for humor, art, poetry and efficient context sensitive communication. Imagine if, like a 
computer, human beings demanded an entire rule set and strict syntax for communication. What would you do if 
such a being was crossing the road in the path of a truck? Write and debug a program? 
 
Access to computation has too long required users to formalize their desires in unfamiliar ways, but only 
recently has it become possible to endow computers with the processing power capable of dealing with 
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ambiguity. This can be done by providing a system with a predefined context, placing the onus of interpretation 
on the environment rather than on the user.  
 
While formalizing a thought is a fundamental part of thinking computationally, if this is done unnecessarily or in 
a manner which appears nonsensical, it only causes frustration. If a system can instead provide a clear context 
and is capable of understanding ambiguous commands within this context, it will free the user to think more 
thoroughly about what they want to do with computation and less about how to shape their thinking to match the 
computer’s preferred model of the world. This is particularly true for young children, whose sense of context is 
strong and whose ability to abstractly describe location is far less developed than their ability to point and say 
“there!”  
 
At the same time, it is recognized that excessive ambiguity can quickly spiral out of control. An environment 
that provides no structure, vocabulary or system of organization would quickly become impossible to debug, as 
it would rely entirely on the user’s memory of intention to explain a particular step in time. Accordingly, a 
system should seek to balance support for ambiguity with structure in such a way that minimizes frustration. 
 
 
Corollary: The role of the facilitator 
 
Out of this set of guidelines should emerge an understanding of what it means to be a facilitator. It should be 
clear that there is a valid and worthwhile place for facilitation, but that the role is not one of instructor, expert 
consultant, lecturer or test grader. Rather, a system that satisfies these guidelines requires an active participant 
whose prior experience gives them particular insight into what makes a better experience, and whose adaptability 
ensures the material covered remains contextually relevant to the learners. 
 
This definition should also make clear that the current criteria for selecting a teacher (the one with the higher 
paper credentials) rings false. The criteria is not book knowledge, hours logged or status awarded by an 
institution. Rather, anyone at any time assumes the role of teacher by participating actively in a community of 
learners and becoming genuinely engaged in what is to be learned. In a very real sense, this kind of system seeks 
to flatten the hierarchy that characterizes industrialized teaching methods. The teacher in this case is free to make 
mistakes because the process is as important as the product.  
 
 
Conclusion 
 
In CTRL_SPACE, the use of the face robot as an analog to one's own face enables access to computational ideas 
in a familiar manner. The act of imitation allows the child to teach ALF what to do and the incorporation of 
sensors for input allows one to literally program ALF by example. An intermediate software environment 
provides a layer of abstraction that allows access to powerful computational concepts, but remains text free, 
trading generality of purpose for specificity of task that eases understanding. A careful balance is maintained by 
virtue of the fact that the CTRL_SPACE software is deliberately focused in scope. 
 
A number of choices have been made in CTRL_SPACE which, while they allow for easier access to complicated 
concepts for very young children, may prove frustrating for more experienced users. In such cases, it is 
important to note that the choice has been made deliberately in an effort to make concepts more accessible. The 
problem of growth is mitigated by the fact that CTRL_SPACE should be seen as one of a family of projects. The 
hardware is based on the Tower modular computing system; there is little to prevent (and much to assist) 
students in continuing their work using a high level language of their choice. 
 
Finally, while we have reviewed some of the participatory design methodology used to develop this system, the 
main focus of this paper has been a particular software and hardware environment. With this in mind it is 
important to stress again that a crucial and often overlooked component of children, technology, and education 
is: children! 
 
CTRL_SPACE is the result of a participatory design process that led to a series of design guidelines. The 
experience of the children and the development of these guidelines are both critical. While technology affords us 
new ways of communicating ideas to learners, education begins and ends with the people involved - individuals 
whose learning process must never take a backseat to technology. 
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ABSTRACT 

Motivated by a consideration of the machine-mediated nature of human interaction in web-based tutoring, 
we propose the construction of artificial expressions, displays which reflect users’ felt bodily experience, to 
support the development of greater empathy in remote interaction. To demonstrate the concept of artificial 
expressions we have implemented a system for the real-time visual display of affective signals such as 
respiration, pulse, and skin-conductivity which, combined with contextual information, may help partners 
in a learning interaction to estimate one another’s level of arousal, stress, or boredom, for example. We 
have employed this system in a trial learning situation for the remote teaching and learning of Kanji, the 
Chinese characters used in written Japanese. 
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Introduction 
 
Human interaction over telecommunication networks necessarily involves an unnatural degree of 
disembodiment. Despite the burgeoning audio, video, text and graphic media that are now commonly available 
with chat programs we still do not have the rich, high bandwidth multi-sensorial exchange experienced in face-
to-face interaction. Perhaps the key deficit in machine-mediated remote interaction is the much decreased level 
of non-verbal communication. Non-verbal signals such as gestures, facial expressions, and numerous other forms 
of body language play an important role in implicit and affective aspects of communication. Extensive studies in 
various branches of social and communication sciences show that skill in understanding and participating in 
these modes of interaction forms a significant component of human social expertise [2, 3, 4, 5, 9, 10].  
 
Interactions within the context of education depend not only on the explicit exchange of information but also rely 
on implicit, affective modes of communication. Indication of salience, emphasis, understanding or 
misunderstanding, interest, boredom, acceptance, questioning, difficulty, all rely at least partially on non-verbal 
communication. Learning interactions which are mediated by telecommunications systems suffer from the 
limitations in non-verbal modes of exchange which do not support the communication of these pragmatic signals 
effectively. This observation led us to the investigation and development of systems to support the exchange of 
affective information for web-based learning applications.  
 
Whereas the remoteness of web-based interaction implies a necessary degree of physical disembodiment, the 
very fact of machine-mediation allows us to consider novel forms of non-verbal communication not previously 
experienced in natural face-to-face interactions. The goals of this work are therefore as follows: 

 propose, define, and describe the concept of artificial expression; 
 demonstrate the technological feasibility of artificial expressions by designing and implementing a working 

hardware and software prototype platform 
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 explore the plausibility for the benefits which such a system could offer in remote education by conducting a 
trial of the implemented system within the context of a real learning situations 

 
Our thinking in this paper has at its core the concept of empathy or shared feeling. Our hypothesis is that the 
increased embodiment of the interaction afforded by such artificial expressions can support the experience of 
empathy in remote interaction and that this could have numerous beneficial effects for online learning situations. 
 
 
System Design and Implementation 
 
Much of the prior work in affective computing has been aimed at human-computer interaction (HCI) and 
especially at machine recognition of affective state [12]. Education is concerned ultimately with human-human 
interaction. Therefore the approach we have taken here addresses computer-mediated human interaction, or 
human-computer-human interaction (HCHI). Accordingly, rather than aiming our research at having machines 
classify emotional states, we seek novel and effective means of gauging, representing, and communicating 
affective information in such a way as it may be easily interpreted by other humans. 
 
Our approach is motivated by a significant body of work on affect which suggests that the high-level appraisal of 
emotional events is highly dependent on context and past experience [10, 13]. These studies led us to design 
systems which leave high level processing of emotional episodes to the cognitive abilities of the users 
themselves. The approach, which will be outlined below, may seem unambitious to some artificial intelligence 
enthusiasts who might dream of a machine which can understand a users’ every whim. We emphasize that this is 
a mistaken perception and that our aim is, in fact, quite different. We do not deny the value of the machine 
recognition of emotion in humans as a research goal. However, The full complexity of the problem is often 
ignored. An example is that of the recognition of facial expressions by machine vision systems [7]. Extensive 
work by a dedicated community of researchers has led to considerable progress on a constrained version of the 
problem of automatic facial expression recognition [7, 11], but nearly all of these studies avoid dealing with 
some important aspects of the full problem  (see, for example, the discussion of the effect of varying viewpoint 
on expression recognition in [8]). Moreover, there is the complex issue of context to be taken into account. 
Emotions take on colour and depth only when judged within the context of a situation. Our seemingly more 
modest goal is in fact a re-framing of this area of research: the goal is to provide new channels, artificial 
expressions, which allow humans to gauge aspects of core affect [13] (for example, stress or arousal), in 
machine-mediated communication. 
 
To make the discussion more concrete we now outline a design of the system considered in this work. The 
system we propose involves several components. First, we use a set of non-intrusive wearable sensors to gauge 
the affective state of the wearer. Three robustly measurable variables, respiration, pulse, and skin conductance 
are used. These three signals have been commonly used in the affective computing literature [12] because of the 
widespread availability of sensors for their measurement and also because there is a relatively well-studied 
relationship between the subjects affective state and the measured signal. We implement a client/server 
architecture for sharing the affective signals over the internet in a transparent and user-friendly fashion. The 
signals are visualized intuitively with simple dynamical graphical displays in such a way that they can be 
understood without focal attention and with little learning. These shared affective experience (SAE) displays are 
intended to act as computer-mediated artificial expressions which give insight to a user’s subjective, or felt 
affective experience. The meaning of these artificial expressions is intended to be learned constructively through 
social interaction with other users [16]. In other words, if the SAEs are correctly designed it should not be 
necessary to provide detailed instructions about how to interpret the displays. The user learns a tacit 
understanding of the SAE by observing the display of their own physiological data and relating it to the 
experience of their body feelings. This is generalized to the interpretation of the feelings of others. The 
understanding of the artificial expressions of another are corrected or modified through ongoing interactive 
behaviour in a variety of situations which arise over the course of time. We study such an interaction in the 
framework of a specific learning task: a web-based tutoring environment for writing Chinese characters or Kanji. 
 
 
Implementation 
 
Sensors 
 
Respiration, blood volume pulse, and skin conductance were chosen because they can be measured robustly in a 
non-invasive fashion using readily available equipment. The relationship between these signals and affective 
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states such as stress or arousal has been extensively studied in the past [10, 12]. For these reasons these signals 
are the most widely used in wearable sensors used in research on “affective computing” [12].  
 

      

Figure 1 The sensors used to measure respiration (abdomen), skin conductance (fingers of one hand), and blood 
volume pulse (thumb of one hand) 

 
 
The respiration (R) sensor is worn around the chest or abdomen (Figure 1). It produces a voltage in response to 
expansions or contractions of the abdomen or chest in breathing. Breathing may be roughly characterized by rate 
(cycles per minute) and depth (or amplitude) as well as pauses in the motion when the breathing is irregular or 
stops.  
 
These variables are all related to affective state. For example, respiration rate increases and breathing becomes 
shallower with arousal, whereas with relaxation the breathing slows and deepens. Irregular breathing can result 
from tense states. 
 
The blood volume pulse (BVP) sensor is worn on the tip of a finger or thumb (Figure 1). An infrared LED and 
light sensor are used to measure the reflectance near the surface of the skin. The amount of light reflected is a 
function of the volume of blood in the capillaries which varies with the pulse. The signal therefore depends on 
the pulse rate and blood pressure. A rise in the rate of the beating pulse and increase in amplitude correspond to 
arousal.  
 
The skin conductance (SC) sensor is worn on two fingers of one hand, usually the same hand that the BVP 
sensor is worn on (Figure 1). This measures the electrical conductance of the skin.  The SC signal measures the 
electrodermal response. This is readily demonstrated by the “startle response” - a small but definite jump in SC 
is seen in response to an unexpected noise or other stimulus. Changes in affect also result in a change in SC. 
 
With our prototype implementation, the sensors are worn on the non-dominant hand. For the pilot study reported 
in this paper, the sensors do not interfere with participation in the communicative activity. For use in a wider 
range of contests, it may be preferable to devise an even less invasive system. For example, the sensors could be 
embedded in a cycling glove, which leaves the fingers free. Alternatively the sensors could be worn on parts of 
the body other than the hands, for example embedded in shoes.  A wireless interface like Bluetooth  could be 
used to send sensor data to the computer. 
 
 
Data Acquisition 
 
The Procomp+ system (Thought Technologies Ltd.) is used to convert analogue voltages from the sensors to 
digital signals that are sent to the computer via the RS-232 serial port. This is a medical grade device that is 
intended for use in clinical work and in biofeedback training. It samples all three signals at a rate of 20 Hz. The 
system is connected to the serial port via a fiber-optic cable ensuring complete electrical isolation from the 
computer – a critically important safety measure since the user is electrically connected via the SC sensors to the 
data acquisition device. 
 
 
Client/Server System 
 
A client process running on the local computer receives the samples from the three signals and sends all the 
incoming data to a broadcasting server using the TCP/IP protocol. A schematic of the client/server architecture 
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of the system is shown in Figure 2.  The server sends all received data to every client (hence the name 
broadcasting server) so each client can access sensor data from all the other clients. A single message containing 
a single sample from a sensor is 75 bytes in length, including some overhead for  error protection. With the 
global data sampling rate of 20 Hz, this results in a total traffic rate of 36 kbits/s from each client. Our trials with 
the platform prototype and learning experiments made use of a 100 Mbit local area network. A client-to-client 
mean transmission time of 19.8 ms (standard deviation 12.8 ms) was measured. This latency does not produce 
subjectively noticeable delays under the conditions of our studies. 
 

 
 

Figure 2. Schematic of the client server architecture used for the shared affective experience (SAE) system 
 
 
Signal processing 
 
Little or no signal processing is applied to the data from the sensors. Simple linear processing is applied to the 
SC signal to remove the slowly decaying baseline of the electrodermal response (see the top line in Figure 3). 
Basically this reflects the fact that after an electrodermal event releasing perspiration from a sweat gland, it takes 
a finite amount of time before the moisture dries up and the skin conductance returns to baseline. However this 
slowly varying signal can be removed with straightforward digital filtering techniques. We high-pass filter the 
SC signal with an IIR filter. Effectively, from each sample x(i) the processed signal d(i) is calculating a weighted 
running average, A(i), of all previous samples: 
 

d(i) = x(i)-A(i) 
A(i) = A(i-1)*0.995+x(i)+0.005 

 
Note that the update of the ‘baseline’, A(i), only requires the last acquired sample, so the history of samples does 
not need to be stored to calculate the filtering function. The lower trace of Figure 3 shows the high-pass filtered 
SC signal, d(i). The peaks of this signal correspond to electrodermal events. A higher density of these events 
indicates a higher rate of sweating corresponding to greater arousal or level of stress. Absence of peaks indicates 
absence of electrodermal events, corresponding to a greater degree of relaxation.  

 
 

Figure 3. Time series of skin conductivity raw and high-pass filtered signals 
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Display 
 
The three physiological signals are visualized by using a direct and intuitive display. The aim was to create 
displays that could be useful without detailed instruction or cognitive effort. Careful planning underlies the 
simple design of the SAE display shown in Figure 4. Two concepts guided our design. One is the idea of 
creating a visual metaphor. A metaphor is a means, in this case graphical, of expressing one kind of experience 
in terms of another [6]. The specific shapes, colours, and motions of the dynamic graphical displays were 
inspired by Arnheim’s work on visual thinking [1] in that the dynamic features of the displays mirror the signals 
they represent. For example, as the chest or abdomen rises with an in-breath the blue column rises. This suggests 
identification of the internal experience of that physiological phenomenon with its concordant visual display. 
These considerations should illustrate why we consider it important to process the signals as little as possible: 
salient dynamical characteristics corresponding to felt bodily experiences are preserved.  
 
A further reason for the visual simplicity and intuitiveness of the display is that it allows the information to be 
taken in at a quick glance, avoiding heavy cognitive demands for processing the artificial expressions. This is 
necessary if the display is to be used implicitly, in the periphery, as with the peripheral interfaces described by 
Weiser and Brown on in their work on calm technology [17]. 
 

 
 

Figure 4 Shared Affective Experience (SAE) Displays 
 
 
Each graphic is motivated by the physiological function that it represents. The respiration signal is shown as a 
blue column, with increased height of the column corresponding to increased stretch of the R sensor. The slowly 
rising and falling column is meant to suggest a lung inflating and deflating with the breathing cycle. 
 
The value from the BVP sensor is displayed as the radius of a red circle. With the beating of the pulse the red 
circle expands and contracts like a beating heart. 
 
The processed SC signal, d(i) in the equation above, is mapped to the probability of a blue circle suddenly 
expanding in size in a two dimensional display. This is suggestive of a patch of perspiring skin. At low values of 
SC the number of suddenly expanding patches is low and activity of the blue circles is sporadic. As SC increases 
the number increases and eventually the patch floods with blue as if the skin is saturated with sweat. To keep the 
displays as simple as possible no explicit calibration scales are included. These are implied by the geometry of 
the display. For example, the red circle representing the BVP signal cannot exceed the size of the display. The 
mapping of input signal to display is calibrated so that the signals operate in a range that that is easily visible to 
the user. 
 
 
Kanji Tutoring Environment 
 
We have defined the concept of artificial expressions and we have introduced an actual hardware and software 
implementation of a platform to support SAE expressions in remote interaction. The third and final goal of the 
current work is to provide an indication that the SAE displays could play a beneficial role in some computer-
mediated learning situations. Furthermore it is natural to ask some practical questions such as whether users can 
learn to interpret the SAE displays as metaphors for felt experience of a remote tutor or student. We examined 
such questions empirically by conducting a preliminary study in the context of a web-based platform for remote 
kanji tutoring. Kanji are the Chinese characters used in written Japanese.  
 
Since HCHI applications are the primary intended domain of application for the SAE displays it was natural to 
choose a learning situation which involves a two way interaction between users, in this case a learner and a tutor. 
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This specific learning task was chosen because, at any given time, there are several beginning learners of 
Japanese as a second language at our laboratory. For these learners, a lesson in writing kanji is an attractive 
prospect and it was possible for us to recruit a few volunteer “students” for our experiment – usually not an easy 
thing, working as we do in the environment of an independent research lab.  
 
For the purposes of the experiment a kanji tutoring environment was constructed. It consists of an audio link and 
shared whiteboards (Figures 5 and 6). The student and teacher each use a large Wacom tablet and stylus to enter 
handwritten kanji to the shared whiteboards.  There was no noticeable latency in the audio and whiteboard links.  
 
 
Experiment 
 
The preliminary experiment took the form of a structured lesson. First, the basic strokes used in writing kanji 
were reviewed. Then the tutor introduced five kanji having an increasing level of difficulty. This lesson was 
followed and concluded by a short quiz.  The entire lesson took between 30 minutes and 1 hour according to the 
individual pace of learning. Four unpaid, but highly motivated, volunteers took part in the experiment - three 
“students” or beginning kanji learners and one teacher who is knowledgeable about kanji. The primary aim of 
the experiment was to explore what meanings the visual metaphors we created could take on in a tele-learning 
situation and whether users make use of the affective displays to gauge each others feelings and thereby provide 
a basis for more empathetic interaction. 
 
 

 
 

 
Figure 5. Web-based kanji tutoring platform used in our study of the SAE displays 

 
 
We evaluated the interaction by interviewing the student and tutor separately after each session. Each was asked 
whether they found the SAE displays meaningful or useful for gauging their own emotional status or that of the 
other, during the task. Because both the task and the information displays were novel, the students generally 
stated that they were not yet able to make extensive use of the SAE displays during the lesson. However, one 
robust observation was that the skin conductance made the students more aware of their own emotional status. 
This was obvious almost as soon as the SC sensors were put on – skin conductivity is a sensitive, immediate, and 
reliable correlate of stress level. Indeed it seemed to take a few minutes before the students became comfortable 
with viewing their own skin conductivity information displayed in real-time in the presence of the experimenter. 
 
The tutor is a member of our research group and so had greater familiarity with the interaction platform, sensors, 
and physiological signal displays. The major observation of the tutor, over the course of the several learning 
interactions, was that the skin conductance quickly became useful in pacing the lessons. By the tutor’s account, 
excessive activity in the skin conductance was taken to imply that the level or speed of the lesson was too high 
for the student and needed to be relaxed.  
 
It is important to emphasize again that we provided no a priori definition or interpretation of the SAE displays to 
the teachers or students other than to say that they reported on perspiration, breathing, and pulse. Rather it was 
intended that the interacting users arrive at their own heuristic understanding of the displays. It is known from 
previous work that these signals do contain information about affective state. Therefore we expect that our users, 
with the fine pattern processing capabilities of the human perceptual system and the cognitive ability to combine 
perceptual data with concepts of context and situation to arrive at meaningful understanding of the novel SAEs. 



28 

Our preliminary experiment demonstrated that this kind of process can take place at least for one of the displays 
– that of the SC. We would like to conduct a much more extensive study of the SAE platform in the context of 
real learning situations, but this is beyond the scope of the current paper. 
 

 
 

Figure 6. Shared whiteboards with SAE displays used in the Kanji tutoring study 
 
 
Conclusion 
 
Paying attention to felt bodily sensations can be an aid in recognizing and reducing stress and increasing one’s 
level of relaxed alertness. This can enhance cognitive performance as well as the ability to assess another 
person’s state of mind clearly and objectively. The hypothesis guiding the current work is that the SAE displays, 
by opening windows into another’s affective experience, may furthermore afford increased  empathy, the 
awareness both of our own and others' emotional states. We believe that this could have numerous benefits for 
real-time web based tutoring. Our experiment with the kanji tutoring platform has demonstrated that this is at 
least feasible though future work will be necessary to further explore the effects the SAE displays have on 
remote interaction. 
 
The apparent simplicity of the SAE technology we have described in this paper is the result of a careful design 
process based on the selection of three main design patterns as components of the system, which we may call the 
Connection to the Body; Direct and Intuitive Display; and Reciprocity. Each of these patterns was inspired by 
precedent work in various fields of research.  
 
The Connection to the Body pattern or component of our system was motivated by extensive work on 
biofeedback and affective computing. We go beyond the biofeedback work in that the sensory feedback of 
physiological processes takes place in the context of a meaning interaction, a constructive learning process, 
between users. Our use of the sensory connections to the body is different from that common in the affective 
computing research community in that we do not attempt to have the machine do all of the intelligent work. 
Rather, we try to connect our bodies with our own cognitive processes in remote interaction.  
 
Precedent for the Direct and Intuitive Display pattern or component of the system comes from studies scientific 
visualization, gestalt theory of perception, as well as the notion of ambient display technology [17]. We were 
particularly inspired by Rudolf Arnheim’s elegant notions of visual thinking [1] and Weiser and Brown’s dictum 
that “Technologies encalm as they empower our periphery” [17]. The SAEs were designed to work ambiently 
and require little cognitive load from the users. 
 
Perhaps the most important pattern we which found to be useful in the design of the system is Reciprocity: the 
affective displays are the same for tutor and student, and the information about affective data flows freely in both 
directions. This is expected to be a fundamental condition for the support of empathy or “shared feeling” [14, 
15]. An intuitive explanation is as follows. One first identifies felt bodily experience with one’s own affective 
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display. In other words the understanding of the SAE is bootstrapped by observing the graphical displays and 
making a correspondence with feelings as they arise and pass in various contexts over a period of time. This is 
then generalized to the interpretation of another’s feelings from the observation of the SAE of another. This can 
allows the user to infer the feelings of another by prolonged observation of the others affective display. 
Combined with contextual information, this can give users insight into how their actions influence another’s felt 
experience and vice-versa. We propose that observation of each others SAE during the course of meaningful 
machine-mediated interaction could, over the course of that interaction, support users in developing an intuitive 
sense of each others being.  
 
In summary, we have proposed here that the real-time display of physiological data can serve as artificial 
expressions of affective state. Sharing this information reciprocally over the internet can engender the experience 
of empathy in remote, online interaction. We have demonstrated the potential of this idea in the context of a 
web-based kanji tutoring platform. We consider this demonstration to be preliminary and suggestive and our 
main hope that it will spark the interest of other researchers working on technology-mediated educational 
interaction to amplify and extend our preliminary results. 
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ABSTRACT 

The Reflective Tutorial Dialogue System (ReTuDiS) is a system for learner modelling historical text 
comprehension through reflective dialogue. The system infers learners’ cognitive profiles and constructs 
their learner models. Based on the learner model the system plans the appropriate --personalized for 
learners-- reflective tutorial dialogue in order to promote their reflection, a fact which leads them towards 
scientific thought. The system consists of two parts: (1) the Diagnosis part and (2) the Reflective Tutorial 
Dialogue part. In this paper we present the dialogue strategies, tactics and plans which are used by the 
dialogue part for the generation of the appropriate for learners’ reflective learning dialogues according to 
their learner models. Moreover, in this paper we present the experts’ comments concerning the tutorial 
dialogue during an experiment.  
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Introduction 
 
Tutorial dialogue has many positive characteristics for promoting learning. It provides learners with a learning 
environment that is appropriate for the accomplishment of learning goals. It provides tutors with the opportunity 
of tailoring instruction to individual needs. Reflective tutorial dialogue between learner and the system about the 
learner’s own beliefs can make a learner model open (Kay, 2001; Paiva & Self, 1995). Interactive open learner 
modelling involves human learners in learning dialogues to improve learning through promoting and facilitating 
reflection. Advanced computer learning environments require open learner models, which promote reflection, in 
order to help learners overcome their learning difficulties (Bull, 1997; Bull & Nghien, 2002). Open learner 
models encourage learners to reflect on the domain being studied, on their own strategies for learning and on 
their own understanding. Towards this direction, the dialogue management, the dialogue strategies and the 
dialogue tactics, which mainly formulate the dialogue framework, aim at the promotion of reflection in learning 
(Freedman, 2000; Schultz et al., 2003; Zinn et al., 2002). Through dialogue learners defend their views to the 
system by collaborating, discussing and arguing the assessment, which the system has made of their knowledge 
and beliefs. The recently growing interest in opening learner models to learners encourages the development of 
tutorial dialogue systems which give learners greater responsibility and control over their learning process (Kay, 
2001). 
 
There are systems in the literature supporting student models, which are related to text comprehension. 
SimStudents, an integrated student model for story and equation problem solving, uses an ACT-R based 
cognitive model (MacLaren & Koedinger 2002). Other systems are the Empirical Assessment of Comprehension 
(Mathan & Koedinger 2002) and the Engines for Education (Schank & Cleary, 1994). The model of literacy 
comprehension (Zwaan, 1996) takes into account the predication semantics model of text comprehension and 
recall (Turner, 1996) and is based on the Construction-Integration model (Kintsch, 1975). The model of narrative 
comprehension and recall (Fletcher, 1996) is based upon Trabasso & Van den Broek’s model (Trabasso, 1985), 
which considers understanding of text as a process of finding (by the reader) the causal path which links text 
from the beginning to its end. Recently, various approaches have been proposed which involve learners in 
negotiating dialogues, as well as learner models which encourage learners towards inspection and modification 
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of the model (Dimitrova, 2002; Zapata-Riviera & Greer, 2002). Moreover, developments promoting 
collaborative student modeling such as SQL-Tutor (Bull, 1997), dialogue planning (Freedman, 2000; Watson, 
1997), learner reflection through discussion such as StyLe-OLM (Dimitrova, 2002), mixed -initiative dialogue 
(McSherry, 2002), dialogue management (Freedman, 2000, Zinn et al., 2002) and tutorial dialogue (Schultz et 
al., 2003) have been explored. ATLAS-ANDES is a tutorial dialogue system, which uses a combination of 
knowledge construction dialogues and allows the generation of tutorial dialogues (Zinn et al., 2002). ScoT is a 
scalable, reusable, conversational tutorial dialogue system (Schultz et al., 2003). 
 
In this paper we present ReTuDiS, a dialogue-based reflective learning system, which constructs dialogue based 
on the learner model for Historical Text Comprehension (Grigoriadou et al, 2003; Tsaganou et al., 2003b). First, 
we outline how the system bases learner’s historical text comprehension on the recognition of general cognitive 
categories. Applying the hybrid technique of Fuzzy-Case-Based Reasoning, the system infers learners’ cognitive 
profiles in the diagnosis part and constructs the learner models. In the next section we describe how the strategies 
of the Theory of Inquiry Teaching (Collins, 1987) are adopted in the dialogue part. We concentrate on how the 
appropriate tutorial dialogue is generated using the library of dialogue-parts. Moreover, in this section, we 
display the four- stages interactive dialogue between a learner and the system, as well as how the dialogue 
engages learners to reflect on their own strategies in each of these stages. Formative evaluation and results are 
discussed. Finally, we conclude and give our future perspectives.  
 
 
ReTuDiS 
 
ReTuDiS is a diagnosis and tutorial dialogue learner modelling system, which infers learners’ cognitive profiles 
of historical text comprehension (Tsaganou, 2002). ReTuDiS, based on the Theory of Inquiry Teaching (Collins, 
1987), exploits cognitive profiles to construct learner models and produce appropriate for each learner tutorial 
dialogues. ReTuDiS consists of two parts: The Diagnosis part and the Dialogue part. 
 
 
The Diagnosis part of ReTuDiS 
 
ReTuDiS is based on MOCOHN (Model of Comprehension of Historical Narration) a pencil-and-paper 
diagnosis model of learner’s comprehension of historical text (Cavoura, 1994; Cavoura, 2000). Based upon the 
narrative approach of historical text (Ricoeur, 1983), the mental models of Johnson-Laird and Schank & 
Abelson’s text comprehension theory (Schank & Abelson, 1977), MOCOHN adapts Baudet & Denhière’s theory 
(Baudet & Denhiere, 1992) for historical text comprehension. It considers text comprehension as the attribution 
of meanings to causal connections between occurrences in a text. Learners compose a representation of the 
historical text, which contains the cognitive categories: event, state and action (Baudet & Denhiere, 1992). 
Learners’ arguments are based on the three cognitive categories. For the interpretation of learners’ cognitive 
processes learners’ discourse is analysed, in order to trace the recognition (or not) of the three cognitive 
categories. MOCOHN gives an explanation of the way students represent the world of history and the way their 
cognitive processes lead to comprehension of a historical text.  
 
ReTuDiS system is designed to be applicable not only to historical texts but to any texts with a causal structure. 
The diagnosis part of ReTuDiS engages learners in an activity which includes reading comprehension of a 
historical text and answering question-pairs by using given alternative answers (Tsaganou et al., 2002; Tsaganou 
et al., 2003a). The historical text includes factors, which represent the three cognitive categories action, state and 
event. For every factor at least one question-pair, is submitted to the learner. The first question in the question-
pair is related to the causal importance of the specific factor and a learner’s answer concerning this question is 
called position. The second question is related to a learner’s justification concerning the selected position and is 
called justification. Learners have to study all the text to comprehend it, to compare each factor with the others 
and then select answers. The purpose of the activity is to train learners in procedural knowledge. The types of 
cognitive processes learners expected to activate correspond to Bloom’s taxonomies: (1) remember, (2) 
understand: learners compare factors, explain them, draw logical conclusions using the presented material and 
(3) analyse: learners distinguish important from unimportant factors (Anderson et al., 2001). Learners’ answers 
are used for diagnosing their historical text comprehension. The learner has to use the given alternative answers, 
in order to express his position for certain historical issues and support it by selecting a justification. Alternative 
answers concerning position and justification are classified as valid, towards-valid or non-valid as they are 
depicted in Tables 1 and 2. Figure 1 depicts a historical text concerning five different factors of the outbreak of 
the French Revolution. It also depicts question-pair number 1 and alternative answers with (non-visible by the 
learner) characterizations. In the historical text, one factor represents the cognitive category event, another one 
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the cognitive category state and three others the cognitive category action. For example, for question-pair 1 the 
alternative answers a1 and b3 are non-valid, a2, b1 and b4 are towards-valid, whereas a3 and b2 are valid.  

 

Figure 1: A screenshot of ReTuDiS 
 
 

Table 1. Classification of answers concerning position 
position answers 

valid learners attribute minimum importance to an event and a state and maximum or medium importance 
to an action 

towards-valid learners attribute medium importance to events and states 
non-valid learners attribute maximum importance to an event or minimum importance to an action 

 
Table 2. Classification of answers concerning justification 

justification answers 
valid learners grounded their answers on scientific historical thought 

experiential: learners used their own experience or 
sentiment to strengthen their position 

quantity: learners used quantitative criteria to 
strengthen their position 

continuity: learners perceived the world as 
continuous 

 
 
 
 
 
towards-valid 

 
 
learners based their answers on the 
common sense schemas of experience, 
quantity, continuity and attitudes, which 
means learners are towards acquiring 
scientific thought 

attitudes: learners expressed positive or negative 
values (for example good, bad) towards the historical 
events 

non-valid learners gave cyclic answers based on the questions posed (non-scientific thought)  
 
 
For every question-pair the combination of a learner’s position and the corresponding justification constitute the 
learner’s argument. An argument is defined as complete, when both position and justification are valid. 
Otherwise the argument is non-complete. Possible values of argument completeness are: complete, almost 
complete, intermediate, nearly incomplete and incomplete. The expert defines the different degrees of argument 
completeness. Argument completeness --which is associated with the recognition (or not) of an instance of a 
cognitive category-- is used as a vehicle for revealing the degree of recognition (or not) of the corresponding 
cognitive category. In case an argument is non-complete, it means that there is a contradiction between position 
and justification for the corresponding question-pair.  
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The Diagnosis part of the system, using IF…THEN rules, which incorporate the description of expert knowledge 
concerning learner answers to question-pairs, infers the argument completeness of all the learner arguments. 
Learners’ behaviour, represented by the characterisations of positions, justifications and arguments, constitute 
the problem description of the corresponding case. A case is viewed as a set of attributes where the 
characterisations are the problem description and the cognitive profile is the solution. Representative cases 
constitute a case-base. Using the technique of Fuzzy-Case-Based Reasoning the system handles case adaptation -
-by comparing the similarity values of argument completeness between cases—in order to infer learners’ 
cognitive profiles (Tsaganou et al., 2003b). Based on the hypothesis that similar problems have similar solutions 
the system estimates the degree to which a case is similar to a case stored in the case-base, using a fuzzy k-nn 
algorithm. The system adopts the cognitive profile of the most similar case. This technique achieves the right 
balance between the hard to acquire expert knowledge and the more easily acquired knowledge in the form of 
cases (Watson, 1997). 
 
Learners’ cognitive profile is measured by the degree of argument completeness and reflects the degree of 
recognition of all the cognitive categories: event, state and action while expressing learners’ difficulties, if any, 
in thinking scientifically. Cognitive profiles represent a learner classification scheme and correspond to the main 
levels of scientific (historical) thought. The main categories of cognitive profiles are: (1) Low profiles for 
learners who seem to encounter serious difficulties, (2) Intermediate for learners who seem to encounter some 
difficulties on which the reflective dialogue focuses in order to help learners overcome them and (3) High for 
learners who seem to have no learning difficulties. The target group the system focuses upon includes learners 
for whom the system diagnoses contradictions between a position and a justification for a given question-pair, a 
fact which means that they encounter difficulties in thinking scientifically. 
 
 
The Dialogue part of ReTuDiS 
 
ReTuDiS aims at constructing reflective dialogue concerning learners’ contradictions in their answers. The 
learning outcomes are summarized as follows. Learners must be able: 
1. to recognize the three cognitive categories state event and action 
2. to appraise a factor in the historical text which corresponds to the cognitive category action as the most 

important cause rather than to a state or event. 
3. to meet reflective dialogue and to construct coherent arguments, which means without contradictions 

between a position and its justification. 
 
The underlying theory beyond the tutorial Dialogue part of ReTuDiS is the Theory of Inquiry Teaching (Collins, 
1983). This theory is prescribed as a theory for the use of discovery and inquiry approach in learning. Many of 
its strategies are intended to develop higher thought processes rather than content-specific know1edge. Questions 
provide the focus and direction for the instruction through reflective tutorial dialogue. Learners formulate 
hypotheses based on observation of varied cases (examples), in order to force greater depth of processing of the 
new knowledge. In ReTuDiS the following tactics are adopted in dialogue part as instruction tools: 
1. Selecting Positive and Negative Examples. When a learner considers an accidental event like “the heavy 

winter of 1989” as more important than an action, the system presents positive paradigm cases like “an 
earthquake”. 

2. Selecting Counterexamples. If a learner forms a hypothesis which is not completely true, the system will 
often select a case, which satisfies the learner’s hypothesis but violates the hypothesized prediction. For 
example, the learner considers “living conditions of the 3rd class before 1789” as the most important cause. 
The system’s counterexample can be: “whenever people’s living conditions are bad, do we have a 
revolution?” 

3. Generating Hypothetical Cases: generate hypothetical cases in order to force learner’s reasoning about 
situations that are hard to reproduce naturally.  

4. Forming Hypotheses: try to make the learner predict how a dependent variable varies with one or more 
independent variables or factors. The system generates the hypothesis that “if the heavy winter of 1789 had 
not happened, would the outbreak of the French Revolution have happened?” in order to make the learner 
reason about it. 

5. Testing Hypotheses. Once learners have formulated a hypothesis, the system wants them to figure out how 
to test the hypothesis.  

6. Tracing Consequences to a Contradiction. System often traces the implications of a learner’s answer to a 
contradiction with some other belief the learner holds. 
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The dialogue part of ReTuDiS uses information included in a case: characterizations of the learner’s positions, 
justifications and arguments, the learner’s cognitive profile inferred by the diagnosis part and the dialogue 
strategy. In order to generate the appropriate dialogue in response to learners’ feedback, the system assesses the 
contradictions within the learner’s arguments in the corresponding case. Depending on the characterizations of 
positions and justifications the dialogue part activates the appropriate for each learner sequence of dialogue-
parts, and by using the dialogue plan, dynamically constructs the individualized learning dialogue. Dialogues are 
appropriate to each learner’s learning difficulties, as they appear according to his/her learner model. 
 
 
Dialogue Strategies 
 
Tutorial strategies are methods for constructing an initial plan for reflective dialogue. ReTuDiS is designed to 
allow for reflecting tutoring. In order to construct an initial overall tutoring plan, the system uses information 
from the annotated case of a learner's performance in a comprehension activity concerning a historical text. The 
initial tutoring plan can be dynamically revised during the tutorial dialogue. ReTuDiS presently has three main 
strategies for taking instructional decisions and constructing the initial tutorial plan. The system tries to find out 
if there is a contradiction between characterisations of a position and a justification. One of the following 
strategies can be applied:  
1. Strategy 1: the system selects the factor, which the learner considers as the most important of all others. The 

Tutorial dialogue begins with a discussion about this factor. 
2. Strategy 2: the system sorts learner’s argument characterizations in a list according to decreasing degree of 

argument completeness. The reflective dialogue begins with a discussion about the factor for which the 
learner seems to face minor contradictions. The system generates the sequence of dialogue-parts for this 
factor (initial plan). Then the system prepares the next sequence of dialogue-parts, based on the results of 
the previous. 

3. Strategy 3: the system examines every factor, in order to find out if there is a contradiction between 
characterisations of position and justification (for example, valid position and non-valid or close-to-valid 
justification and the contrary) and ignores the factors for which there is no contradiction, either because both 
position and justification are valid or because both position and justification are non-valid. 

 
 
Dialogue-parts Library 
 
The system has at its disposal the dialogue-parts’ library (Tables 3, 4), which contains general dialogue-parts 
and specific dialogue-parts of different types. Each general dialogue-part is seen as a reusable component for the 
construction of the dialogue between a learner and the system and is independent of the historical text.  Each 
specific dialogue-part is seen as a reusable component, which is dependent upon the specific historical text. 
Specific dialogue-parts which learners use in the dialogue are the alternative answers. Specific dialogue-parts, 
which the system uses in the dialogue, follow dialogue tactics and are designed to remedy a particular learning 
difficulty.  
 

Table 3. Dialogue-parts library- General parts 
types of dialogue-parts dialogue-parts 

comparisons the most important cause, important cause, less important cause 
position or justification 
descriptions 

valid, towards-valid, non-valid 

argument descriptions complete, almost complete, intermediate, nearly incomplete, incomplete 
experience, quantity, continuity, views, cyclic  

explanations explain, don’t explain 
intentions insist, don’t insist 
selections happened, not happened, yes indeed, no I don’t believe, yes I’d like, no I don’t like 
contradictions contradictory to, not contradictory to 
 
 
The dialogue part of ReTuDiS generates the appropriate to each learner tutorial dialogue using the library of 
general dialogue-parts (Table 3). 
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Table 4: Dialogue-parts library- Specific parts 
types of dialogue-parts dialogue-parts 

factors the living conditions of the 3rd class,  
the heavy winter of 1789,  
the financial development during the decade 1930,  
the convergence of the general classes by the King, 
bourgeois and 3rd class jointly claim for constitution 

learner’s argumentations expressing: 
scientific thought the living conditions were the same for many years 
experience   the 3rd class felt unfairly dealt with, 

despite the financial development 3rd class continued to be displeased,  
the delegates of the bourgeois are indignant towards the King and the nobility 

quantity the 3rd class was numerous, 
the more the people the more the possibilities for success, due to the heavy 
winter the life of a large number of people became harder, 
the financial development increased the number of bourgeois 

continuity the heavy winter made the poverty worse, 
bourgeois and 3rd class share the same goals 

   views  due to the heavy winter the rural crop was bad, 
people work and the nobility enjoy 

cyclic thought  3rd class lead a hard life 
system argumentations expressing: 
examples the heavy winter or an earthquake are accidental events 
counterexamples whenever the living conditions of people are, bad do we have a revolution? 

whenever a social part is unfairly dealt with or is displeased, do we have a 
revolution? 
is a revolution always provoked by numerous social parts?  

generation of hypothesis form the hypothesis that the living conditions as a cause for the French 
Revolution didn’t exist.  

 
 
Dialogue Plan  
 
Dialogue is generated in 4 stages (Figure 2). A sequence of dialogue-parts, each based on the results of the 
previous stage, constructs the dialogue plan (Table 5).  
 
STAGE 1: The system makes learners aware of the general framework of the assessment results, that is whether 
learners are correct or not, and encourages them to take their first decision to participate in the discussion. 
Dialogue-part S1D1 is generated by the system, in case learners want the system to explain them the differences 
between their answers and the system concerning an argument. Dialogue-part S1D2 is generated in case learners 
do not want the system to explain them the dialogue concerning their argument. Dialogue is thus terminated.  
 
STAGE 2: The system uses qualitative criteria to indicate the points where there are contradictions between 
learners’ position and their justification. Dialogue-parts S2D1 to S2D5 are generated by the system according to 
the different combinations of learners’ responses, which correspond to different degrees of argument 
completeness and are related to one of the five factors in the historical text. When dialogue-part S2D5 is 
generated, the system responds appreciatively as regards learners’ abilities and encourages them to return to 
stage 1 and continue with the next argument. 
 
STAGE 3: Each learner’s decision triggers the system to use the appropriate individualized tactics. The 
Dialogue-part S3D1 is generated, in case learners insist on their answer and dialogue-part S3D2, in case they do 
not insist, which means that they recognize their contradiction and change their reasoning.  
 
STAGE 4: The system discusses, justifies itself and argues with learners over their contradictions. The 
appropriate dialogue-parts S4D1, S4D2 and S4D3 are generated, in case learners insist on position, on 
justification or on both respectively. The actions of the system have to be driven towards eliminating the 
contradiction. The elimination will only be possible when learners themselves remove the contradiction and are 
thus able to construct a more coherent argument. At the end, the system encourages learner to try again to read 
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the historical text and answer the questions, so that it can have a second opportunity to reassess learners. In this 
way, learners are involved in the diagnosis process and are expected to change their model. 
 

 
Figure 2: Dialogue stages 

 
 

Table 5: Dialogue Plan 
1 System: Your answers concerning the …(factor) indicate that you consider it as … (comparison) for the French 
Revolution. Your argument is characterized …(description). Do you want the system to… or to….? (selection) 
 Learner: I’d like to …(explanation) 
2 System: You asked the system to explain. Your answers concerning the …(factor) consist of your position and your 
justification. Your position is that the …(factor) were… (comparison) for the French Revolution. This is a …(description) 
position. Your justification for that position is that the …(alternative answer). This is a …(characterization)  justification. 
Your position on the …(factor) is …(contradiction) your justification. That is why your argument is characterized 
…(description). What do you intent to do now?... or ….( intention) 
Learner: I …(selection) on my position that the …(factor). … (comparison). 
3 System: You …(decision)  on your position. Let’s consider that the …(factor) as a cause for the French Revolution didn’t 
exist. Do you believe that the outbreak of the French revolution would have happened? 
Learner: I believe that the outbreak of the French revolution would have …(selection). 
System: But the outbreak of the French revolution has happened. So, what is your logical conclusion? 
Learner: The …(factor)…(comparison) 
4 System:  Would you like to try to answer again?....(selection) 

 
 

Dialogue Tactics 
 
The following dialogue example (Table 6) illustrates the interaction concerning question-pair 1. The learner has 
given non-valid position and valid justification, which correspond to answers a1 and b2 of Figure 1 and result in 
an intermediate argument of the category state. ReTuDiS uses dialogue tactics to support tutorial interactions. 
For example, in turn 3, the tactics: selection of counterexamples and generation of hypothesis are used. The 
learner considers the “living conditions of the 3rd class before 1789” as the most important cause. The tutor’s 
counterexample can be “whenever the living conditions of people are bad, do we have a revolution”? In order to 
make the learner reason about it the tutor generates the hypothesis that: “if the heavy winter of 1989 had not 
happened, would the outbreak of the French Revolution has happened”? 
 

Table 6: Dialogue example in 4 turns concerning an argument 
1 System: Your answers concerning the LIVING CONDITIONS indicate that you consider it as THE MOST 
IMPORTANT CAUSE for the French Revolution. Your argument is characterized INTERMEDIATE. Do you 
want the system to EXPLAIN or to CONTINUE? 
 Learner: EXPLAIN 
2 System: You asked the system to explain. Your answers concerning the LIVING CONDITIONS consist of 
your position and your justification. Your position is that the LIVING CONDITIONS were THE MOST 
IMPORTANT CAUSE for the French Revolution. This is a NON-VALID position. Your justification for that 
position is that the LIVING CONDITIONS WERE THE SAME FOR MANY YEARS. This is a VALID 
justification. 
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Your position on the LIVING CONDITIONS is CONTRADICTORY TO your justification. That is why your 
argument is characterized INTERMEDIATE. What do you intent to do now? INSIST or NOT INSIST. 
Learner: I INSIST on my position that the LIVING CONDITIONS ARE THE MOST IMPORTANT CAUSE.  
3 System: You INSIST on your position. Let’s consider that the LIVING CONDITIONS as a cause for the 
French Revolution didn’t exist. Do you believe that the outbreak of the French revolution would have happened? 
Learner: I believe that the outbreak of the French revolution would NOT have HAPPENED. 
System: But the outbreak of the French revolution has happened. So, what is your logical conclusion? 
Learner: The LIVING CONDITIONS ARE NOT THE MOST IMPORTANT CAUSE 
4 System:  Would you like to try to answer again? 
 
 
Formative Evaluation 
 
Formative evaluation was conducted as part of the development cycle of the system using the web-based version 
of ReTuDiS (http://m.1asphost.com/kostas74/History/first.asp) and with the participation of human experts. 
Their comments were recorded and an interview at the end clarified uncovered aspects. Evaluation aimed at 
further revisions, modifications and improvements (Mark & Greer, 1993; Mitrovic et al., 2002) and focused on 
indicating problems with dialogue coherence, suitability of dialogue tactics and strategies appropriate for 
planning effective diagnostic dialogues. The experts were given explanations about the aims of ReTuDiS and 
asked to explore a variety of potential situations envisaging learner’s behaviour who would discuss his domain 
knowledge with the system. 
 

Figure 3. Changes in the cognitive profiles 
 
 
ReTuDiS recorded learners’ answers and inferred their cognitive profiles, taking into account their argument 
completeness for all stated arguments, before and after the application of the reflective dialogue. Figure 3 
presents learners’ cognitive profiles before and after the application of the reflective dialogue. The horizontal 
axis shows the 20 learners (S1 to S20) classified from lower to higher cognitive profiles. The vertical axis shows 
cognitive profiles {very low, very low+, low, low+, nearly low, nearly low+, below intermediate, below 
intermediate+, above intermediate, above intermediate+, nearly high, nearly high+, high, high+ and very high}, 
which correspond to {1,2,3,4,5,6,7,8,9,10,11,12,13,14}. It is worth noticing that most of the learners with a high 
degree of argument completeness indicated improvement in their learner models. For example, in the group of 
learners S6, S7, S8 and S9 with a low cognitive profile, only S7 improved his cognitive profile by one level, 
whereas in the group of S10 and S11, with low+ cognitive profile, S10 improved his cognitive profile by one 
level and S11 by two levels. 
 
In general, dialogue planning appears suitable for organising dialogue which meets the requirements of dialogue-
based interactive and reflective learning. The dialogue tactics in ReTuDiS have been considered adequate in 
respect to maintaining local focus of the dialogue. Few problems with the current implementation have been 
identified, e.g. occasional repetitions of statements and questions about already made claims have occurred. A 
richer domain knowledge base could lead to higher chances of obtaining adequate dialogue tactics.  
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Conclusions and Future Plans 
 
In this work we have presented and evaluated ReTuDiS. Based on diagnostic results, the dialogue part engages 
learners in learning dialogues according to appropriate dialogue strategies and tactics. Dialogue indicates 
contradictions amidst learners’ answers and discusses with learners, in order to help them eliminate their 
contradictions. Dialogue promotes learners’ reflection and helps them become aware of their reasoning process 
and construct more coherent arguments while leading them towards scientific thought. The application 
perspectives of this dialogue-based interactive and reflective learning environment aim at individualized 
learning, by activating the appropriate to a learner interactive dialogue with the system. There are apparent 
educational benefits of the system in that it can help learners change their reasoning.  
 
The research contribution of ReTuDiS, in contrast to related systems (Cavoura, 2000, Fletcher, 1996), consists in 
its computer-based nature for learner modeling comprehension of historical text basing comprehension on the 
recognition of general cognitive categories. Another innovation of ReTuDiS is the use of the hybrid technique of 
Fuzzy-Case-Based Reasoning in the diagnosis part for the educational purposes of diagnosis of historical text 
comprehension (case construction, definition of similarity measures). Moreover, innovation is the application of 
the Theory of Inquiry Teaching and the construction of the dialogue part (general dialogue-parts which are 
reusable for any new historical text, specific dialogue-parts, dialogue tactics, strategies and plans) for 
personalized reflective learning. The complexity of the application of a new text in ReTuDiS consists in the 
selection by the expert of a text with a causal structure, the definition of the factors in order to have them 
correspond to the cognitive categories, the construction of the appropriate question-pairs with alternative 
answers, the enrichment of the case base with new cases, the definition of the similarity values and the 
formulation of the specific reflective dialogue-parts, which are not reusable as the general are. The evaluation 
results are encouraging for the educational impact of the system on learners and for future work. In our future 
plans we foresee further research into the application of ReTuDiS to new historical texts and to technical text 
comprehension. Lastly, an authoring tool for the application of a new text in ReTuDiS is still under construction.   
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ABSTRACT 

In this paper we describe the ways that SCoT, a Spoken Conversational Tutor, uses flexible and adaptive 
planning as well as multimodal task modeling to support the contextualization of learning in reflective 
dialogues. Past research on human tutoring has shown reflective discussions (discussions occurring after 
problem-solving) to be effective in helping students reason about their own actions (Katz, Allbritton & 
Connelly, 2003). However, presenting information in an understandable manner while leading a reflective 
discussion is difficult and without contextualization it is easy to confuse and frustrate students. This raises 
the question: how should intelligent tutoring systems effectively contextualize learning in a reflective 
discussion? We believe that multimodal task modeling, carried out by a flexible and adaptive planning 
agent, can facilitate this process of contextualization and lead to a more successful dialogue. 
 
 

Keywords 
Intelligent tutoring systems, Spoken dialogue, Reflective tutoring, Multimodality, Speech technology 
 
 

Introduction 
 
One-on-one human tutoring has been well established as a highly effective mode of instruction: students 
interacting with expert human tutors have been found to perform 2.0 standard deviations above students in an 
ordinary classroom setting (Bloom, 1984). In attempts to emulate the effectiveness of human tutors, many 
developers of intelligent tutoring systems have begun incorporating natural language dialogue into their tutorial 
systems. While much of this work has focused on using natural language dialogue during the problem-solving 
session (Graesser et al., 2000; VanLehn et al., 2002; Michael et al., 2003; Litman & Silliman, 2004), very little 
work has focused on using reflective dialogue after problem-solving (Katz, Allbritton & Connelly, 2003). 
Various challenges arise while leading discussions after problem-solving that do not come up while leading 
discussions during problem-solving. For example, students often have difficulty remembering details from their 
problem-solving session, especially if the session was complicated. We believe that with sufficient 
contextualization, an intelligent tutoring system can overcome these challenges and also achieve the benefits of 
reflective dialogue.   
 
In order to successfully converse about past events and to lead a discussion that addresses a student’s “trouble 
spots,” a reflective, conversational tutor must be able to contextualize information from the problem-solving 
session. For example, consider the dialogue excerpt shown below (from the transcript of an actual dialogue with 
SCoT). In this dialogue, the tutor’s goal is to discuss three particular actions the student failed to do (turn 3), but 
in order to ask the student about them the tutor first describes the events surrounding the time frame in question 
(turns 1 and 2) to facilitate student understanding.  
 

1 Tutor:   Ok, the next crisis was a flood here [highlights compartment] in Engine room No. 2 
(compartment 4-254-0-E). 

2 Tutor:   After the flood alarm sounded, the first thing you did was order repair team 5 to 
dewater the compartment. 

3 Tutor:   However, there are 3 other things you should have done before ordering dewatering. 
What is one of them? 
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Furthermore, effective human tutors often use student behavior during the dialogue to guide the manner in which 
new information is presented (Merrill et al., 1992). For example, if a tutor employs multiple hinting strategies 
and a student seems to do well using strategy A but is confused by strategy B, then the tutor ought to take this 
into account when deciding between strategies A and B in subsequent dialogue. Issues such as these have 
motivated the design choices made in our development of SCoT. In this paper, we describe the architecture and 
functionality of SCoT’s tutorial component and explain how it allows SCoT to facilitate contextualized and 
reflective tutorial dialogue.  
 
Our Spoken Conversational Tutor has recently been used in three separate evaluation studies. The first study 
measured the effectiveness of SCoT on damage control novices (Pon-Barry et al., 2004); the results showed 
tutorial dialogues with SCoT to be more effective than practice alone, and also suggested that the accuracy of the 
speech recognition did not affect learning. The second study compared the relative effectiveness of two tutoring 
strategies, again on damage control novices (Pon-Barry, 2004); the results showed that subtle variation in tutorial 
language can effect overall learning gains. The third study compared the effectiveness of four combinations of 
multimodal input and output in SCoT on students at the US Naval Academy; the results are currently being 
analyzed. 
 
 
Effectiveness of Reflective Tutorial Dialogue 
 
Integrating new information with existing knowledge is a fundamental characteristic of learning (Akhras & Self, 
2000). Past research has shown that human tutors can ease this integration process by eliciting self-explanations 
from the student (self-explanation is the process of describing problem-solving steps in one’s own words) (Chi et 
al., 1994). Some dialogue-based tutoring systems have taken the approach of eliciting natural language 
explanations during problem-solving (e.g., Aleven, Koedinger & Popescu, 2003), but very few have attempted to 
elicit these explanations after problem-solving. Recent studies provide evidence suggesting that dialogues 
occurring after problem-solving may be better at eliciting student explanations. For example, one analysis 
comparing dialogues during problem-solving to reflective dialogues showed that students are more likely to ask 
questions and to discuss their reasoning processes in the reflective dialogues (Katz, O’Donnell & Kay, 2000). 
Other analyses have shown that reflective dialogues more frequently involve multi-step interchanges between the 
tutor and the student (Moore, 1996; Rose, 1997). In addition, a recent study on the instructional role of reflective 
dialogue found that students who were asked reflective questions by the tutor learned more (as measured by pre-
test and post-test scores) than those receiving no reflective questions (Katz, Allbritton & Connelly, 2003).  
 
This evidence suggests that intelligent tutoring systems that can support reflective dialogue have the potential to 
be more effective than those that do not. However, in order to allow students to integrate new information with 
existing knowledge during a post-session discussion, a reflective tutor must first have the capability to 
contextualize the information it presents. We believe that multimodal dialogue-based interaction, carried out by a 
flexible and adaptive planning agent, can facilitate this process of contextualization. 
 
 
Overview of SCoT 
 
Our approach to tutorial dialogue is based on the assumption that it is a joint activity—an activity in which 
participants have to coordinate with each other in order to succeed (Clark, 1996). Moving a desk, playing a duet, 
and shaking hands are all examples of joint activities. Joint activities can be subdivided into two types of 
activities—basic and coordinating. In most tutorial dialogue the basic activity is solving problems; this is 
supported by coordinating activities such as identifying gaps in knowledge, verifying understanding, hinting, and 
the like. Further, the communicative acts by students and tutors can only be properly understood, analyzed, and 
simulated by viewing them in relation to the current state of their problem solving—as they see it. In other 
words, the structure of the dialogue is a consequence of the basic joint activity that the dialogue works in service 
of.  
 
Following this hypothesis, SCoT’s architecture separates conversational intelligence (e.g. turn management, use 
of discourse markers such as ‘so’ and ‘OK’) from the activity that the dialogue accomplishes (in this case, 
reflective tutoring). SCoT is developed within the Architecture for Conversational Intelligence (Lemon, 
Gruenstein & Peters, 2002), a general purpose architecture which supports multimodal, mixed-initiative 
dialogue.  
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SCoT-DC (Spoken Conversational Tutor for Damage Control), the current instantiation of our tutoring system, is 
applied to the domain of shipboard damage control. Shipboard damage control refers to the task of controlling 
fires, floods, and other critical events that occur aboard Navy vessels. Students carry out a reflective discussion 
with SCoT-DC after completing a problem-solving session with DC-Train (Bulitko & Wilkins, 1999), a fast-
paced, real-time, multimedia training environment for damage control. Because problem-solving in DC-Train 
occurs in real-time, reflective tutorial dialogue is more appropriate than tutorial dialogue during the simulation. 
Because crises co-occur and demand immediate attention (e.g., in an average scenario there may be 4 fires and 2 
floods going on simultaneously), accurate contextualization is a challenging task.  
 
Figure 1 below shows the graphical user interface of SCoT-DC. The bottom window contains a history of the 
tutorial dialogue; the top window is the common workspace—a space where both student and tutor can zoom in 
or out and select (i.e., point to or circle) compartments, regions, or bulkheads (lateral walls) in the ship. In Figure 
1, the tutor is “pointing” to the location of a crisis by zooming in to the deck it is on and highlighting the 
compartment. 
 

 
Figure 1. SCoT-DC Graphical User Interface 

 
 
SCoT is composed of three primary components: a dialogue manager, a knowledge representation, and a tutor. 
These three components, as well as the natural language tools that support spoken interaction, are described in 
the next four sections. 
 
 
Dialogue Manager 
 
The dialogue manager handles aspects of conversational intelligence, helping the tutor interpret student 
utterances in context. It contains the following dynamically updated components: 

 The Dialogue Move Tree: a structured history of dialogue moves and dialogue threads 
 The Activity Tree: a temporal and hierarchical representation of the past, current, and planned activities 

initiated by either the tutor or the student (see Figure 3) 
 The System Agenda: issues to be raised by the system 
 The Salience List: objects referenced in the dialogue thus far, used for anaphora resolution 
 The Pending List: questions asked by the system but not yet answered 
 The Modality Buffer: a place to store gestures for later resolution 

 
The activity tree serves as the communication interface between the tutor component and the rest of the dialogue 
manager.  Each activity initiated by the tutor corresponds to a tutorial goal such as discussing actions the student 
forgot to perform, or drilling the student on a particular knowledge area. The decompositions of these goals are 
specified by activity recipes contained in the recipe library (see section below). An in-depth description of 
SCoT’s dialogue management module can be found in Clark et al. (2005). 
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Knowledge Representation and Reasoner 
 
The knowledge representation provides a domain-general interface to domain-specific information. In 
accordance with production-system theories of cognition (Anderson, 1993), knowledge specifying causal 
relationships between problem states (events and crises on the ship) and student actions is encoded in a set of 
production rules. A knowledge reasoner operates over this production system to provide the tutor with 
procedural explanations of domain-specific actions as well as information about the student’s problem-solving 
session.  
 
 
Tutor 
 
The tutor consists of two components: one for planning and executing tutorial activities, and one that contains 
recipes specifying how to decompose these activities into other tutorial activities or into low-level actions. These 
components are described in detail below.  
 
 
Natural Language Components 
 
The natural language components that make the spoken dialogue possible include a bidirectional unification 
grammar and off-the-shelf tools for automatic speech recognition and text-to-speech synthesis. Incoming student 
utterances are recognized using Nuance’s Automatic Speech Recognizer (www.nuance.com) with a language 
model compiled from a Gemini natural language understanding grammar. Gemini (Dowding et al., 1993) 
translates word strings from Nuance into logical forms, which the dialogue manager interprets in context and 
routes to the tutor. The system responds to the student via a FestVox (festvox.org) limited domain synthesized 
voice. 
 
 
SCoT’s Tutorial Architecture  
 
SCoT’s tutor component contains the tutorial knowledge necessary to plan and carry out a flexible and coherent 
tutorial dialogue. One aspect of leading a reflective discussion is determining how to contextualize information 
in the most effective manner. Students will likely provide evidence during the dialogue that alters the tutor’s 
original assessment as well as their plan for how to contextualize information. This emphasizes the need for a 
planning architecture that allows for revisions to the original dialogue plan. We have chosen an approach that 
separates tutorial knowledge (i.e. how to lead a tutorial dialogue) from all other sources of information (e.g. 
domain knowledge, student model). The tutorial knowledge is divided between a planning and execution system 
and a recipe library. Figure 2 depicts how the planning and execution system and the recipe library fit into the 
overall SCoT architecture.  In Figure 2 below, ASR (Automatic Speech Recognition) refers to the speech 
recognizer, and TTS (Text-to-Speech) refers to the speech synthesizer. 
 

 
Figure 2. SCoT architecture 
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Planning and Execution System 
 
The planning and execution system is responsible for selecting initial dialogue plans, revising plans during the 
dialogue, classifying student utterances, and deciding how to respond to the student. All of these tasks rely on 
external knowledge sources such as the knowledge reasoner, the student model, and the activity tree (collectively 
referred to as the Information State). The Information State provides the tutor with information such as the 
current context of the dialogue, or a history of the student’s interactions with SCoT. By separating tutorial 
knowledge from other knowledge sources, we not only create a tutor that is reusable in other domains (Schultz et 
al., 2003), we also provide a clean and consistent way for each component of the tutor to access information 
pertaining to the current context. This allows SCoT to lead a flexible dialogue and to continually reassess 
information from the Information State in order to select the most appropriate tutorial tactic. The planning and 
execution system “executes” tutorial activities by placing them on the activity tree, where they are then 
interpreted and executed by the dialogue manager. 
 
 
Recipe Library 
 
The recipe library contains activity recipes that specify how to decompose a tutorial activity into other activities 
and low-level actions. An activity recipe can be thought of as a tutorial goal and a plan for how the tutor will 
achieve the goal. The recipes are written in a scripted language (Gruenstein, 2002) which allows for automatic 
translation into system activities—the same activities that are stored in the activity tree (each node on the activity 
tree corresponds to one tutorial goal). Consider the following excerpt from a dialogue that highlights the 
capabilities of SCoT: 
 
 

1 Tutor: OK, in this session there was a fire here [highlights compartment], in the supply
department storeroom. 

2 Tutor: You had difficulty controlling this fire, so we should review the various areas of
damage control that were covered in this problem. 

3 Tutor: After the fire alarm sounded, you sent repair 3 to set fire boundaries. However,
there is one other thing you should have done before setting fire boundaries. Can
you tell me what it is? 

4 Student: I'm not sure. 

5 Tutor: Well, the supply department storeroom is an unmanned space. When the alarm
sounds, are you certain that there really is a fire? 

6 Student: No, I guess not. 

7 Tutor: Can you tell me now what you forgot to do? 

8 Student: I should have sent investigators to verify the alarm. 

9 Tutor: Yes, that's right. 

 
 
This dialogue illustrates one tutorial approach to contextualizing the information being presented (namely, 
stepping through the student’s actions). Other approaches to contextualization include discussing an analogous 
hypothetical situation, or exhaustively recreating the details of a problem-solving session. The dialogue excerpt 
above corresponds to the tutorial goal discuss_problem_solving_sequence (see recipe in Figure 4). After the tutor 
puts this activity on the activity tree, the system executes the recipe. This causes the activity to be expanded into 
four more-specific activities (i.e., subgoals). The activity tree in Figure 3 shows this decomposition. Note that in 
Figure 3 the activity situate_problem_context has also been expanded, but the other three sub-goals are not yet 
expanded—this diagram represents the state of the activity tree after turn (1) and before turn (2) in the dialogue 
excerpt above.  
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Figure 3. Sample Activity Tree 

 
The tutorial goals (activities) in Figure 3 give rise to a contextualized dialogue in the following ways: 

 In turn (1) of the dialogue, it is the tutor’s first mention of this problem, so the situate_problem_context 
activity is added to the activity tree, and the tutor describes the type of problem while highlighting its 
location in the ship display (regions are colored according to the type of compartment). 

 In turn (2) of the dialogue, the tutor tells the student why it chose to review this sequence so that the student 
will understand the tutor’s subsequent turns. This corresponds to the activity explain_review_sequence. 

 In turn (3) of the dialogue, the tutor contextualizes the problem by reminding the student what they did (they 
sent repair 3 to set fire boundaries). This corresponds to the activity state_steps_taken. 

 Also in turn (3), the tutor asks the student what step of the sequence they omitted. Since the student does not 
provide the information the tutor is looking for (in turn (4)), the tutor provides further information about the 
context (turn (5)), and reasks the question (turn (7)). This interaction is specified in the decomposition of the 
elicit_missing_steps activity (decomposition not shown in Figure 3). 

 
Figure 4 below shows the recipe corresponding to the tutorial goal discuss_problem_solving_sequence. An 
activity recipe contains three sections: the DefinableSlots, the MonitorSlots, and a Body. The DefinableSlots 
specify what information is passed into the recipe, the MonitorSlots specify which parts of the information state 
are used in determining how to execute the recipe, and Body specifies how to decompose the activity into other 
activities and low-level actions. The recipe below decomposes the activity of discussing a problem solving 
sequence into either three or four other activities (depending on whether the problem has already been 
discussed). When this recipe is executed, these activities (i.e., subgoals) are added to the activity tree, and the 
tutor begins to process their respective recipes. 
 

 
Activity 
<discuss_problem_solving_sequence> { 
  
  DefinableSlots { 
    currentProblem; 
  } 
 
  MonitorSlots { 
    currentProblem.alreadyDiscussed; 
  } 
 
  Body { 
    if (!currentProblem.alreadyDiscussed) 
{ 
      situate_problem_context; 
    } 
    state_review_purpose; 
    state_steps_taken; 
    elicit_missing_steps; 
  } 
} 

Figure 4. Sample activity recipe (I) 
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The activity recipe scripting language provides a framework for expressing these tutorial tactics and 
contextualization strategies. Furthermore, the modular nature of the recipes makes it easy to test the effect of 
different pedagogical and conversational approaches to contextualization. In the second evaluation study 
mentioned above, one such manipulation of activity recipes was used to alternate between tutorial strategies 
having subtle variations in language. The results from this experiment suggested that tutors who explicitly refer 
back to prior dialogue and paraphrase student utterances produce larger learning gains than tutors who used 
alternative linguistic devices (Pon-Barry, 2004). 
 
   
Multimodal Interaction 
 
Multimodal interaction is another important way that SCoT contextualizes information while leading reflective 
dialogues. By coordinating spoken and visual input and output in the common workspace, the tutor has increased 
flexibility in how it chooses to present information. One way in which the tutor contextualizes problems being 
discussed is by highlighting compartments in certain colors while speaking to indicate the location of the crisis 
and the compartment type. An example of this coordination can be seen in the way the activity 
situate_problem_context (shown below Figure 5) is decomposed into both visual and spoken actions.  
 

 
Activity <situate_problem_context> { 
   
  DefinableSlots {} 
   
  MonitorSlots { 
    currentProblem.type; 
    currentProblem.location; 
  } 
 
  Body { 
    highlight_problem(currentProblem.location); 
    describe_problem(currentProblem.type,  
      currentProblem.location); 
  } 
} 

Figure 5. Sample Activity Recipe (II) 
 
 
Because the dialogue in SCoT is spoken rather than typed, students are free to use their hands to make gestures 
in the common workspace while they are speaking. This allows them to “point to” compartments, regions, or 
bulkheads (for setting boundaries) in the ship display while explaining an action they took in the session or 
asking a hypothetical question. This coordination of speech and gesture allows SCoT to support interchanges 
such as:   
 

1 Tutor: If there is a fire here [highlights compartment], in compartment 1-126-0-A, 
which bulkheads should you set fire boundaries on? 

2 Student: I should set primary boundaries here [selects bulkhead], and here [selects 
other bulkhead]. 

 
 
This hypothetical dialogue shows a student selecting bulkheads on the ship in conjunction with their verbal input 
(“I should set primary boundaries here and here”). Another way for the student to incorporate gesture with 
speech is to drag boundaries forward or backward while describing the action, e.g., “I set this boundary too far 
forward. It should go here instead.” or “I should have placed the aft boundary closer to the compartment, like 
this.” Figure 6 illustrates what the common workspace looks like when a student is selecting particular 
bulkheads on the ship. 
 
Studies investigating how people combine speech with gestures and diagrams have suggested that participants 
construct shared models of what they are discussing in order to facilitate communication of difficult content 
(Engle, 1998). Allowing the student to explain their reasoning while pointing to objects in the workspace creates 
a common mode of communication between the student and the tutor, and makes it easier for the tutor to know if 
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the student is contextualizing the problem appropriately. This is one way in which multimodal interaction is 
extremely helpful in contextualizing reflective tutorial discussions.  
 

 
Figure 6. Common Workspace in boundary selection mode 

 
 

The common workspace also incorporates a symbolic representation of the changing states of various crises on 
the ship. Figure 7 below shows an example of this symbology, which was incorporated into SCoT-DC for the 
third (most recent) evaluation study. Standard damage control symbology starts with a line drawn from the 
affected compartment in a ship diagram out to the side, where lines incrementally build triangles with each 
action (e.g., the report of smoke, the start of clearing smoke, and the completion of clearing smoke). SCoT-DC’s 
use of this symbology is in line with standard Navy practice and training. 
 

 
Figure 7. Common Workspace with DCA Symbology 

 
 
Using this symbology allows the tutor to concisely present a sequence of events in a single depiction. The tutor 
can rely on the fact that the student is seeing the overall context of the problem state, while the tutorial dialogue 
concentrates on particular errors. The tutor can also show repeated patterns of mistakes by highlighting portions 
of symbology, without having to take time to list each one in words. For example, if the student repeatedly 
forgets to desmoke compartments where smoke has been reported, the system can present the symbology for an 
entire session, and color lines for desmoking in red, showing the student where the actions were missing. This 
color-coding, when combined with verbal output, presents combinations of crises in such a way that a student 
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can easily understand what the state of the ship was, and make connections between their mistakes across 
problems. 
 
 
Conclusion 
 
In this paper we presented the framework of SCoT, our Spoken Conversational Tutor, and described how it uses 
multimodal interaction to support the contextualization of dialogue in a reflective tutorial discussion. By 
separating tutorial knowledge from domain knowledge and by writing activity recipes in a modular way, we 
have a framework that makes it easy to revise plans as the information state changes and appropriately 
contextualize the conversation through dialogue and through gesture. This framework is domain independent and 
has the potential to support reflective dialogue in any number of educational domains. 
 
We are continuing development efforts to expand the recipe library and address several aspects of conducting 
reflective tutorial dialogues. One focus is to support self-explanation, in which students use free-form language 
to explain their own reasoning. A second focus is to round out further tactics for contextualization through 
graphic support of system and user speech, and experimentally evaluate their comparative effects. 
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ABSTRACT 

Interactive television (iTV) is a new media technology that has great potential for supporting second 
language learning, particularly for independent adult learners. It has many characteristics demanded by 
modern second language (L2) learning theories and is technologically quite sophisticated. However, in 
order for it to succeed it needs to fit in with these learners’ approaches to media use in language learning. 
While there is an extensive literature on many other aspects of language learning and teaching, particularly 
in classroom settings, we know surprisingly little about the independent adult language learner's attitudes 
and approaches to learning and to technologies for supporting it. In this paper, we describe a project to 
develop language learning via interactive television (iTV) where a focus group study has been used to elicit 
the attitudes of potential users in order to direct the design process using a use-case scenario. We present 
the design implications that emerged from the focus group, broadly suggesting the use of mobile phone in 
conjunction with iTV to facilitate informal language learning from up-to-date authentic materials broadcast 
on television.  
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Learner centred design, Language learning, Interactive television (iTV), Mobile phone, Cross-platform 
technologies, Use case scenarios 

 
 
New technologies and language learning 
 
Many new media technologies have seemed, at their first appearance, to have potential for assisting in language 
learning. From the earliest examples of paper-based language technologies such as dictionaries and grammar 
books, through audio tapes, television programs, CD-ROMS, the Internet and most recently mobile technologies 
(Sharples, 2000), each emergent technology has been perceived as a potential addition to the language learner's 
(or more frequently, language teacher's) arsenal. Some of these technologies have fulfilled their promise, while 
other technology-based applications are now regarded as partial or complete failures (Salaberry, 2001). The 
reasons for the failure of a technology to make a mark are varied. For instance, the application may not make the 
most appropriate use of the technology or its pedagogical effectiveness may be questionable (ibid). New 
language teaching technologies have too often tended to be accompanied by a step backwards in pedagogy, with 
developers showing a tendency to put too much faith in the novelty factor (Warschauer & Healey, 1998).  
 
Our initial brief was to design technological support systems for language learning using the facilities of 
interactive television. We see the design process, for learning technologies as much as for other designed 
artefacts, as a process of creativity under constraints. Two of the constraints on second language teaching 
technologies are widely accepted and hinted at above. Firstly, designers should take into account the inherent 
properties of the technology, so that appropriate functionality is designed. For instance, it would be possible, but 
perverse, to develop an audio language laboratory primarily to support the development of  L2 writing: the 
characteristics or affordances of the audio-tape and headphones approach clearly suit the practice of spoken, not 
written, language skills. Secondly, many researchers have pointed out the need, when designing such services, to 
align them with the recommendations of current language learning theories. To take the example of audio 
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language labs again, they went rapidly out of fashion as methods based on communicative theories replaced 
those based on behaviourism.  
 
However, there is generally less attention paid to the attitudes and behaviours of language learners themselves 
with regard to new technologies. If the technology is ‘new born’, as was the case with the Internet, then simply 
using technological capabilities in a way that conforms to current L2 learning theory may be enough for a 
successful outcome. There are no ingrained attitudes to take into account.  However, when new capabilities are 
grafted onto existing technologies, a new set of constraints appear that are associated with the established 
characteristics of the medium or technology itself and to people's relationship with that medium.  
 
In this paper we describe a project to develop a language learning application for interactive television, taking 
into account not only the capabilities of the technological platform and theories of language learning but also the 
views and reported behaviour of learners with regard to this technology. We start with a brief overview of the 
development of iTV and its capabilities. We then summarise current language learning theories and draw out 
implications for L2 learning technologies. We next describe the results of studies carried out with L2 users and 
show how they influenced our design. Finally we explore the use of scenarios to represent the design of the 
system, which is now in prototype stage.  
 
 
Brief introduction to iTV 
 
Any design process must take into account the capabilities of the proposed technology to be used. In our case, 
this consisted of a very familiar object, the domestic television, augmented by new interactive facilities. It is 
worth considering television itself before looking at interactivity.  Conventional television is already a powerful 
learning environment for language learners. Television offers a rich multimedia experience, where learners can 
immerse themselves in authentic materials from the target language and culture.  This material may well be 
engaging in itself, with up-to-date ever-changing content displaying a range of speakers and contexts. Many 
television shows constitute important cultural events in their own right, providing a shared reference for people 
sharing or aspiring to share a culture. In its non-interactive state, it clearly affords watching, reading and 
listening, making it an excellent medium for learners to practice comprehension skills and also to acquire 
background cultural knowledge. Comprehension of spoken material is strongly supported. Sherington (1973), 
exploring the potential of conventional television for language teaching, notes that a number of listening skills 
can easily be practised via television, including recognising and understanding: 

 segmental and suprasegmental features 
 vocabulary items, short phrases and longer segments of speech 
 syntactic structures 
 varieties of speech, such as registers and dialects 
 discourse patterns 
 pragmatically determined features 

 
Digital television adds a new dimension to learning from the TV by multiplying available channels (Meinhof, 
1998; Moores, 1996). However, this is an increase in the quantity of available material rather than a change in 
the type of affordance provided by the medium. It is essentially more of the same.  
 
Digital interactive television offers genuinely new ways of using the television set. Interactivity is a contested 
term, with some commentators favouring a loose definition that would include video-on-demand and phone-ins, 
and others adopting a strict definition that admits only enhanced television applications, i.e. those that offer more 
on the screen than a single broadcast stream, typically accessed via the TV handset (Gawlinski, 2003). Some 
types of interactivity require communication with the platform owner via a return path, typically over a 
telephone or cable connection. Video on demand is an example of this kind of service. Other types of 
interactivity do not require this two way connection, but rely instead on a kind of simulation of interactivity via a 
cache of all the potentially required interactive responses, typically on a set top box. Three broad types of 
interactivity are being developed (Masthoff & Pemberton, 2005): 
 
 
Distribution interactivity (DI) 
 
Distribution interactivity has as its object the entire programme rather than the programme's content. Examples 
are the Electronic Programme Guide, the reminder function and the popular "now and next" box widely used to 
allow viewers a brief description of the current and following programme on a specific channel. 
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Intra-programme interactivity  
 
Services in this category allow the viewer to interact with the content of the broadcast stream, to create what is 
known as "enhanced television". The great advantage of this is that viewers are not required to abandon 
watching the broadcast stream while interacting with the programme. It is sometimes useful to distinguish two 
subcategories, information interactivity, allowing the viewer access to supplementary information and 
participation interactivity, often via a "voting" function, for instance enabling a viewer to play along with a quiz 
show. 
 
 
Extra-programme interactivity 
 
In extra-programme interactivity the focus is neither the programme, nor the content but some other activity 
available via the television set. Chat and email, already available in some countries, would fall into this category 
(Quico, 2003).  
 
Despite the fact that current levels of interactivity are limited, constrained by the components of the iTV set up, 
i.e. the set-top box and its software, the on-screen display and the remote control, all three types of interactivity 
could be made to serve the L2 learner. Interactive viewers could: 

 be informed of programmes with L2 content or facilities  
 select from alternative audio and video streams  
 make their own choice amongst subtitling or captioning options 
 view supplementary information on screen – to access before, during or after a broadcast 
 store information of their own choice, e.g. in personal online dictionaries 
 use communication tools such as chat and email to communicate with native speakers and/or fellow 

learners.  
 
 
Theories of language learning  
 
A second input to the design process must come from an understanding of current models of adult second 
language learning. While many language teaching techniques have evolved with no explicit theoretical 
underpinning, in other cases there is a fairly clear link between theory and techniques. For instance, behaviourist 
theories were at the root of the language lab repetition and drill approach.  
 
Reviewing language learning theories is not straightforward, however, since, as Mitchell and Myles point out, 
“we have not yet arrived at a unified or comprehensive view of how second language are learned […] No single 
theoretical position has achieved dominance, and new theoretical orientation continue to appear” (Mitchell & 
Myles, 1998, pp. ix-x). Language learning itself is not a unified activity, as the separate functions of speaking, 
listening, reading and writing have to be addressed, each at many levels, from phonetics to discourse and 
pragmatics. To simplify, we take what we see as the two most popular theories influencing practice today, the 
Constructivist and the Creative Constructionist approaches. 
 
The Constructivist approach asserts that learning is an active, creative, and socially interactive process in which 
learners construct new ideas based upon their current and past knowledge (Bruner, 1990). Knowledge develops 
via the negotiation of meaning through dialogue with the target language and its many socio-cultural 
expressions. Successful language learning is therefore achieved through exposure to and interaction with 
language in authentic contexts.  Typically a learner in a Constructivist-inspired programme would be required to 
perform tasks and solve problems involving listening, reading, writing and speaking in the foreign language, 
ensuring a high level of interaction. The Constructivist philosophy is closely tied to communicative teaching 
approaches and indeed is the force behind many initiatives in interactive computer assisted language learning.  
 
Television is difficult to square with the Constructivist approach, which is oriented towards production rather 
than comprehension. One answer is to advocate, with for instance (Broady, 1997), that learners should make 
their own videos for broadcast. Another option is to develop extra functionality that allows learners to create 
their own learning space, a concept that comes close to the Constructivist vision of active learners creating their 
own knowledge model. 
 
The Creative Construction position on language learning is particularly associated with Krashen (1981). Krashen 
suggests that language acquirers are not usually aware of the fact that they are learning a language, but acquire 
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the second language by understanding the message or by receiving comprehensible input. Comprehensible input 
can come from a variety of sources at a level on or slightly above the learner’s current level of competence. 
(There is a clear parallel here with Vygotsky's notion of the Zone of Proximal Development (Vygotsky, 1978). 
This input contributes directly to acquisition (incidental and implicit learning) which is largely responsible for 
developing comprehension and subsequent productive fluency in a second language. According to this theory, 
the learners are not required to actually speak or write in order to acquire language. Acquisition takes place 
internally as learners read and hear understandable samples of the language. In other words, after a great deal of 
listening, speech will emerge spontaneously in a natural order.  Motivation to learn also appears to be one of the 
most important determinants in successful language acquisition (Krashen, 1981, 1982; Trueba, 1987). Krashen 
suggests that language learning environments must be highly motivating and designed in ways that cause 
learners to forget that they are hearing or reading another language.  
 
Television, as a source of authentic second language material, seems an excellent medium for this approach. 
Motivation can be maintained via the provision of the high quality material already available from conventional 
TV. Interactive services could then improve the comprehensibility of language input by providing scaffolding for 
understanding of language items according to learners’ motivation, interest and knowledge levels, for example 
by annotating new words with translations, labelling objects in a scene and so on. 
 
 
Attitudes to technologies for language learning 
 
So far we have suggested that the affordances of interactive television will be a conjunction of those of 
conventional television, i.e. listening, watching and reading, together with the additional potential of 
interactivity, i.e. browsing, "voting" and other Internet-like interactions. The possibilities of iTV seem most 
naturally used in support of learning activities based on the Constructionist model of language acquisition, with 
its emphasis on the importance of motivation and its foregrounding of comprehension rather than production or 
manipulation. However, iTV based facilities are unlikely to prove popular if they do not take into account 
people's acquired attitudes towards television itself. In this section we briefly review some studies of television 
use before describing a focus group study of language learners and their attitudes to media technologies.  
 
Television is one of the most familiar and popular media technologies. Over 98% of households in the EU and 
North America have access to television and for many the TV set is the focal point of the household. People of 
all educational levels, ages and social classes are already familiar with television and use it comfortably. 
Conventional TV is a known and trusted technology (Reeves & Naas, 1996), so delivering learning in this way 
does not involve the introduction of strange or intrusive equipment or the need for the learner to move to a 
special environment.  
 
Of course the easy familiarity of TV may bring its own problems. Television is perceived as a leisure, rather than 
a work, technology, so any learning services need to be designed with this in mind. As one teenage respondent 
quoted in (Ling & Thrane, 2002) eloquently puts it, “I don’t watch TV to, like, learn.” People have a tendency to 
do other things - ironing, chatting, reading, eating - while viewing, (Gauntlett & Hill, 1999). They often view in 
company (Masthoff & Pemberton, 2003) and they may be subject to interruptions of varying frequency and 
significance. All these factors make it even more important to discover as much as possible about real learners 
and their lives before undertaking development.  
 
TV has long been co-opted for educational ends, both formally, with syllabus-linked programmes and 
informally, via the informative documentaries and quiz programmes broadcast every day. In the case of language 
learning, broadcast TV material in the target language is frequently integrated into formal classroom activities. 
However we concentrate here not on teaching but on approaches to learning. In particular, we are concerned with 
"learner acceptance", i.e. the willingness of the learner to use the technology as part of their learning strategy. 
While "captive learners", such as children in school, may have to accept their teacher's choice of technologies, 
this is not the case for independent adult learners, who are free to select their own learning methods and 
technologies.  
 
Where independent adults are the learners, issues of acceptability and "fit" into everyday life become critical. 
These sorts of issues are best explored as part of the early requirements gathering stage in a user-centred design 
process. This section reports our attempt to involve language learners from the very start in the project exploring 
the potential of interactive television as a tool for language learning.  
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We report on the approaches that a number of independent adult learners have adopted towards their language 
learning and their attitudes towards a range of language technologies, including television. The aim was to 
understand their motivations, the methods they found useful and the problems they encountered.  The 
expectation was that this would help us identify opportunities for further matching the capabilities of interactive 
TV to the real needs of adult language learners, in addition to the directions suggested by the technology and by 
theories of language acquisition.  
 
 
Methodology 
 
We used a focus group approach, with a total of 21 participants spread over three groups. Participants were 
recruited amongst the staff and student population of a UK university, using notice boards and a staff email list. 
An interest in languages was mentioned as a prerequisite for participation. The sample is therefore essentially a 
self-selecting group. Ten were 21 to 30 years old, four 31 to 50, and seven were over 50. Fourteen were English; 
the others were Turkish, Chinese (3) and Iranian (3). Participants had reached different levels of foreign 
language competence, from a professed complete inability to learn any foreign language up to degree level and 
beyond.  
 
 
Results 
 
A large number of desirable attributes for learning environments emerged, some of them contradictory. For 
instance, while participants appreciated the routine of the language classroom, having to attend classes imposed 
an inflexible schedule on busy people. It was clear that no single approach would be likely to satisfy all 
requirements, and participants recognised this, with the majority of those who attended a formal class also using 
complementary methods. The main results are summarised below. 
 
 
Authentic materials  
 
Participants were enthusiastic about authentic materials of all kinds. Reading novels, watching films and 
listening to the radio were mentioned as ways of getting the brain to "tune in". Some participants reported trying 
to recreate elements of immersion at home, for instance listening to a foreign language radio station or labelling 
domestic objects in the foreign language. Participants also recognised the importance of learning about the target 
culture as well as the language. One native Arabic speaker, for instance, mentioned that he had found it very 
useful to watch Coronation Street (a popular UK soap opera), saying “I could improve my English and 
understand English culture a bit more”. Participants appreciated the fact that the authentic material delivered by 
television was itself engaging. Television in particular was perceived as more like entertainment than learning: 
“…you can actually sit back and relax”. 
 
 
Learning in context 
 
The notion of learning in context was raised by several participants. A particular problem was the difficulty of 
applying a language item learned in one context to a different one. A solution used by some was the use of a 
combination of media, with one providing context for the other: for instance, watching the news on television 
and then reading the same news stories in a newspaper. Foreign language television was seen as a valuable 
medium here. Although speech might be perceived as fast, with background noise sometimes obscuring the 
speech soundtrack, participants liked the context provided by the visual information, which made it easier to 
determine what was being said: “I just watch TV in French, I don’t understand everything, but especially with 
soap operas, there is so much gesture”. This success in understanding also makes the experience rewarding even 
if the language is hard to unravel. 
 
 
Scaffolding 
 
Participants used current facilities such as subtitling and closed captions to scaffold their learning. One 
advantage of target language subtitling was the fact that it anchored speech in written form, making it possible 
for the learner to find unknown terms to be looked up in a dictionary. The non-UK participants made extensive 



57 

use of English language closed captions (aimed at deaf viewers) to support their learning of English. However, 
speed was a problem: "subtitles … I found that really difficult for me because I couldn’t go that fast.” The DVD, 
providing functionality similar to iTV, was familiar and was valued for its flexibility, its extra material, such as 
subtitles and extra audio channels, and the user control it affords.  
 
 
Usage patterns of (i)TV 
 
None of the participants had used interactive TV for language learning, nor were they particularly impressed 
with the current state of iTV technology and services. Usability was perceived as a problem: “the remote control 
is just not usable … by the time you figure out what button to press you miss the content”.  This was a particular 
problem for the less motivated viewer: “if a semi-interested adult decides to use their spare time [to learn a 
language via TV] and they can’t find out what they want to know about getting started, they might just get up 
and say ‘Poof, forget about it’”. Participants were anxious about missing part of the TV programme, while 
looking up additional information: “if information is available during a programme, it is a complete waste of 
time, because you miss a programme when it has background information”. Screen design was also seen as a 
problem, with text sometimes occluding the picture or banishing it into a small window.  
 
These comments seemed to confirm that scaffolded authentic materials on television, if designed for usability, 
would be a popular resource for informal learning, in line with our original thinking about technologies and L2 
acquisition theories. However, there were clearly reservations amongst our participants about speed and 
interruption, which made some more permanent resource desirable. There were also other observations that 
rather militated against iTV and which gave food for thought: 
 
 
Sociability 
 
Several participants mentioned the fact that they tended to watch in company. One problem the participants 
identified for learning with television of any form was that it was normally shared with others, who might well 
not be interested in language learning: “my two boys would rather watch the Simpsons or something all the time. 
There is a big fight for the TV”. Manipulating the interactive services in a shared living room was seen as 
intrusive and unfair to other viewers, making participants unwilling to impose aspects such as subtitles or L2 
labels on others. One visionary concept offered by a participant was to avoid disturbing the viewing of others in 
the room by projecting these enhancements onto an augmented reality display, perhaps on a visor or spectacles.  
 
 
Mobility 
 
Participants liked being able to fit learning into odd moments of their day, for instance when travelling. Several 
listened to language tapes or CD-ROMs when driving, or tuned the car radio to a foreign language station. The 
fact that the mobile phone could be used on the move, e.g. in a bus or train, was attractive to these participants, 
who particularly liked the potential of SMS for language learning. One participant had used a Chinese service 
that sent subscribers text messages with new English words or constructions to learn. However, there was a 
distinct generation gap where mobiles were concerned. Younger participants were enthusiastic, but the over 50’s 
were distinctly cool: “I don’t use a mobile phone, and I wouldn’t use it to learn about a language … I think it is a 
terrible idea”. 
 
These comments shifted the focus of the project, changing the central concept from one based entirely on 
interactive television to one based on two complementary devices, iTV and the mobile phone. 
 
 
Design implications 
 
The focus group results played a key role in directing the overall development strategy and influenced some 
major decisions. One such decision concerned the appropriateness of iTV based services for formal learning. 
Many scenarios for iTV learning have concentrated on formal learning, i.e. where the viewer is explicitly 
focused on learning as an end in itself, possibly even in the context of a curriculum or class (Bates, 2003; Luckin 
& du Boulay, 2001). Our focus group results indicate that language learners do not perceive (i)TV as a medium 
for formal learning, but as a form of entertainment that may have the side effect of incidental learning. Even our 
most fanatical language learners were not keen to watch TV programmes specifically made for the language 
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student. In addition, they were aware of the tensions that imposing specifically educational material might have 
on their fellow-viewers. However, the up-to-date authentic material broadcast on TV was very attractive to them 
and they perceived it as bringing many valuable learning opportunities. Hence, rather than creating interactive 
TV programmes specifically for language learning, our strategy should be to add interactive enhancements to 
existing, engaging, programmes, supporting informal rather than formal learning, via programmes the viewer 
might watch spontaneously even without language learning opportunities.  
 
Second was a decision on the provision of support for viewers. Our participants appreciated any support that 
helped them obtain more from their foreign language viewing. In particular multimedia presentation of material, 
with media complementing each other and providing context, was seen to facilitate understanding: subtitles 
made it easier to follow rapid speech, gestures and other graphical information expressed extra-linguistic 
meaning, a visual setting anchored the meaning of spoken language and so on. iTV could scaffold understanding 
even further, by providing a selection of levels of support in appropriate complementary media, either through 
the television screen or via a separate device such as the mobile phone.  
 
Thirdly, participants indicated that contact with other people - teachers, peers and target language speakers - 
motivated them to learn. iTV can provide ways of communicating with such people, via chat and email. 
Research has shown that the authenticity of computer-mediated communication (such as email or chat) made the 
communication seem more ‘real’ to learners, increased their motivation and resulted in a high level of learners’ 
satisfaction and perceived improvement (Greenfield, 2003). Chat provides valuable opportunities for the 
negotiation of meaning similar to that provided in oral interaction (Tudini, 2003). The fact of 
having viewed a programme, whether a news bulletin or a football match, provides rich common ground for such 
interactions (Quico, 2003). Figure 1 shows an example of an iTV based chat service accompanying a sports news 
programme.  
 

 
Figure 1. iTV Sky news chat 

 
 
Fourthly, the general enthusiasm amongst younger participants for learning on the move suggested the 
incorporation of the mobile phone. This proposed use of phones has the advantage of not imposing educational 
material on other viewers, and of giving the learner the opportunity for asynchronous engagement with the 
programme, after, while or even before it is broadcast. The separation of functions that occurs when using the 
phone to display support material also answers the fears of those participants who were worried about the speed 
of synchronised subtitles and the problem of missing the programme itself when attempting to access interactive 
material. Using the mobile phone alone would make it difficult to deliver engaging and authentic material, 
mainly because of the technological limitations currently associated with the technology, pointing again to a dual 
device solution. However, there was a clear generation gap, and the mobile phone was not embraced by older 
participants. 
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Scenarios for design 
 
The results suggest a broad direction for the project, adopting a dual medium approach that takes advantage of 
the best aspects of each device. The next stage was to embody the design concept in a scenario, where the focus 
group had an important spin-off effect.  Scenarios, though widely used, have been criticised as a design tool on 
the grounds that they are one-dimensional and underdeveloped (Nielsen, 2002). The focus group experience 
allows us to create rounded personas, by grounding them in the characteristics of some of the individuals we 
talked to. This should give more realism to the scenario and add to its capacity for generating design concepts 
(ibid.). 
 
Scenarios are a well-established representation in user-centred design for embodying user requirements and early 
design concepts (Carroll, 2000). Using scenarios can help achieve the goal of creating truly useful and usable 
products by encouraging designers “to explore the larger design space of many possible design challenges, to 
review the technical feasibility and likely payoffs of the different approaches and only then begin considering the 
normal design issues” (Twidale & Cheverst, 2000). This is particularly important in designing applications for 
relatively novel activities that need to be embedded in complex social contexts. Researchers designing for 
ubiquitous technologies such as mobile phones and interactive television have frequently taken a scenario-
building approach. For instance, scenarios have been used for conceptualising learning applications in mobile 
devices (Roibas & Sanchez, 2002; Sharples, 2000) and interactive television (iTV) (Bates, 2003; Luckin & du 
Boulay, 2001), including language learning (Pemberton, 2002; Underwood, 2002). To achieve realism, scenarios 
need to be grounded in the results of other forms of requirements work, such as observational studies or surveys. 
This allows the scenario builders to have confidence in their assumptions and provides access to real-life models 
allowing personas to be richly represented (Nielsen, 2002). In this paper we use the results of the focus group 
study to generate a rich scenario for informal language learning via a combination of two technologies, mobile 
phone and iTV. 
 
Martha, 48, lectures in the English department of the University of the South Coast. She has always been 
interested in languages, mainly because of her life experiences. After a degree in English and French in Bristol, 
UK, she spent three years living in Quebec, where her hydro-engineer husband’s job had sent him. She kept up 
her French there via reading and conversation but also by watching popular soap operas, which also gave her 
some conversational material when chatting to neighbours.   
 
She and the family spend many holidays in France - a good reason for keeping her French up to scratch. She has 
a subscription to a monthly CD magazine in French which she listens to in the car. She likes the songs and 
poetry that are included and tries to learn them by heart, talking and singing along to herself in the privacy of the 
car. She also has her car radio tuned to a local French radio station. 
 
Her Quebec experience has taught her just how effective television can be for getting used to other languages 
and learning about foreign cultures, and this was at the back of her mind when she took out a subscription to 
satellite TV. She knew that French TV channels were available and harbours a hope of interesting her son Tom 
(13) and daughter Emma (15) in French. Tom shows no interest in languages: for him French means boring 
weeks in the French countryside. Emma, however, is keen on languages and is hoping to shine in her public 
exam next term. 
 
Martha has discovered a French TV station that broadcasts with subtitles (in French), which she finds give just 
the right level of help to allow her to understand the news and dramas without too much concentration. It’s 
useful, as it enables her to see word spelling and also increases word and phrase recognition. However, she finds 
it difficult to keep up with the speed of subtitles, especially as she’s typically doing something else as she 
watches, whether preparing a meal or talking to the children. The subtitles are usually displayed very fast and it 
would be helpful if she could adjust them according to her own pace. She can also manage some types of 
programme without subtitles, but finds it hard to ignore them if they’re on the screen. She often finds herself 
reading the subtitles rather than trying to make out the speech. 
 
Watching television with her children represents precious “quality time” for Martha, and she certainly doesn’t 
want to make it a chore by insisting they watch educational programmes together. However, she’d like to watch 
with them while learning some extra odd French words or phrases. She has just read that a new service has 
become available via cable and satellite, enabling viewers to watch subtitles in the language of their choice and 
to learn new vocabulary via a personal vocabulary service displayable on the television screen or mobile phone. 
Viewers can also use their mobile phone to interact with the TV set and learn individually while watching in 
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company. Martha is not a fan of mobile phones, though. She has one just for emergencies, unlike the children 
who are constant SMS users.  
 
Martha has managed to persuade Tom and Emma that an episode of the police drama Maigret on French TV will 
be fun to watch. She uses the interactive service to set up English subtitles on the screen for Tom and Emma. 
Tom enjoys Maigret, and even recognises a few French words, but the subsequent prospect of the news in 
French is too much for him and he disappears to his room. Martha is happy to watch the news and understands 
almost everything. Emma is keen to try, with her exams looming, but less confident, so she tries the new service 
by clicking the red button. The service is on its default setting, which displays numbers and proper names. As the 
news item is broadcast, the newscaster tells viewers about the tense new situation between Havana and 
Washington. On the semi-transparent overlay on the screen, the name “La Havane” and its translation, 
“Havana,” are displayed, allowing Emma to grasp this unknown term (see Fig 2.). Emma’s quite impressed, 
especially since the vocabulary she’s just seen will also be sent to her mobile, where it will be accessible in her 
individual learning area (see Fig. 3). She can also change the settings to deliver filtered vocabulary on one of 
several other themes, e.g. social language, travel and so on. Emma could also use her mobile phone to review the 
programme sound track on the way to school.  
 
After the news, Martha spots that a classic Truffaut film is on the following evening. Some time during the day 
she’ll make some time to read through the synopsis on the interactive pages so that she won’t need to use the 
subtitles at all (Meinhof, 1998, pp. 14-15). If Emma wants to join in, she can access the synopsis beforehand on 
her phone, and receive subtitles on the phone as she watches. She normally has her mobile with her on the sofa 
anyway, to text her friends. The unobtrusiveness of the mobile phone approach enables both to enjoy watching 
the TV as well as giving the sense that they have achieved something worthwhile.  
 

 
Figure 2. iTV display screenshot 

 
 

 
Figure 3. Mobile phone display screenshot 
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Conclusions 
 
The dual device scenario presented here responds to many of the requirements from the focus group. Television, 
unlike its rival technology DVD, provides a constantly refreshed, up to date stream of authentic and engaging 
materials that are of intrinsic interest. Learning in context is made possible, with rich multimedia content 
providing a comprehensible setting for the new language. Learning on the move is supported, while leisure use 
of television is respected. Learners can also choose to take advantage of one device without the other, and 
scaffolded learning opportunities can be provided to suit learner motivation and knowledge level.  
 
The scenario raises a number of questions to be addressed in further work. A first question is the extent to which 
the services we have sketched answer the needs articulated by language professionals. While they correspond to 
pedagogically sound principles insofar as they support learning in context using authentic materials (Meinhof, 
1998) they are not a complete solution and will need to be supplemented by other material. In particular, as 
Sherrington pointed out many years ago, TV does not present obvious opportunities for employing speaking and 
writing skills (1973), although the potential is there with mobile phones. In addition, formally structured 
materials will be needed, particularly for beginners. Details of pedagogy will need to be developed in 
collaboration with language teaching experts. 
 
A second set of issues concerns the technical feasibility of the dual device approach. We are currently 
investigating two possible end-to-end solutions based on a multi-tier client/server architecture consisting of the 
broadcast-end tier, the back-end tier and front-end tier for developing the language learning service (Fallahkhair, 
2004). 
 
A final set of issues concerns the design of the on-screen and mobile interactions. Despite Robertson et al’s 
pioneering CHI paper discussing co-ordinated iTV and PDA interaction (1996), little is known about interacting 
devices and this will be a further focus for the project. Usability evaluation of iTV poses its own difficulties 
(Pemberton & Griffiths, 2003). We are also exploring the use of personalisation techniques for iTV learning 
(Masthoff & Pemberton, 2003). 
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ABSTRACT 

This paper presents a new model for simulating procedural knowledge in the problem solving process with 
our ontological system, InfoMap. The method divides procedural knowledge into two parts: process control 
and action performer. By adopting InfoMap, we hope to help teachers construct curricula (declarative 
knowledge) and teaching strategies by capturing students’ problem-solving processes (procedural 
knowledge) dynamically. Using the concept of declarative and procedural knowledge in intelligent tutoring 
systems, we can accumulate and duplicate the knowledge of the curriculum manager and student.  
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Introduction 
 
Scientists and researchers have carried out extensive studies on mental representations. A person's mental 
knowledge generally begins with noticing and remembering, and mental representation is called upon to provide 
knowledge. According to Anderson (Anderson, 1993), there are two essential components of spatial images: 
declarative knowledge and procedural knowledge. Declarative knowledge collects the factual or conceptual 
knowledge that a person has. In designing a generic architecture to represent procedural knowledge, the actions 
defined by domain experts and the control of action flow are two important tasks. Based on our existing 
ontology tool, InfoMap, we developed the same concept , called “Service-oriented Architecture” , to register all 
service, and compliance of OWL to describe the composition of services. Self (1999) showed that focusing on 
the process by which knowledge is constructed is more important than focusing on the target knowledge itself. 
By using the descriptions of classes, properties, instances and the descriptions of their relationships in ontology, 
the system can provide more robust function on reasoning. 
 
In this paper, we proposed an ontological representation scheme called Process Map (PM) to represent 
procedural knowledge. The combination of behavior model (procedural knowledge) and ontology (declarative 
knowledge) has the advantage of allowing access to existing domain specific glossaries, taxonomies and 
ontologies from within the processes. If we regarded the repeated processes as reusable components, then we can 
identify (1) the activity structure from given behavioral models of components; (2) the correlations among these 
components; and (3) the log of information about a student’s operational behavior. Most researchers use 
declarative knowledge as the sole basis for ontology simulation. However, in Sowa’s opinion, a paradigm of 
declarative knowledge construction has largely failed to produce human-like cognitive processing in computers 
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(Sowa, 1999). To cope with this situation, we have developed an ontology, called InfoMap ( Hsu, 2001), based 
on both declarative and procedural knowledge (see Figure 1). 

             
Figure 1 The conceptual architecture of our ontology   Figure 2. Ontology format of InfoMap 
 
 
Basic representation  
 
Our ontology is implemented based on InfoMap, which was originally created as a named entity ontology. We 
have now extended it to include event ontology and process map. We used this ontology to integrate an expert 
module, a student model, and the curriculum design. 
 
 
InfoMap 
 
Knowledge representation has long been an obstacle in simulating human understanding. Several strategies have 
been proposed for natural language understanding; however, many have been confined to illustrations in 
textbooks rather than actually implemented in large-scale natural language systems. The fact is that different 
representation schemes are appropriate under different situations.  
 
Our knowledge representation scheme, InfoMap is designed to facilitate both human browsing and computer 
processing of the domain ontology in a system. The domain ontology is constructed from structured concepts in 
each specific domain. Examples of concept structures range from simple concepts, such as a word, a phrase, or 
an event, to more complex concepts, such as a sentence, a paragraph, a script (a collection of related events), a 
story, or the passive tense of English, and so forth. Each concept is associated with a structure (a sub-map) 
describing the relationships of this concept to its related concepts. The system can store a large number of 
events, syntactic or semantic structures, and scripts. Given a natural language sentence, the system tries to match 
it to a sub-map or decompose it into several events within InfoMap. 
 
We represent InfoMap as a tree hierarchy (Figure 2). There are two types of nodes: concept nodes and function 
nodes. The basic function nodes are: category, attribute, synonym, and event. They are used to label the 
relationships between two concept nodes. 
 
 
Process Map 
 
Process Map (PM) is a way to represent procedural knowledge, which can be treated as a series of processes 
connected by junctions and links. The direction of the flow of each instance is decided by the preconditions of 
each process. The steps of problem solving may also be recorded, as long as the processes are clearly defined. 
This is useful for people who want to detect the errors or track the history of a procedure. In this section, we 
introduce how to represent a PM and how to use a PM to describe procedural knowledge. In Section 4, we 
introduce the prototype of the process engine system. 
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Structure of the Process Map 
 
Before describing how to express a PM, we present our idea of PM in Figure 2. It uses basic subtraction and is 
adapted from (Brown and Burton, 1978). Suppose we have a problem (p1): 
   T3 T2 T1 
-  B3 B2 B1 
-----------------  
 
Figure 3 represents the procedure for solving problem p1. The grey boxes are composite processes that can be 
further decomposed. For example, process C is a composite process that can be decomposed into processes F and 
G. Process G can be further decomposed into processes H, I and J. Actually, processes K, L and M, N, O can 
also be represented as composite processes, which are not shown here because of space limitation. In process I, 
we use a different method to show the same composite idea. A white box indicates an atomic process with or 
without preconditions or effects. The junction “Or” indicates a one-to-many relationship and a temporal 
constraint between the processes connecting them (Chen-Burger, Tate and Robertson, 2002). The details are 
discussed later. 

 
Figure 3. Visualized Process Map 

 
 
As shown in Figure 3, PM is XML-format knowledge representation of the procedural knowledge in Figure 2. 
The original idea of PM was derived from a business process modeling language called FBPML, and a DAML-
based web service ontology called DAML-S. FBPML is a visual and conceptual language that captures and 
describes the business processes of an organization. Any such procedure may be expressed using this language 
(Kuo, 2002). We borrow the concepts of junctions and links from FBPML, because they play an important role 
in decisions about the flow of the processes. The main structure of PM comes from the ontology for process 
models described in DAML-S. The main idea of process ontology of DAML-S is process decomposition. 
Process can be categorized as “Atomic”, “Composite”, or “Simple” (DAML Services Coalition, 2002). Here, we 
borrow the first two categories. A simple procedure can be represented as a single atomic process, while a 
complicated procedure can be represented as a composite process (or several composite processes). The latter 
can be further decomposed into many composite processes or atomic processes. The advantage of this model is 
that it presents different views of the same procedure (i.e. either a higher view or a detailed view of the same 
procedure). The procedures can be represented in a more structured way. Figure 4 shows the part of the process 
map that represents the procedural knowledge in Figure 3. 
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Figure 4: A Math Subtraction Process Map 

 
 

Representation of a Process 
 
In PM, a process can be categorized as atomic or composite with different parameters. An “atomic” process has 
three properties: ID, processName, type; and five attributes: precondition, input, output, effect, action. 
 
Properties: An ID defines the ID of a process and must be unique for all processes in PM. A processName is the 
name of a process, which has nothing to do with the execution of the process, but is only used for human 
interpretation. A type indicates whether the process is atomic or composite.  
 
Attributes: A precondition gives the conditions controlling the execution of the process. Procedural knowledge 
can be represented by a series of “If-Then” rules. The condition of the process is very important, because it 
determines whether a process will be executed or not. In Figure 3, the preconditions of process A stipulate that 
both subtrahend and minuend must be a number in order to execute the process of setting up a problem. In PM 
some basic precondition terms are provided such as “check” if a variable is a number, compare two different 
variables, etc. They can be composed into a logical form (i.e., “And”, “Or” and “Not” can be used to form more 
complicated preconditions). 
 
An output indicates the execution results of the process. Sometimes it may also provide suitable information 
about the preconditions of the next process. An effect indicates the additional effects (or the state changes of the 
object), which are produced by the process, but does not belong to the output. In process A, the problem marked 
by an ellipse is an effect of process A. For example, suppose we want to describe a reservation process. The 
output of the process ConfirmReservation will be a ReservationNumber. The effect will be a HaveFlightSeat 
status. An action indicates the action that will be executed in this process. We will discuss this more in Section 
“Logical Meaning of Junctions”. 
 
The properties of the composite process are the same as those of an atomic process, namely: ID, processName, 
and type. There is an additional controlConstruct attribute that indicates different compositions of the structures 
of the processes. The idea comes from DAML-S. Two composition methods are used here: Sequence and Split-
Joint. A Sequence is the simplest control construct. The processes in a sequence are executed sequentially. Split-
Joint is more complicated than Sequence. The processes in a Split-Joint can be executed in parallel when more 
than one precondition of the process are satisfied. At which point, all these processes will be triggered and 
executed. We can say a Split-Joint is a decision point in which the direction of the flow can be different as long 
as different data (information) is provided. Inside the controlConstruct tag, junction and process tags represent 
the type of the junction and the IDs of the connecting processes respectively. For example, in Figure 3, process C 
is a Split-Joint composite process composed of processes F and G with Or-Or junctions. We now give a more 
detailed explanation about the logical meaning of junctions, such as And-And, And-Or, Or-And, and Or-Or. It is 
represented as:  
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Logical Meaning of Junctions 
 
Processes can be connected with junctions. A sequence is the simplest connection type. It does not have any 
logical value and only represents a sequential order of the connected processes. The process will be interrupted if 
preconditions cannot be satisfied. A split is a point at which one process can be split into more processes. A joint 
is a point at which two processes can be joined together. Joints are always paired in PM. The topologies can be 
divided into four different types: Or-Or, Or-And, And-Or, and And-And (Chen-Burger, Tate and Robertson, 
2002). In Figure 5 (a), an And-And junction is composed from And_Split and And_Joint junctions. 
 

 
Figure 5. The different topologies of junctions 

 
 
An And-And (And_Split and And_Joint) junction (Figure 5 (a)) indicates that when process A finishes, then 
processes B, C and D must start. After processes B, C, and D finish process E can start. The And-And 
combination has the strictest restriction in a PM . The combination of Or-Or, as shown in Figure 4, (d) means 
that after process A finishes, at least one of the processes B, C, or D will be executed. Process E will not be 
started unless one of the triggered processes finishes. As process A finishes, suppose processes B and D are 
started. After process B or D finish, then process E can start. It does not need to wait for both processes B and D 
to finish. Thus, the Or-Or junction is a looser constraint than the And-And junction.  
 
And-Or means that when process A is finished, processes B, C and D must start and be executed. If process B, C 
or D finishes, process E can start. It is different from an And-And junction in which all the processes B, C and D 
must finish before process E can start. The Or-And junction indicates that at least one of the processes B, C or D 
will start and will be executed after process A finishes. Process E will not start unless all of the triggered 
processes are finished. The triggered processes may be a combination of some processes (B, C, and D) Because 
of the Or_Split junction, it is not necessary to trigger all the preceding processes. Thus, it has more flexibility 
than the And_Split junction. These different combinations: “And-And”, “And-Or”, “Or-Or”, and “Or-And” can 
be used to represent and describe a complicated PM. 
 
Based on these junctions, we can represent a complicated PM. A junction can be used to represent concurrent 
processes, which may not be all executed (Or-Or) or need to be executed concurrently (And-And) processes. It 
can also be used to represent a decision point that can be used to determine different flows of a PM. For 
example, as shown in Figure 3, an Or-Or junction is used to compare T(N) and B(N) in problem p1. This may 
produce different execution results for a PM based on different input data. Each instance may have a different 
flow as long as different data is provided. If we want to apply this to a problem-solving procedure, we can define 
suitable preconditions for different processes. To monitor the flow for different instances (students), we can 
extract some useful information to form a student model by tracking the flow. We will explain this in the session 
“The Teacher/Curriculum Manager Model”. 
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Actions 
 
As mentioned earlier, PM is used to describe a procedure. Actions are the actual execution behaviors in a PM, 
and can be provided by experts, teachers or other teaching systems. Because actions can be stored in a 
repository, relevant information about the action should also be provided such as the purpose of the action and 
the input parameters of the action. When we describe a PM, this information will be used to find suitable actions 
for a particular purpose. A registry and a searching mechanism should be provided in the action repository. The 
advantage of the action repository is that actions can be reused and experts’ experiences can be shared. Action 
repository is also flexible in that, teachers can design a new PM to satisfy a new instructional goal by 
reorganizing the actions. 
 
 
System architecture 
 
In this section, we introduce the architecture of our system, which is comprised of 3 layers, as shown in Figure 
6a. Our architecture addresses the interaction using the same representation scheme, InfoMap. Based on this 
representation , modules in this architecture form a dynamical cycle (shown in Figure 6b). More details will be 
described later. 

 
Figure 6a. Ontology format of InfoMap                         Figure6b. the cycle in our system 

 
 

Front-end, a game-based environment  
 
Playing computer games is a popular leisure activity for children. Macfarlane (McFarlane et al, 2002) reported 
that 85% of parents interviewed said that they thought that their children could learn something from playing 
computer games. They identified skill development in areas such as decision making, design, strategy, 
cooperation, and problem solving. Because of the belief that, enriching educational games with ITSs can help 
students learn effectively, we use the movie "Finding Nemo" to develop our ITSs for teaching Arithmetic to 
elementary school students. When a student logs in, the system will load the student’s profile and information 
about the current teaching session.  
 
In our system, one game stage is designed for one learning session and combined by a curriculum’s sequence of 
sub-stages, which contains several smaller game units. Every stage will load some questions from the current 
learning session. When the student answers all the questions and achieves a 70% correct answer rate, the next 
stage will be shown with another contextual learning session. If the student's correct answer rate is below 60%, 
the system will provide another easier, contextual learning session. The front-end processing flow is shown in 
Figure 7. By using this design, computer games can be tightly integrated with arithmetic in a curriculum. 
 
 
The Expert model  
 
We can view an expert model as a repository for storing and organizing information. It should include 
knowledge that a teacher wants students to learn. With sensitivity analysis, a component or system can be 
examined to see how responsive its behavior is to differences in the information provided (Gaschnig et al, 1983). 
This could be particularly relevant when evaluating ITSs that offer individualized instruction. The sensitivity of 
an ITS towards different learner characteristics might indicate whether additional teaching expertise needs to be 
incorporated into the system. In the initial phase the domain expert determines what actions will be used. The 
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system designer develops actions and registers them in a repository. At the same time, the expert constructs an 
exemplification to help teachers use these actions. After a complete course of interaction, the expert collects the 
teachers’ comments to revise the actions. 
 

 
  Figure 7. the processes of front-end 
 
 
In the problem (p1), we can use T3*100 + T2*10 + T1 to represent augends, B3*100 + B2*10 + B1 to represent 
addends, and X,Y,Z to represent answers (the sum). If n represents position, the arithmetic handles the relations 
between Tn and Bn. The expert knowledge of the arithmetic represented by InfoMap is shown in Figure 8. 

 
Figure 8. the UI of knowledge constructor 

 
 
The Teacher/Curriculum Manager Model 
 
The teacher uses curriculum manager (shown in Figure 9) to arrange learning modules (the lesson plan), where 
each module may include one or more learning objects to help students learn. Each learning object has its own 
teaching strategy. The teaching strategy and the curriculum can both be represented in InfoMap. The curriculum 
map gives teachers a more comprehensive understanding of what they should be prepared to teach. It can 
eliminate sequencing errors, and enable teachers to develop lessons that are truly interdisciplinary (Martin, 
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1994). Similar to an outline or a flowchart, we describe curriculum map by PM. Every element in the curriculum 
map can be regarded as a composite process that can be further divided into more detailed processes. Finally, we 
represent the procedural network of subtraction (Brown and Burton, 1978) by Process Map (as shown in Figure 
3). Process Map can be used to represent teaching strategies in the curriculum manager and can also be arranged 
as post-conditions with error types in Process Map. After teachers have collected students’ problem-solving 
procedures and error types, they can update new learning maps for students. Curriculum manager creates a 
sustained cycle: “curriculum design, teaching strategies design, recording (student’s behavior), error analysis, 
and feedback on teaching strategies”, which can help other teachers create good learning maps for their students.  
 
Based on a student’s diagnostic description in the session “The Student Model”, we provide an interface for the 
teacher to understand the achievements and status of the student. When the teacher compares the overlay 
information of the student, he can regulate the error distribution to repeat some concepts that most students 
misunderstood. 
 

 
Figure 9 the semantic interpreter between Expert model and Curriculum Model 

 
 

  
Figure 10. Student status review module 

 
 
The Student Model Using Deficient Knowledge Detection 
 
We have proposed a process called Identification, Simulation, Interaction and Mapping Schema (ISIM) for 
student modeling (Tu and Hsu, 2002). Our model is designed to detect not only a student’s incorrect answers, 
but also the underlying cognitive reasons for such errors. In this paper, we extend the process to a student’s 
deficient knowledge detection. The deficient knowledge identification is based on a buggy model & curriculum 
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concept mapping. For this part of the study, we collaborated with Dr. Hue Chih-Wei of the Department & 
Graduate Institute of Psychology, National Taiwan University in (Hue , 2002). 
 
Deficient knowledge identification is divided into 4 steps using Process Map. The 4 steps included : 1) student’s 
behavior mapping/recording, 2)error analysis, 3) curriculum mapping , 4) deficient knowledge detection & 
suggestion.  
 
In the first step, we adapt the procedural knowledge description reported by Brown and Burton ( Brown and 
Burton, 1978, shown in Figure 11, you also can see this represented by Process Map in Figure 3). Brown and 
Burton proved that even many of the poor students were very consistent in applying a procedure to solve 
problems. By using Process Map to represent the procedure, we recorded the information about students’ 
operations, concurrent session in curriculum. 
 
In the error analysis step, Hue conducted an experiment, in which 2,590 students from 10 different schools 
participated in the test. Error analysis was preceded by two phases. In the first phase, the errors were divided into 
three groups: 
1. Carelessness 
2. Systematic and predictable errors 
3. Random errors 

 
Figure 11. The procedural network of subtraction report by Brown & Burton 

 
 
The results of the second phase can be roughly summarized as: 
(1) 31 types of addition errors.   
(2) 51 subtraction errors. Among them, there were 11 local errors not reported by Brown and Burton ( Brown 
and Burton, 1978; VanLehn, 1990). Also, there were 57 subtraction errors reported by Brown and Burton( 
Brown and Burton, 1978) that do not apply to Taiwanese students. 
 
The systematic errors described by Brown and Burton and our findings were translated into a logical format. For 
example, we translated the error “0－N = 0/after/borrow” into the rule representation as “T2=1, T1＜B1, 
X=T3－B3, Y=0, and Z=T1＋10－B1”. When we finished the translations, we obtained the student’s error data 
from the previous experiment to test the correctness of the logical representations. After finishing the test, we 
concluded 40 categories and added some error descriptions which discussed with five mathematical teachers to 
explain why the student made the mistakes. 
 
In the third step, we use semantic information, which includes error type explanations and logical representations 
to relate to the Curriculum module. The Curriculum module provides information about the current session 
including the main concepts & contextual sessions. The system traced the past record of the student. By 
comparing with the record , the system could find out in which component the same error happened. 
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Finally, the system combines the results of the above three steps (procedural information, buggy model, current 
session & contextual sessions) into an ontological rule description; the system will provide some suggestions for 
a student’s deficient knowledge. The final testing user interface is shown in Figure 12.  

 
Figure 12 The integrated testing UI 

 
 
Conclusions  
 
This paper describes domain knowledge and student knowledge representation in our ITS based on InfoMap 
with semantic inferences. Based on ontological engineering, we can store, compare, merge, reuse all knowledge 
in repository by the context. By integrating the concepts of “registration”, “reusable”, “modeling” in InfoMap, 
we can provide a highly elastic architecture to implement ITS. Because there are many different learning styles, 
our ITS collects students’ error types continually. In the future, various data mining techniques will be applied to 
semi-automatically identify (or cluster) the error types. In the experimental process, we found that using 
computer games in education can enhance the motivation of students. 
 
By using Process Map in ITS, we hope to help a teacher accomplish the following tasks and accumulate teaching 
experience by observing the teaching strategies of experts and other teachers.  
1. Develop teaching strategies with a personal style.  
2. Observe students’ learning maps.  
3. Detect and classify students’ error types and design appropriate teaching strategies. 
4. Exchange teaching strategies and students’ error types with other teachers. 
 
The ITS implemented by InfoMap can also help students in the following way. If the student has any systematic 
and predictable misconceptions, the system could determine the underlying reasons for such errors based on 
experts’ opinions. The Process Map can then record students’ problem solving behavior, which could provide 
more feedback to teachers. 
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ABSTRACT 

The identification and integration of reusable and customizable CSCL (Computer Supported Collaborative 
Learning) may benefit from the capture of best practices in collaborative learning structuring. The authors 
have proposed CLFPs (Collaborative Learning Flow Patterns) as a way of collecting these best practices. 
To facilitate the process of CLFPs by software systems, the paper proposes to specify these patterns using 
IMS Learning Design (IMS-LD). Thus, teachers without technical knowledge can particularize and 
integrate CSCL tools. Nevertheless, the support of IMS-LD for describing collaborative learning activities 
has some deficiencies: the collaborative tools that can be defined in these activities are limited. Thus, this 
paper proposes and discusses an extension to IMS-LD that enables to specify several characteristics of the 
use of tools that mediate collaboration. In order to obtain a Unit of Learning based on a CLFP, a three stage 
process is also proposed. A CLFP-based Unit of Learning example is used to illustrate the process and the 
need of the proposed extension. 
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Introduction  
 
The application of Information and Communication Technologies in order to enhance education has always been 
present. The Computer Supported Collaborative Learning (CSCL) domain is based on a new and strongly 
interdisciplinary paradigm of research and educational practice (Koschmann, 1996). Its main features include 
highlighting the importance of social interactions as an essential element of learning  (Dillenbourg, 1999), as 
well as the role of participatory analysis and design of the whole community when creating new technological 
environments. CSCL applications have to include support for collaborative activities and to offer the 
functionality desired by the set of potential actors that can participate in collaborative learning situations 
(teachers, students, and pedagogy experts, among others). The effort involved in the development of useful 
CSCL applications is only justified if they can be applied to a large number of learning situations and if they can 
survive the evolution of functional requirements and technological changes (Roschelle et al., 1999). 
 
The creation of an environment that consists of modular integrated tools would provide great benefits for the 
development of reusable, flexible, and customizable CSCL applications. In order to achieve these requirements 
the authors have been exploring some enabling technologies, namely CBSE (Component-Based Software 
Engineering) (Dimitriadis et al., 2003) and SOC (Service-Oriented Computing) (Bote-Lorenzo et al., 2004). 
Those previous works have shown that reusability, flexibility and customization largely depends on a proper 
identification and dimensioning of tools (components, services, blocks, modules…). The fulfilment of this task 
largely depends on how the principles of the domain of interest are understood by software developers. In CSCL 
this problem is particularly important due to the big gap among abstractions used by experts in Collaborative 
Learning and those used by software developers. Traditional efforts for establishing a common ground among 
experts in the Collaborative Learning domain and software developers include top-down and bottom-up 
approaches. However, the blocks identified by the top-down approach are very generic and difficult to use in 
concrete scenarios. On the other hand, the blocks identified by the mining of existing CSCL applications 
(bottom-up approach) are biased towards specific situations, so they are difficult to be reused. 
 
The authors’ experience (Dimitriadis et al., 2003) shows how the intermediate approach of Collaborative 
Learning Flow Patterns (CLFPs) arises as a promising alternative for identifying reusable CSCL tools. 
Identifying and collecting best practices and formulating them as design patterns are a rather new and promising 
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approach in e-learning. Some projects which follow this objective are (E-LEN, 2004; PPP, 2005; TELL, 2005). 
In this context, patterns reflect the experience of experts in a particular educational domain (e.g. collaborative 
learning) and they capture common solutions to recurrent problems (Alexander, 1997) in an educational 
scenario. Therefore, design patterns (particularly CLFPs) based on sound research can help educators and 
educational content developers in the design of potentially effective e-learning scenarios. 
 
A CLFP can be understood as a way of describing a collaborative learning technique. Collaborative learning 
techniques dictate common ways of structuring interactions among participants in different activities, as well as 
the information they interchange. Thus, CLFPs actually derive from practice (didacticism used in the practice) 
rather than from general learning theories (Aronson & Thibodeau, 1992; Fablusi P/L, 2005; Johnson & Johnson, 
1999; NISE, 1997), i.e. they represent methods (or “recipes”) that have been extensively tested and applied in a 
broad range of different settings and on which there are many publications on research or practical results 
(Strijbos et al., 2004). These methods pre-structure collaboration in such a way that productive interactions are 
promoted, so that the potential effectiveness of the educational situation is enhanced (Jermann et al., 2004). That 
is to say, CLFPs formulate best practices in structuring the flow of types of learning activities (and to some 
extent types of tools) involved in collaborative learning scenarios. These types of activities are mostly 
collaborative, but the learning flow suggested by a CLFP could include individual activities as well. The term 
“learning flow” is used in the learning domain in analogy to the term “workflow” of CSCW. Both refer to the 
coordination at activity level (activity-level coordination), which describes the sequencing of activities that make 
up a process (Ellis & Wainer, 1994). 

 
CLFPs are identified and described by collaborative learning practitioners using a formalism based on natural 
language. This fact makes the information provided by CLFPs difficult to be used by computer-based 
applications such as authoring tools that could help teachers to select and integrate the CSCL tools they need in 
order to support a collaborative learning class. Therefore, a computer-oriented representation or “formalization” 
of CLFPs is required so as to broaden their applicability in CSCL scenarios. It should be underlined that this 
paper refers to the term “formalization” in the sense of being able to describe CLFPs using a notation or 
language so that automatic processing is possible.  
 
Hence, to formalize these CLFPs we are exploring the use of IMS Learning Design (IMS-LD or simply LD) 
(IMS, 2003). This educational modelling language expresses the flow of any learning process in the context of a 
Unit of Learning in a formal way, so that these learning designs (an LD compliant learning design or simply a 
Learning Design or an LD) can be processed automatically (Koper & Tattersall, 2005). This automatic 
processing is precisely one of the requirements IMS-LD specification is intended to fulfil (requirement R4 
included in section 2.1 of IMS Learning Design Information Model (IMS, 2003)). Furthermore, it states that it 
provides a means of expressing many different pedagogical approaches. However, within the formalization of 
CLFPs, we have found some limitations in reflecting learning experiences that are group-based. Thus, this paper 
proposes an extension to IMS-LD in order to solve these deficiencies. This extension allows specify features of 
tools that mediate collaboration and, implicitly, collaborative learning characteristics of the learning activity that 
uses these tools.  
 
Summarizing, the objectives of the paper are: to explore the support of IMS-LD for computationally representing 
Collaborative Learning Flow Patterns so that they can be processed by software systems, to propose an extension 
to IMS-LD that facilitates the description of CSCL tools and to indicate the steps that an authoring tool can 
implement in order to create CLFP-based Units of Learning (IMS, 2003), that are potential effective designs of 
collaborative learning scenarios.  
 
Therefore, this paper is structured as follows: In the following section, the concept of CLFP and the theoretical 
foundations that motivate their proposal are introduced. It is followed by an analysis of the requirements for the 
description of collaborative learning scenarios, and particularly, CLFP-based situations. This section also 
discusses and proposes an extension to the IMS-LD specification. The process that can be followed in order to 
obtain Units of Learning based on CLFPs, the illustration of the process by a CLFP-based Unit of Learning 
example and an introduction to two systems based on the ideas proposed in the paper are presented next. The 
paper ends with some concluding remarks and some pointers to future work.  
 
 
Collaborative Learning Flow Patterns 
  
Five main advantages for adopting a patterns approach in e-learning design are pointed out in (E-LEN, 2004). 
One of these advantages is that patterns can facilitate communication within interdisciplinary and multi-
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perspective teams (technologies, teachers, educational designers and subject-matter experts). Therefore, in terms 
of CSCL domain, patterns can be used for reducing the conceptual gap between the collaborative learning field 
and the software development world. This fact, as it has been motivated in the introduction, might be helpful in 
advancing towards the desired goal of obtaining reusable, customizable, and integrated CSCL software tools. 
 
Patterns can be identified and constructed using mainly two methodologies: inductive pattern mining (from 
specifics to generalizations), by analyzing common solutions in a set of educational situations, or deductive 
pattern mining (from generalisations to specifics), by capturing the essence of generic models for solutions to 
recurrent problems that experienced learning designers identify (Baggetun et al., 2004). The second method is 
the approach taken in order to formulate CLFPs. These patterns represent commonly used techniques that are 
repetitively used by practitioners when structuring the flow of types of learning activities involved in 
collaborative learning situations.  
 
One very well-known example in this sense is the “Jigsaw” structure (Aronson & Thibodeau, 1992; Clarke, 
1994). Briefly, this technique propose that in order to solve a complex problem that can be easily divided into 
independent sub-problems, each participant in a (small) group (“Jigsaw Group”) studies or work around a 
particular sub-problem. The participants of different groups that study the same problem meet in an “Expert 
Group” for exchanging ideas. These temporary groups become experts in the subproblem given to them. At last, 
participants of each “Jigsaw group” meet to contribute with its “expertise” in order to solve the whole problem. 
Some of the educational objectives this method favors are: to promote the feeling that team members need each 
other to succeed (positive interdependence), to foster discussion in order to construct students’ knowledge and to 
ensure that students must contribute their fare share (individual accountability). 
 
Depending on the granularity or the detail level, pre-structuring collaboration can be accomplished in a coarse-
grained process level (i.e. phases or flow of activities) and/or fine-grained level of detailed learning actions 
(actions within an activity). As it has been already mentioned and can be noticed in the example, the granularity 
on which the paper is focused is related to collaborative learning flows. That is, to the sequencing of types of 
activities (collaborative and not) that comprise a collaborative learning situation. It is important to underline that 
the emphasis of the CLFPs lays on the learning flow and not on other aspects of the collaborative learning 
domain such as group formation schemes, evaluation or scaffolding methods, etc. Best practices in all these 
aspects could be also suitable of being formulated as design patterns. Furthermore, all these patterns and their 
interrelations might be arranged in a pattern language for CSCL. Related works are described in (Avgeriou et al., 
2003), in which a pattern language for LMSs (Learning Management Systems) is proposed, and in (Goodyear et 
al., 2004), in which some efforts in order to build a pattern language for what they call Network Learning are 
presented.   
 
CLFPs are represented according to a formalism, shown in Table 1, that enlarges the one previously described 
for “Collaboration Design Patterns” introduces in (DiGiano et al., 2002). That table also shows two examples of 
a CLFP defining well-known practices in collaborative learning: Pyramid (or Snowball) and Brainstorming. 
Others examples, for instance Jigsaw CLFP (Aronson et al., 1992) is presented in (Dimitriadis et al., 2003). 
Other CLFPs are Simulation CLFP (Fablusi P/L, 2005) and TAPPS (Thinking Aloud Pair Problem Solving) 
CLFP  or TPS (Think-Pair-Share) CLFP (NISE, 1997). Since CLFPs collect knowledge from collaborative 
learning practitioners, as it can be appreciated in Table 1, they do not necessarily contain any technical 
information.  
 
CLFPs can also be collectively used forming CLFP hierarchies in order to define more complex collaborative 
learning flows. CLFPs can be combined: a particular phase of a CLFP can be structured according to another 
CLFP (that can be eventually the same); or simply concatenated: some phases of a learning design are structured 
according to a CLFP and other (separated but consecutive) phases of the learning design are structured using 
another CLFP (that can be eventually the same).  
 
An example of combining CLFPs is the following. The example is a two-hour experience consisting of the 
collaborative reading and discussion of a technical paper (long and difficult enough). Students are divided in 
groups of three and each group is organized according to the Jigsaw CLFP in order to read the paper. For the 
final step of the Jigsaw ("experts" share their expertise and agree on a final proposal) Brainstorming CLFP is 
employed. Final proposals simply consist of a list of the ten most important ideas found in the paper. Then, the 
different groups start working according to the Pyramid CLFP so as to agree on a final and unique list of 10 
ideas. 
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Table 1. CLFP structure, Pyramid and Brainstorming CLFPs examples 
Facet Explanation Example #1 Example #2 

Name Name of the 
CLFP 

Pyramid Brainstorming 

Problem Learning 
problem to be 
solved by the 
CLFP 

Complex problem, usually without a 
specific solution, whose resolution implies 
the achievement of gradual consensus 
among all the participants 

Problem, whose solution is the generation of a 
large number of possible answers in a short 
period of time. Explanations, evaluations and 
questions are not permitted as the ideas are 
generated 

Example A real-world  
learning activity 
capable of being 
structured  
according to the 
CLFP 

Collaborative proposal of the design of a 
computing system where each participant 
contributes with a design that is 
subsequently compared with other 
contributions and refined 

Collaborative creation of a collection of 
possible software technological solutions for 
the implementation of a software system with 
a set of determined requirements   

Context Environment 
type in which the 
CLFP could be 
applied 

Several participants facing the 
collaborative resolution of the same 
problem 

Several participants facing the generation of a 
large number of ideas   

Solution Description of 
the proposal by 
the CLFP for 
solving the 
problem 

Each individual participant studies the 
problem and proposes a solution. Groups 
of participants compare and discuss their 
proposals and, finally, propose a new 
shared solution. Those groups join in 
larger groups in order to generate new 
agreed proposal. At the end, all the 
participants must propose a final and 
agreed solution 

The teacher asks a question that has a large 
number of possible answers. Students in the 
same group write down (using a determined 
floor control) their answers. This process 
continues until the students run out of 
possible solutions. After the brainstorming, 
the teacher gives time for the team to review 
and clarify their ideas. If needed, the group 
can present the ideas generated to the rest of 
the class 

Actors Actors involved 
in the 
collaborative 
activity 
described by the 
CLFP 

- Teacher 
- Learner 
 

- Teacher 
- Learner 
(- Writer) 

Types of 
Tasks 

Types of tasks, 
together with 
their sequence, 
performed by the 
actors involved 
in the activity.  

Learner: 
1.Access to the 
information  
2.Individual study 
of the problem 
3.Individual 
solution proposal 
[REPEAT 
4.Group formation 
5.Group discussion 
6.Common 
solution proposal 
] (Until only one 
group remains) 
7.Process self-
evaluation 

Teacher: 
1.Global problem 
definition 
2.Provision of useful 
information 
3.Group 
dimensioning 
4.Decisions about 
control of time 
5.Activity progress 
monitoring 
6.Result evaluation 

Learner: 
1. Listening or reading 
the question the 
teacher proposes 
2. Writing down their 
answers or one person 
is designated to record 
the ideas as they are 
given 
3. Review and 
clarification of their 
ideas (optional) 
4. Presentation of the 
ideas generated in the 
group to the rest of the 
class (optional) 
5. Process self-
evaluation 

Teacher: 
1. Question that has a 
large number of 
possible answers. 
2. Control of the time 
or that students are 
run out of ideas 
3. Decisions about 
time for the team to 
review and clarify 
their ideas (optional) 
4. Supervision of the 
presentations of the 
students (optional)  
5. Result evaluation 

Types and 
structure of 
Information 

Description of 
the types of 
information 
identified in the 
collaborative 
activity and how 
they are related 

- Input information needed for global 
problem resolution 
- Intermediate resolution proposals 
- Global problem resolution proposal 
- Correct global problem resolution 
(optional) 

- Input information about the question 
(optional) 
- Record of ideas  
- Result information about the review 
(optional) 

Types and 
structure of 
Groups 

Description of 
the types of 
groups of 
learners 
identified  and 
how they are 
related 

- Growing pyramid groups - Brainstorming groups 
- Whole class 
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Table 1 shows how a CLFP provides software developers with information about the flow of learning activities 
types that are expected to occur during a collaborative learning scenario based on that CLFP. Using this 
information, software developers can identify what type of CSCL tools could be needed in order to support 
collaborative learning scenarios compliant with the same CLFP (e.g. discussion forums, collaborative shared 
editors). Moreover, software developers can be confident on the fact that an important subset of those tools could 
potentially be reused in the support of several of those scenarios. That is why we propose CLFPs as a good 
option for software developers to obtain information from the collaborative learning domain and, at the same 
time, fulfil the goal of reusability and adaptability of CSCL applications.  
 
Furthermore, the information provided by CLFPs could be used by software-based authoring applications that 
would guide practitioners (teachers, particularly novice ones) to create learning designs and, as a consequence, to 
select and integrate the CSCL tools that they need in order to support a collaborative learning classroom. This 
assistance reduces the complexity of the learning design process and guarantees significantly effective results, 
since the guidance is based on the reuse of best practices in collaborative learning. However, this is not a trivial 
problem: the description of CLFPs is based on natural language due to the fact that non-technical people propose 
them. That means that software tools cannot process CLFP definitions.  
 
Therefore, the following section explores the process and the suitability of the use of IMS-LD specification 
towards a more formal description. Another approach could have been the use of a workflow process language 
as it is proposed in (Vantroys & Peter, 2003). However, those languages do not allow define some necessary 
aspects of a learning process such as the educational objectives. 
 
 
IMS-LD Extension for CSCL 
 
E-learning standardization efforts are now moving from content delivery resources to Educational Modelling 
Languages (EML), which are focused on the performance of individual and group learning activities (Caeiro et 
al., 2003). Learning Design, realised by the IMS Global Consortium, is the most accepted EML at present. IMS-
LD states to be a pedagogically neutral language that can describe any learning process in a formal way  in the 
sense that they can be processed automatically by software tools (IMS, 2003). A Learning Design is a 
description of a method enabling learners to attain particular objectives by performing learning activities in a 
certain order in the context of a learning environment. The environment consists of the appropriate learning 
objects and services to be used during the performance of the activities. A method contains the play, which is 
modelled according to a theatrical play with acts and role-parts. 
 
 
IMS Learning Design for CSCL 
 
IMS-LD affirms that it supports group and collaborative learning of different kinds. It enables the design of 
processes that include several roles, each of which can be played by several people (a group). A collaborative 
learning experience can be described by associating multiple people and/or multiple roles to the same learning 
activity. In addition, IMS-LD enables their activities to be specified in coordinated learning flows. Therefore, 
IMS-LD seems to be a reasonable candidate as a language with which to formalize the CLFPs. 
 
However, while a main feature of CSCL applications is the set of mechanisms that support collaboration, IMS-
LD provides no means to specify how the members of a group interact within each learning activity, i.e. to 
determine the types of interaction promoted by the activity: discussion, argumentation, exchange of ideas, etc. 
(Strijbos et al., 2004). It only states that if multiple individuals are to collaborate or work together at the same 
time, this has to be done through a service in their assigned environment which supports this collaborative 
capability (IMS, 2003). Therefore, the concept of service is central in IMS-LD for CSCL. An IMS-LD service 
specification describes the characteristics of a “tool” that supports a learning activity. When applying a Learning 
Design to an actual learning scenario the learning designer must specify the resources that, at last, provide the 
implementation of the defined services, thus obtaining a so-called Unit of Learning. These resources range from 
a simple blackboard or a paper sheet to a complex e-learning or CSCL application (e.g. collaborative editors, 
document sharing tools, discussion forums, shared blackboards, etc.).  
 
In this point, it is necessary to remember that since a service (included in an environment) is referenced in one or 
more activities, the specification of the service is part of the definition of each activity. Activities are not 
completely designed without environments. Thus, when a service supports collaboration, the activities that use 
this service are collaborative.  
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Extension to the IMS-LD Service Element  
 
IMS-LD only proposes and defines four basic services, two of which are (to some extent) collaborative: 
discussion forum and e-mail. IMS-LD states that other needed services should be specified by the designers of 
learning scenarios. The problem is that IMS-LD does not permit the aforementioned designers to describe 
collaboration-related capabilities when defining (or configuring) a service (Hernández-Leo, 2003). Some of 
these features are: 

 Type of awareness information (updated information about other people’s presence, location, state of the 
task, etc.) needed and provided by the service and from what roles of the LD is needed to provide 
information, so that an understanding of the work of others provides the adequate context for each own work 
(Gutwin & Greenberg, 1999). Possible values of the type of awareness are identity (who is participating?), 
action (what is she/he doing?), location (where is she/he working), etc. 

 Floor control policy that guides learners actions. If it is fixed and previously established by the 
teacher/designer or it is dynamic (it is not previously established) or, simply, there is not any floor control 
policy.  

 The type of communication skills that is to be used in the collaboration to be supported by the tool defined in 
the service: writing, speaking, gesticulation, drawing…  

 The roles (of the LD) that participate in the same instance of the service. 
 If the whole workspace facilitated by the collaborative tool described in the service is public or shared (all 

the participant have access to the workspace), or private (each participant only has access to his/her 
workspace) or a mixed workspace (Ellis et al., 1994).  

 The type of interaction that is supported by the service. This element distinguishes between direct 
interactions with a source and one or more receivers (e.g. a contribution to a discussion in a chat), indirect 
interactions, mediated by a shared object (such as a document or a piece of a puzzle) and participation-
oriented interactions, that allow to annotate participations of an actor in situations where no receptor has 
been identified (e.g. a post in a discussion forum without answers) (Martínez et al., 2003). 

 
In this context we propose a preliminary extension to the IMS-LD service description consisting of the definition 
of a special type of service, called groupservice, whose main characteristics (some of them are optional) are 
summarized according to the capabilities aforementioned in Figure 1. It is again noteworthy that the 
characterization of these elements is to a large extent part of the description of a collaborative learning activity. 
 
This generic characterisation of collaborative services, together with the definition of learning flows provided by 
IMS-LD, enable scenarios in which existing CSCL tools can be selected and integrated in order to support a 
complete (and potentially complex) set of learning activities. Furthermore, and thanks to the language provided 
by IMS-LD, which can be processed by software systems, this selection and integration of CSCL tools can be 
automatically (or almost automatically) performed thus hiding software engineering problems to learning 
designers (e.g. teachers).  
 

 
Figure 1. Scheme of the proposed extension to the IMS-LD service element 
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The proposed extension to IMS-LD is also useful in order to achieve a computational representation of CLFPs 
(Hernández-Leo, 2003). In this sense, a CLFP can be understood as an "incomplete" Learning Design that has to 
be customized in order to generate a complete one. An IMS-LD definition of a CLFP includes the description of 
groupservices in which some of their collaborative characteristics are not specified. Nevertheless, the level of 
groupservice descriptions provided by a CLFP is enough for the identification of types of services needed by all 
the learning scenarios that could be derived from the same CLFP. This fact, in a CSCL environment, helps 
software developers to decide what characteristics a CSCL tool should possess in order to be potentially reused 
in the different learning scenarios that are compliant with the same CLFP. The next section presents the process 
that can be followed in order to obtain Learning Designs and Units of Learning (UoL) based on CLFPs and 
illustrates the process with an example. 
 
 
Units of Learning Based on CLFPs 
 
Creating successful designs of collaborative learning scenarios and, particularly, Learning Designs from scratch 
is a complex task from a pedagogical point of view (Koper & Tattersall, 2005). Since CLFPs are best practices in 
collaborative learning and are computationally represented with IMS-LD, it could be possible to easily achieve a 
potential effective collaborative Unit of Learning (IMS, 2004) if its integrated LD is based on a CLFP. That is, 
the roles, the types of activities and the learning flow of the Learning Design are a particularization of a CLFP; 
and the CLFP-based Unit of Learning consists of the previous CLFP-based Learning Design and a set of 
particular resources that depend on a concrete learning scenario.  
 
 
From CLFPs to Units of Learning 
 
It is possible to establish links between the facets of the CLFP structure (see Table 1) and the elements of IMS-
LD, as a result the formalization of CLFPs using IMS-LD can be to certain extend semi-systematized. For 
instance, the types of tasks of a CLFP can be translated to the IMS-LD learning and support activities. Although 
in a subtle way, actors and type of groups can be described by the IMS-LD role. The types of information a 
CLFP requires can be mapped to IMS-LD properties or IMS-LD learning objects depending on whether the 
information is to be produced or modified during the Learning Design or it is input information, respectively. 
The solution a CLFP suggests is basically a collaborative learning flow, which in IMS-LD is specified in the 
method. 
 
The process that could be followed in order to achieve a Unit of Learning based on a CLFP is illustrated in 
Figure 2. This three-stage process is to be implemented by authoring tools that would guide teachers to 
particularize and customize a CLFP to a Unit of Learning that satisfies a concrete learning situation. The first 
step is the formalization of a CLFP using IMS-LD, that is to say, the edition of an IMS-LD-compliant XML 
document that describes the CLFP. This edition should be made following the indications that imply the links 
between the IMS-LD elements and the CLFP features described in the previous paragraph. Since an IMS-LD 
document that formalizes a CLFP is an incomplete Learning Design (a CLFP generalizes best collaborative 
learning structuring practices), the second step involves the particularization of the preceding document, so as to 
detail all the elements of a complete Learning Design. When the actual resources that are to be used during the 
running of the CLFP-based Learning Design are determined and packaged or referenced within a content 
package (IMS, 2004), a CLFP-based Unit of Learning is achieved. Next subsection illustrates this proposed 
process by means of an example.  
 
Table 1 included the example of the Pyramid CLFP, where several individuals join successively in larger groups 
in order to reach an agreed solution to the same problem. The Pyramid CLFP has been applied by the authors to 
the specification of a Learning Design that supports a course on computer architecture (AO, from the Spanish 
name of the course) for Telecommunications Engineers in our University. The learning flow of the CLFP can be 
expressed in a play of the IMS-LD method. The play consists of a sequence of acts. As it is exemplified in 
Figure 3 each act represents a pyramid level, i.e., whenever people join in a larger group to compare and discuss 
their proposals, and propose a shared solution. In each act, different activities are set for the different roles 
(learner, teacher and evaluator) and are performed in parallel. (laox01, laox02, etc. are the names of the AO 
laboratory groups.) Note that this play represents a particularization of the flow of task types of the Pyramid 
CLFP pointed out in Table 1. 
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Figure 2. Process for Obtaining CLFP-based Units of Learning 

Pyramid CLFP-based Unit of Learning Example 
 
 
Table 2 shows how this example of collaborative learning structuring can be formalized with IMS-LD using the 
three-stage process illustrated in Figure 2. Column 1 of the table illustrates the IMS-LD description of a Pyramid 
CLFP learning activity (first step of the three-stage process). This computational representation of a CLFP is 
supposed to be available to the teachers. When an act is completed, the next act starts until the completion 
requirements for the Learning Design are met (last level of the pyramid). The collaboration of the individuals of 
each group in the pyramid is mediated by a type of service described as a groupservice, i.e., using the proposed 
extension. Column 2 represents the teacher customisation of the Pyramid CLFP IMS-LD description for this 
particular course. This is an example of a Pyramid CLFP-based Learning Design (second step). When the 
teacher determines the binding of this Learning Design with concrete CSCL tools, an example of a Pyramid 
CLFP-based Unit of Learning is completed (third step). Column 3 shows a Unit of Learning (UoL) in which a 
particular implementation of a groupservice is referenced within the CLFP-based Learning Design. This 
resource is a collaborative labelling of parameters tool that enables the discussion and agreement of some 
computer cache design parameters. (Note that in its description or configuration participant roles, awareness 
issues, floor control characteristic, etc. are included.) Thus, table 2 illustrates the three-stage process for 
obtaining a Unit of Learning based on a CLFP. 
 

 
Figure 3. Play of the Pyramid CLFP-based Learning Design 
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Table 2. Example of the process for obtaining a CLFP-based UoL 
1. IMS-LD computational representation 

of the Pyramid CLFP (see Table 1) 
(The description of a well-known best practice) 

2. A Pyramid CLFP-based Learning Design 
(The teacher customizes the previous description of the CLFP for a 

course) (see Figure 3) 

3. A Pyramid CLFP-based Unit of Learning 
(The binding of the previous Learning Design for the course with concrete CSCL 

tools) 
 
 
 
<learning-design identifier="CLFP-pyramid" uri="" level="B"> 
…. 
 <learning-activity identifier="LA-discuss-level-1"> 
    <environment-ref ref="E-discuss"/> 
    <activity-description> 
       <item identifierref=""/> 
    </activity-description> 
 </learning-activity> 
 
 
 
 
 
 
 
... 
</environment> 
   <environment identifier="E-discuss"> 
    <service identifier="S-discuss"> 
     <groupservice groupservice-type="synchronous"> 
        <participant role-ref="R-group-level-1"/> 
        <participant role-ref="R-teacher"/> 
        <workspace workspace-type=""> 
        <awareness> 
        <role-ref ref="R-group-level-1"/> 
       <awareness-information awareness-information-type=""> 
          </awareness> 
          <floor-control floor-control-type=””> 
          <interaction interaction-type=""/> 
          <item identifierref=""> 
         </groupservice> 
     </service> 
</environment> 
... 
</learning-design> 

 
 
 
<learning-design identifier="CLFP-pyramid" uri="" level="B"> 
…. 
 <learning-activity identifier="LA-discuss-level-1"> 
 <title>Discussion of the values of some computer  
          architecture parameters<\title> 
    <environment-ref ref="E-discuss"/> 
    <activity-description> 
       <item identifierref=""/> 
    </activity-description> 
 </learning-activity> 
... 
 </environment> 
    <environment identifier="E-discuss"> 
      <service identifier="S-discuss"> 
        <groupservice groupservice-type="synchronous"> 
          <participant role-ref="R-laox01"/> 
          <participant role-ref="R-teacher"/> 
          <workspace workspace-type="both"> 
          <awareness> 
          <role-ref ref="R-laox02"/> 
          <role-ref ref="R-laox03"/> 
          <role-ref ref="R-laox04"/> 
         <awareness-information awareness-information-type="precense"> 
         <awareness-information awareness-information-type="identity"> 
      <awareness-information awareness-information-type="authorship"> 
          <awareness-information awareness-information-type="action"> 
          </awareness> 
          <floor-control floor-control-type=”none”> 
          <interaction interaction-type="direct"/> 
          <item identifierref=""> 
          </groupservice> 
      </service> 
 </environment> 
... 
</learning-design> 

<imscp:manifest …> 
… 

   <imscp:organizations> 
        <imsld:learning-design identifier="CLFP-pyramid" uri="" level="B"> 
         …. 

          <imsld:learning-activity identifier="LA-discuss-level-1"> 
              <imsld:title>Discussion of the values of 
                                  some cache parameters<\imsld:title> 
              <imsld:environment-ref ref="E-discuss"/> 
              <imsld:activity-description> 
                 <imsld:item identifierref="RES-cache-parameters-problem"/> 
              </imsld:activity-description> 
          </imsld:learning-activity> 
        ... 
          </imsld:environment> 
             <imsld:environment identifier="E-discuss"> 
               <imsld:service identifier="S-discuss"> 
                 <imsld:groupservice groupservice-type="synchronous"> 
                    <imsld:participant role-ref="R-laox01"/> 
                    <imsld:participant role-ref="R-teacher"/> 
                    <imsld:workspace workspace-type="both"> 
                    <imsld:awareness> 
                    <imsld:role-ref ref="R-laox02"/> 
                    <imsld:role-ref ref="R-laox03"/> 
                    <imsld:role-ref ref="R-laox04"/> 
                    <imsld:awareness-information awareness-information-type="precense"> 
                    <imsld:awareness-information awareness-information-type="identity"> 
                  <imsld:awareness-information awareness-information-type="authorship"> 
                    <imsld:awareness-information awareness-information-type="action"> 
                    </imsld:awareness> 
                    <imsld:floor-control floor-control-type=”none”> 
                    <imsld:interaction interaction-type="direct"/> 
                    <imsld:item identifierref="RES-shared-parameters-tool"> 
                   </imsld:groupservice> 
               </imsld:service> 
             </imsld:environment> 
            ... 
          </imsld:learning-design> 
    </imscp:organizations> 
    <imscp:resources> 
        <imscp:resource identifier=”RES-cache-parameters-problem”/> 
        <!-- It exposes that pupils must discuss about some cache parameters --> 
        <imscp:resource identifier=”RES-shared-parameteres-tool”/> 
     <!-- It is a concrete tool that support the collaboration within this learning activity --> 
    </imscp:resources> 
</imscp:manifest> 

 
 
Implementing and evaluating the proposals 
 
The authors have already developed two CSCL systems based on the ideas proposed in the paper.  
 
The first of these CSCL systems is an authoring tool: Collage (COLlaborative LeArning desiGn Editor) (GSIC, 
2005), which implements the proposed three-stage design process (see Figure 2), is capable of guiding 
collaborative learning designers in the process of creating their own Learning Designs by starting from existing 
CLFPs already formalized with IMS-LD. Thus, it helps practitioners (teachers, particularly novice ones) to more 
easily produce potentially effective collaborative LDs, as they reuse best practices in the field.  
 
The second system is devoted to the execution or enactment problem and is called Gridcole (Bote-Lorenzo et al., 
2004). Gridcole uses the generic characterisation of collaborative services proposed in the paper. This system is 
capable of interpreting LDs and setting up the technological environment needed to support all the 
(collaborative) learning activities included in the design (a CLFP-based LD). The technological environment 
consists of an integration of software tools which can be specified as IMS-LD services in the LD (e.g. a 
collaborative tool from which several instances should be created because in runtime multiple groups use this 
tool separately from other groups) or not (e.g. they can be tools for individual work modelled as learning 
objects). These tools are provided by third parties in the form of the so-called grid services that follow Service-
Oriented Computing paradigm (Papazoglou & Georgakopoulos, 2003). 
 
Several evaluation studies with real users have been performed with both Collage and Gridcole. In addition to 
the evaluation of the systems themselves those studies also tried to obtain feedback on the utility and validity of 
the underlying proposals presented in this paper. Evaluation studies with Collage can illustrate the utility of the 
design process based on CLFPs as well as the validity of their computational representation using IMS-LD as a 
way of enabling computer-based interpretation. On the other hand, evaluation studies with Gridcole are intended 
to provide further evidence on the utility of script-guided learning designs and the validity of the proposed 
extension to IMS-LD so as to deal with collaborative learning tools. 
 
For the studies, a simplification of the mixed qualitative-quantitative method proposed in (Martínez et al., 2003) 
for the evaluation of collaborative learning situations has been applied. Briefly, this method consists of three 
phases: elaboration of a “scheme of categories” regarding those aspects to be evaluated; data collection from 
different qualitative and quantitative sources; and data analysis combining qualitative and qualitative analysis 
techniques as well as triangulating the results from the different analysis so as to obtain conclusions on each 

The CLFP dictates that in this learning 
activity learners interact through a 
synchronous group-supporting tool 

Concrete groups and 
other characteristics for 
this Learning Design 

Concrete tool which 
supports collaboration  
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previously identified category. The data sources that were used in the evaluation studies described herein include 
questionnaires filled up by the users, in-place direct observations performed by experts in evaluation, and 
meetings with subsets of the users (focus groups) to collect their opinions, impressions, recommendations, etc. 
on their involvement in the studies. 
 
In the following subsections on the different evaluation studies we initially present the context of the courses that 
correspond to them, while later we proceed with the description of the evaluation results and the related 
discussion. 
 
 
Collage evaluation studies 
 
For Collage two evaluation studies were performed. The first one involved three real teachers of the Faculty of 
Education of our University. These teachers are involved in an undergraduate course on “Use of Information and 
Communication Technologies in Education”. This course considers classes of 40 students (maximum). As part 
of the activities of the course pairs of students work on one particular topic (out of three proposed by the 
teachers). The input resources for the work (mainly electronic documents) are available in the Synergeia system 
(ITCOLE, 2005). Each pair of students creates a conceptual map regarding their topic after having read the input 
material. They employ the conceptual map tool of Synergeia, and upload the resulting map again to Synergeia. 
Half of the pairs that have worked on the same topic join and compare their conceptual maps (note that the 
conceptual maps are all available in Synergeia). Afterwards, and according to the contents of the compared 
conceptual maps, students generate a draft document (following a provided template), and upload it to 
Synergeia. All pairs with the same topic join and compare and discuss the draft documents generated in the 
previous phase. After the discussion they create an agreed report according to the same previous template, and 
upload the document to Synergeia. After that, three (or four) pairs of students with different assigned topics, join 
and discuss their generated reports. Finally, each one of these big groups creates a new final report. As it can be 
seen, the organization of this scenario (one month in duration) reflects a mixture of the structuring ideas of the 
Jigsaw and Pyramid CLFPs (see table 1). 
 
The second Collage evaluation study involved two of the authors of this paper that tried to use Collage to obtain 
IMS-LD designs corresponding to collaborative learning experiences in their courses as University teachers.  
The first teacher is involved in an undergraduate course on “Operation, Administration, and Maintenance of 
Communication Networks” at the School of Telecommunications Engineering of our University.  The part of the 
course he intended to design using Collage consisted of a two-hour session in which students have to 
collaboratively read and discuss a technical paper on the subjects of the course. Students are divided in groups of 
three and each group is organized according to a Jigsaw. Therefore, each student of each group reads one part of 
the paper. The students from different groups that have read the same part (“experts”) join to discuss on what 
they read and to exchange ideas and try to solve doubts. Afterwards, each original group meets again so that each 
member explain to the others his or her part of the paper. During this last stage, each group initiates a 
Brainstorming in order to agree on the 10 most important ideas of the paper. Once each group has its list of 10 
ideas, pairs of groups join to exchange them and to agree again in a unique new list. The resulting groups join 
again in pairs to perform the same task. And this process is repeated again until two large groups remain. This is 
an example of a Pyramid CLFP.  
 
The second teacher deals with a graduate course on “Advanced Telematic Systems” at the School of 
Telecommunications Engineering of our University. In this case, students try to propose a research question on a 
complex interdisciplinary field that involves several keywords. The students are therefore organized in a Jigsaw 
in which the “experts” are devoted to the study of some of the keywords. The research questions proposed by the 
“experts” are afterwards discussed and merged in the Jigsaw groups. This process also takes two two-hour 
sessions. The whole process requires tools for individual work, such as editors, or for collaborative work, such as 
document sharing, discussion, etc. 
 
Both Collage evaluation studies consisted in a two-hour session during which these five teachers had to 
separately use Collage to try to obtain an IMS-LD document reflecting the design (activities, flow, resources, 
etc.) of their courses (as previously described). All of the teachers are collaborative learning practitioners with 
previous knowledge on the techniques formulated in the CLFPs that Collage provides. The three teachers of the 
first study have no knowledge on IMS-LD, and they have not used other learning design authoring tools. On the 
other hand, the two teachers of the second study have minor knowledge on IMS-LD and that was their first 
contact with Collage. 
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After applying the simplified evaluation method to both studies, the results were quite similar. The scheme of 
categories for analysis included “user profiles”, “tool usage”, and “suggestions”. Although the evaluation of 
Collage as a tool is out of the scope of the paper, it is worth mentioning that the users found it intuitive and user-
friendly. With respect to the usefulness of CLFPs and the design technique proposed in section “IMS-LD 
Extension for CSCL” and promoted by Collage the explicit opinion of the users was quite illustrative. For 
instance, one of the teachers said: “It helps to think in terms of collaborative learning and its previous 
arrangement”. A second teacher stated: “It helps to structure a complex learning design and promotes times and 
resources planning”. Finally, another teacher said: “It enables the generation of contextualized learning processes 
according to the needs of each situation”. At the same time, all the users found that the way Collage presented 
and used the CLFPs was very similar to their previous understanding of the techniques these CLFPs formulate. 
That is an indication that the IMS-LD based formulation of the CLFPs has no significant loss of information. 
 
As another indication of the usefulness of the CLFPs and the proposed design process, it is worth pointing out 
that the evaluation studies involved the creation of learning designs including activities with very different 
features: synchronous and asynchronous, face-to-face and distant, computer-supported and non computer-
supported (even blended situations), shorter (two hours) and longer (one month), etc. 
 
Nevertheless, several drawbacks of Collage and its underlying design process were raised. Mainly: previous 
knowledge and understanding of CLFPs is needed before authoring (Collage provides detailed explanations and 
examples of use for each one of the provided CLFPs) and it is not possible to add complementary activities to 
those prescribed by the CLFPs. 
 
In spite of those drawbacks, the results of these field studies have given us the first real evidences on the utility 
and validity of our proposals although, as it will be discussed in the “Conclusions” section, deeper and longer 
evaluation studies should be undertaken in order to further support our claims. 
 
 
Gridcole evaluation studies 
 
With respect to Gridcole other two evaluation studies were performed using the current prototype of the system 
(Bote-Lorenzo et al., 2004; Bote-Lorenzo, 2005). These studies involved two different types of users but the 
same collaborative learning scenario. The scenario consists of a four-hour session of the “Computers 
Architecture” undergraduate course at the School of Telecommunications Engineering of our University. This is 
a project-based course in which students act as consultants of different types of clients with their own computing 
requirements. During this particular session, students are intended to use a benchmarking tool to analyse 
performance features of a set of available computing systems in order to decide which one is the most suitable 
for their particular clients. In this case, Gridcole acts as a Learning Management System (LMS) that is tailored 
according to an IMS-LD script that uses the collaborative extensions proposed in this paper. That script also 
specifies which collaborative or non-collaborative learning tools the students should use during the session. The 
tools, in the form of grid services, are offered by Gridcole in an integrated fashion to the students. 
 
The first study involved four former students of the course that are currently researchers at out School but in 
different research areas than ours. The second study involved eight real students of the course.  
 
For both studies, students are divided in groups of four. In a first step, each student works individually studying a 
set of documents related to the activity. Then, each student uses a benchmarking tool to obtain additional 
information on the evaluated systems. After that, each student writes a report containing his or her justified 
proposals. Then, a remote collaborative phase begins in which two students exchange their reports, discuss on 
them, perform new benchmarks if needed, and write a joint report. A chat tool, a benchmarking tool, and an 
editor are used throughout the session. As it can be appreciated, this learning design uses the ideas of the 
Pyramid CLFP.  
 
The same evaluation process that was applied to Collage was used for these studies. Different categories were 
analysed using the obtained quantitative and qualitative evaluation data. Among these categories it is interesting 
to underline that most of the students (50%, 75% in the case of former students) considered that Gridcole helped 
them “quite a lot” to perform the activities in collaboration with the other students (25% said “a lot”, and 25% 
said “some”). Among the reasons for this statement, the students pointed out the fact that Gridcole guided them 
step by step (scripting advantages). Also, a 75% of all the students said that the collaboration with the other 
students was “quite positive” (the other 25% said “some positive”). Nobody said “very positive” but also, 
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nobody indicated that the collaborative was “negative”. More details on the results of these studies can be found 
in (Bote-Lorenzo, 2005). 
 
From these results, it is possible to obtain new indications that CLFPs are useful for structuring collaboration. 
Also, that collaborative scripting (with an adequate level of prescription) enforced by a collaborative LMS may 
encourage effective collaboration. Finally, and although this is something not directly perceived by the users, the 
Gridcole prototype was able to handle collaborative tools thanks to the use of the IMS-LD extension proposed in 
this paper.  More concretely and in this technological setting, when interpreting the IMD-LD learning design for 
the described session, Gridcole detected in which cases the involved tools (a chat tool, a benchmarking tool, an 
editor) were going to be used individually or collaboratively. As an example of the utility of this extension, from 
a technical point of view, Gridcole was able to launch and properly assign the needed instances of the tools for 
each case. Without the extension, Gridcole would have launched the same number of tool instances in both cases 
and thus the students would have been forced to take care of the exchange of results, their joint coherence, and 
their joint storage. In other words, the extension is needed for developing collaborative LMSs. The alternative 
with the extension is developing LMSs that might in some cases be used collaboratively what implies moving 
the collaboration management burden to their users. 
 
Besides the above field studies, two more feasibility studies have taken place. In these studies we have shown 
that CLFPs and the associated collaborative extensions of IMS-LD enable the realization of new real scenarios in 
the courses of “Telecommunications Traffic and Management” and “Telecommunications Systems V” (Bote-
Lorenzo, 2005). However, we have not obtained yet real field study results on them. 
 
 
Conclusions 
 
This paper has introduced the concept of Collaborative Learning Pattern (CLFP) as a way of collecting, reusing, 
and exchanging well-known and sound best practices in structuring the flow of collaborative learning activities. 
Also, the paper has proposed the use of CLFPs as the starting point for the process of collaborative learning 
design. This design process enables the reuse of existing experience in collaborative learning thus facilitating the 
adherence to this way of learning of new practitioners that do not need to build their designs from scratch. In 
addition to the above educational advantages, CLFPs are also a promising approach for establishing a conceptual 
common ground among collaborative learning practitioners and software developers of CSCL applications. This 
common ground is a prerequisite for the identification of potentially reusable CSCL software blocks.   
 
The paper has also motivated the application of IMS-LD in order to achieve a computational representation of 
CLFPs. This representation would enable CLFPs to be processed by software tools such as authoring tools based 
on the learning design process proposed by the paper. The use of authoring tools is motivated by the complexity 
of the IMS-LD specification for non-technical educators. IMS-LD based learning designs (or other Educational 
Modelling Languages in general) are needed for guiding the behaviour of  Learning Management Systems that 
handle all computing and network resources for giving technical support to a particular learning scenario.  
 
In this sense, the computational representation of CLFPs using IMS-LD has shown a certain degree of IMS-LD 
support for the description of collaborative learning scenarios. Nevertheless, the main detected deficiency is 
related to the specification of learning activities involving groups which require particular tools that support 
collaboration. In order to solve this limitation, that would negatively impact the availability of collaborative 
Learning Management Systems, the paper has proposed a set of extensions to IMS-LD focused on the definition 
of a new type of services for supporting group collaboration. The authors are aware that the proposed extension 
entails a modification (addition) of the IMS-LD specification, but they consider that this is a better approach than 
trying to propose a completely new language. The possibility of definition of this type of services and its 
characteristics enlarge the set of collaborative learning activities that can be described using IMS-LD. However, 
the preliminary proposed extensions still have some limitations: they support very limited awareness and floor 
control models, and they do not allow the specification of privileged roles, among others.  
 
Feasibility and evaluation studies of different nature have been performed with two systems that, in one way or 
another, are based on the ideas presented in this paper: Collage IMS-LD authoring tool based on CLFPs, and 
Gridcole a collaborative learning management system that uses the proposed collaborative IMS-LD extension. 
Results from those studies provide the first indications of the usefulness of the IMS-LD based CLFPs and the 
collaborative learning design process based on them in a wide range of learning scenarios, as well as the need for 
collaborative extensions of IMS-LD in order to introduce collaboration support in Learning Management 
Systems. 
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Several short-term activities are under way within our research group in order to enhance the above 
contributions. First of all, we are enlarging the set of available CLFPs (at the moment Collage already 
implements six CLFPs) provided by collaborative learning practitioners in order to deeply validate the CLFP 
approach itself and also in order to have a broader knowledge of concepts and principles of the collaborative 
learning domain. Secondly, we are currently working on the improvement and refining of the preliminary 
proposed extensions to IMS-LD by adding more collaborative-related expression capabilities (such us the 
possibility of describing dynamic roles) and by the use of ontologies. Furthermore, since we have indications 
about CLFPs utility in the development process, we are currently working to deepen in this research line.  
 
And, in general, we plan to continue and perform new long evaluation studies in real contexts that could enhance 
previous validation of our claims and shed light on these proposals. This long-term effort is consistent with the 
need for rigorous evaluation studies in the field of Learning Design. Although the IMS-LD specification has 
been released rather recently, the appearance of appropriate software tools (editors, players, etc.) should trigger 
deeper evaluation studies in the near future regarding proposals like the ones presented in this paper. 
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ABSTRACT 

Theoretical foundation of Response mechanisms in networks of online learners are revealed by Statistical 
Analysis of p* Markov Models for the Networks. Our comparative analysis of two networks shows that the 
minimal-effort hunt-for-social-capital mechanism controls a major behavior of both networks: negative 
tendency to respond. Differences in designs of the networks enhance certain mechanisms while suppressing 
others: cognition balance, predicted by the theories of cognitive balance, and peer pressure, predicted by the 
theories of collective action are enhanced in a team like network but suppressed in a Q&A like forum.  On 
the other hand, exchange mechanism, predicted by the theory of exchange & resource dependency and 
tutor’s responsibility mechanism are enhanced in the Q&A type forum but suppressed in the team like 
network. Contagion mechanism, predicted by the theory of collective action did not develop in both 
networks. The different mechanisms lead to the formation of different micro and macro structures in the 
topologies of the responses of the networks and hence in the buildup of collaborative knowledge. The 
techniques presented in this work can be extended to other types of mechanisms and networks. 
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Introduction 
 
Building networks is recognized as an essential strategy for online learning. An online network consists of actors 
who develop certain relations among themselves. For example, some actors only read what others write; some 
respond to queries posted by others and some influence others to do something (for example to access a web 
page), etc. More generally, a network is a set of actors – members of groups, web-pages, countries, genes, etc. – 
with certain possible relations between pairs of actors. The relations may or may not be hierarchical, 
symmetrical, binary, or other. Network abstraction is thus extremely flexible.  
 
Social Network Analysis (SNA) is a useful tool for studying relations in a network (Wasserman & Faust 1994) . 
It is a collection of graph analysis methods to calculate specific network structures such as cohesiveness and 
transitivity: cohesiveness measures the tendency to form groups of strongly interconnected actors; transitivity 
measures the tendency to form transitive triad relations (if i relates to j and j relates to k, then i necessarily also 
relates to k).  SNA has been utilized to analyze networks in various areas with actors that include politicians 
(Faust, Willet, Rowlee & Skvoretz 2002), the military (Dekker 2002), adolescents (Ellen et al. 2001), multi-
national corporations  (Athanassiou 1999), families (Widmer & La Farga 1999), and terrorist networks (van 
Meter 2002). SNA methods were introduced into online networks research in Garton, Haythornthwaite et al. 
(1997). Since then, several scholars have demonstrated the applicability of SNA to specific collaborative 
learning situations (Haythornthwaite 1998; Lipponen, Rahikainen, Lallimo & Hakkarainen 2001; de Laat 2002; 
Reffay & Chanier 2002; Aviv, Erlich, Ravid & Geva 2003). 
 
Macro-level SNA identifies network macro-structures such as cohesiveness. Micro-level SNA reveals significant 
underlying microstructures, or neighborhoods, such as transitive triads (Pattison & Robbins 2000; Pattison & 
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Robbins 2002). The neighborhoods identified are the basis for deducing theories that explain their emergence 
(Contractor, Wasserman & Faust 1999). For example, the theory of cognitive balance explains the emergence of 
transitive triads, which underlies the macroscopic phenomenon of cohesiveness. The precise definition of a 
neighborhood is given in section 2. 
 
We examine online networks of learners according to the constructivist perspective (Jonassen et al. 1995). 
Rafaeli (1988) emphasized that constructive communication is determined by its responsiveness. Accordingly, 
we analyze the network structures of the responsiveness relation between actors in the online networks. Previous 
work (Aviv, Erlich & Ravid 2003) demonstrated that certain macrostructures (cohesion, centrality and role 
groups) are correlated with the design of the networks and with the quality of the constructed shared knowledge. 
In this study, we extract the micro-level neighborhoods of the same networks. Our goal is to reveal the 
underlying theoretical mechanisms that control the dynamics of the networks and to correlate them with the 
design parameters and with the quality of the knowledge constructed by the networks.  
 
 
Response Neighborhoods 
 
Every ordered pair of actors in an online network has a potential response tie relation. The response tie between 
actor i and actor j is realized if i responded to at least one message sent by j to the network; otherwise the 
response tie is not realized. In addition, a (non-directed) viewing relation is realized between a pair of actors if 
they read the same messages. In a broadcast network, a realized response tie relation is also a realized viewing 
tie. The reverse is not necessarily true. 
 
A response neighborhood (RN) is a sub-set of actors, endowed with a set of prescribed possible response ties 
between them, all of which are pair-wise statistically dependent.  We identified the significant RNs of a network 
by fitting a p* stochastic Markov model (Wasserman & Pattison 1996) to the response tie data. In this model, 
every pair of response ties in a RN has a common actor, which is why they are interdependent. Same topology 
RNs are aggregated into a class of RNs. In the model, every possible class is associated with a strength 
parameter that measures the tendency of the network to realize RNs of that class. Examples of Markov RNs are 
presented graphically in Figure 1. 
 

 
Figure 1. RNs 

 
 
Tendencies to form RNs of a certain class are the result of underlying mechanisms. Several candidate 
mechanisms, postulated by certain network emergence theories are briefly described below. See (Monge and 
Contractor (2003) for an extensive survey. 
 

Table 1. Classes of RNs 
RN Class  Participating Actors & Prescribed Response Ties 
link All pairs: (i→j) or (j→i) 
respi All pairs:  (i→j) fixed i 
triggi All pairs:  (j→i) fixed i 
mutuality All pairs: (i→j) and (j→i) 
out-stars All triplets: (i→j) and (i→k) 
in-stars All triplets: (i→j) and (k→j) 
mixed-stars All triplets:  (i→j) and (j→k) 
transitivity All triplets: (i→j) and (j→k)and (i→k) 
cyclicity All triplets: (i→j) and (j→k) and (k→i) 
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In this research we consider the set of Markov classes of RNs listed in Table 1.  
 
The theory of social capital (Burt 1992) postulates efficient connectivity in the hunt for a social capital 
mechanism. In an online broadcast network, efficiency means forming zero response ties because a response tie 
is a redundant viewing tie, so actors prefer to remain passive. This mechanism predicts a tendency for not 
creating RNs of any class. Thus, other mechanisms are responsible for creating responsiveness.  
 
Exchange and resource dependency theories (Homans 1958; Willer 1999) postulate an information exchange 
mechanism in which actors prefer to forge ties with potentially “resource-promising” peers. This mechanism 
creates tendency for RNs of class mutuality. 
 
The theory of generalized exchange (Bearman 1997) postulates an information exchange mechanism via 
mediators. This theory then predicts tendencies for n-link cycles, in particular RNs from the cyclicity class.  
 
Theories of collective action (Marwell & Oliver 1993) postulate a social pressure mechanism that induces actors 
to contribute to the goal of the network if threshold values of “pressing” peers, existing ties, and central actors 
are met (Granovetter 1983; Valente 1996). In that case, actors will respond to several others, forging out-stars 
RNs.  
 
Contagion theories (Burt 1987; Contractor & Eisenberg 1990) postulate that the exposure of actors leads to a 
contagion mechanism that uses social influence and imitation to create groups of equivalent actors with similar 
behaviors (Carley & Kaufer 1993). Contagion predicts a tendency for RNs of the various star classes.  
 

Table 2. Research Hypotheses 
Theories Predicted Tendencies Hypotheses 
Social capital  Few single tie links H1: link < 0 
Collective action  If thresholds  met then respond 

to several others 
H2: if thresholds  met then out-stars > 0 

Exchange  Tendency to reciprocate H3: mutuality  > 0  
Generalized exchange Tendency to respond cyclically H4: cyclicity > 0 
Contagion Respond to same as others  H5: out-stars> 0; in-stars > 0; mixed-stars > 0 
Cognitive balance Respond via several paths  H6: transitivity > 0  
Uncertainty reduction Attract  many responses  H7: in-stars > 0 
Exogenous factors: 
Students 

No tendencies to respond/trigger H8: {respi = 0 | i Є students} 
H9: {triggi = 0 | i Є students} 

Exogenous factors: Tutors Personal tendencies to 
respond/trigger 

H10: {respi > 0 | i = tutor} 
H11: {triggi > 0 | i = tutor} 

 
 
Theories of cognitive balance (Cartwright & Harary 1956) postulate a cognition balance mechanism with a drive 
to overcome dissonance and achieve cognition consistency among actors. This drive is implemented by 
transitivity RNs. 
 
The uncertainty reduction theory (Berger 1987) postulates drives in actors to forge links with many others to 
reduce the gap of the unknown between themselves and their environment; this theory predicts a tendency to 
create in-stars (responses to triggering actors) RNs. 
 
Finally, responsibilities of actors influence their residual personal tendencies toward response ties. In this study, 
students did not have pre-assigned responsibilities, predicting that the students’ RNs respi and triggi will be 
insignificant. The tutors’ residual tendencies will be significant, due to their roles.   
 
The theories, and predicted tendencies stated as Research Hypotheses, are presented in Table 2. 
 
 
The Analysis 
 
We analyzed recorded transcripts of two online networks of students at the Open University of Israel. These 
networks were established for 17 weeks during the Fall 2000 semester (19 participants) and the Spring 2002 
semester (18 participants) as part of an academic course in Business Ethics. Each network included one tutor. 
The designs of the activities of the two networks were different. The Fall 2000 network was designed as a goal-
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directed collaborative team, whereas the Spring 2002 network was a Q&A forum. Hence we have labeled the 
networks “team” and “forum,” respectively.  
The team network engaged in a formal debate. Participants registered and committed to active participation, with 
associated rewards in place. Students took the role of an "advisory committee" that had to advise a company on 
how to handle the business/ethical problem of cellular phone emissions. The debate was scheduled as a 5-step 
process of moral decision-making, with predefined goals (Geva 2000). A unique feature of the team network was 
that the goals of the debate were to reach consensus up to the point of writing a joint proposal to an external 
agency. The forum network was open to all students in the course. Participants were asked to raise questions on 
issues relating to the course. We followed the social interdependence theory of cooperative learning (Johnson & 
Johnson 1999) to characterize the networks according to four groups of parameters: interdependence, promotive 
interaction, pre-assigned roles, and reflection. The two networks differ in most of the design parameters. Table 3 
summarizes the differences between the designs of the two networks.  
 

Table 3. Design of Networks 
Parameter Team Forum 

Registration  & commitment Yes No 
Interdependence: deliverables  Yes No 
Interdependence: tasks & schedule Yes No 
Interdependence: resources Yes No 
Reward mechanism Yes No 
Interdependence: reward No No 
Promotive interaction: support & help Yes No 
Promotive interaction: feedback Yes No 
Promotive interaction: advocating achievements No No 
Promotive interaction: monitoring Yes No 
Pre-assigned roles: tutor No Yes 
Pre-assigned roles: students No No 
Reflection procedures No No 
Individual accountability Yes No 
Social skills Yes Yes 

 
 
The p* model of the team network has 43 classes of RNs, each with its explanatory and parameter: 18 respi, 18 
triggi, link, mutuality, transitivity, cyclicity, and the three stars. Similarly, the model of the forum network 
includes 45 classes of RNs: 19 respi, 19 triggi, link, mutuality, transitivity, cyclicity, and the three stars. The 
explanatories count the number of RNs that were completely realized in the networks. The strength parameters 
represent the tendency to create (or not) neighborhoods from the classes. 
 
The analysis revealed three significant classes of RNs for the team network, and four significant classes of RNs 
for the forum network. The strength parameters are presented in Table 4. 
 

Table 4. Revealed RNs 
Class  θK SE Wald exp(θK) 

Team 
link -3.13 .32 97.5 .000 .043 
out-star .18 .06 9.6 .002 1.199 
transitivity .31 .06 23.9 .000 1.366 

Forum 
link -2.6 .8 10.29 .001 .076 
resp18 6.1 .12 26.78 .000 456.28 
mutuality 6.2 1.38 20.61 .002 519.92 
in-stars -3.2 .91 12.39 .000 .041 

 
 
In Table 4, θK is the MPLE (maximal pseudo-likelihood estimator) for the strength parameter of class K of RNs; 
SE is an estimate of its associated standard error, exp(θK) measures the increase (or decrease, if θK negative) in 
the conditional odds of creating a response tie between any pair of participants if that response tie completes a 
new RN of class K. 
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We tested the hypotheses that θK = 0 by the Wald parameter (θK/SE)2 which is assumed to have chi square 
distribution. Table 4 shows that all these null hypotheses were rejected with extremely small p values. 
The statistical distributions of the MPLEs and the Wald parameters are unknown (Robins & Pattison 2002), so 
inferences are not precise in the pure statistical sense.  
 
 
Results 
 
Few classes of RNs are significant: 3 in the team, 4 in the forum. In particular, the personal classes of RNs of 
students, respi and triggi, are not significant. This corroborates hypotheses H8 and H9. The relative importance 
of the classes of RNs is depicted by their contributions to the goodness of fit of the Markov models. These are 
presented in Figure 2. 
 

 
Figure 2. Relative importance of RNs 

 
 
Figure 2 shows that the global class link of the single response tie RNs is the most significant in both networks. 
Table 4 shows that in both networks the strength parameter θ of the link class is negative. This means that the 
major observed phenomenon in both networks is a significant tendency for not responding. As elaborated above, 
this can be explained by basic self-interest – minimizing the effort required to forge a response tie vs. the 
possible social capital reward, given that every response tie is a redundant viewing tie. This supports hypothesis 
H1. This  is a feature of every broadcast network, irrespective of the design of the network. 
 
Actual responsiveness is formed by neighborhoods of other classes. These neighborhoods are quite different in 
the two networks. The significant RNs in the team network are from the global classes transitivity and out-stars. 
The significant RNs in the forum network are from the personal class resp18, and from the global classes 
mutuality and in-stars. We will consider each of these RNs below. 
 
The team network has a positive tendency to create transitive RNs. Specifically, the likelihood of setting up a 
response tie from any actor i to any other actor j is enhanced (by 1.37) if that tie completes a transitive triangle 
RN. No such tendency exists in the forum network.  
 
These tendencies can be explained by the cognitive balance theory. It seems that the design of the team network 
leads to the cognition balance mechanism, by which dissonance between actors and between their perceptions of 
objects is resolved by balanced paths of communication. This can be attributed to the interdependence built into 
the design of the network and to the particular goal which forced the participants to reach consensus during the 
online debate (in order to submit joint proposals).  The forum network, on the other hand, was a series of typical 
short, limited scope Q&A sessions, usually related to an assignment. There was no drive to settle conceptual 
inconsistencies regarding past issues, or dissonance in perceptions regarding others. Thus, no cognitive balance 
mechanism was needed and none was established.  This explains why H6 was accepted for the team network but 
not for the forum. 
 
Introducing the personal class resp18 to the model of the forum network increases its goodness of fit by 21%. The 
tendency of N18 – the Tutor - to respond is significant. Specifically, in the forum network the odds of setting up 
a response tie (i → j) increases (by 1,280) if actor i is the Tutor. In contrast, the personal class of the tutor's 
responses in the team network, resp1, is statistically insignificant. This simply means that the tutor of the team 
network, P1, showed no tendency to respond.  
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This difference is attributed to role-assignment designs of the two networks. The tutor of the forum network was 
assigned the job of responder. The tutor of the team network was – deliberately – not assigned that role. This 
results in a difference their tendency to create the personal class of RNs. A similar observation, mentioned 
above, is that none of the students in either network showed a significant personal residual tendency to respond, 
which supports hypothesis H8. This again is attributed to the fact that students were not assigned any particular 
role. Similarly, in both networks every actor could trigger others by posting a question. No student was pre-
assigned the role of trigger. This is reflected in the insignificance of the triggi class of neighborhoods (consisting 
of a single response tie towards actor i), in agreement with hypothesis H9.   
 
We see that the tutors in both networks had no significant tendency to trigger others, contrary to assumption 
H11. This is because the tutors' behavior was not controlled by roles but by other factors. In the forum network, 
the tutor served only as a helper or responder; no initiation of discussion was designed; accordingly, no 
triggering role was assigned to the tutor. In the team network, discussion was initiated by the tutor, but the 
design of the collaborative work dictated that the tutor should step aside. The tutor was therefore not responsible 
for triggering others. 
 
Incorporating the out-stars class increases the goodness of fit of the Markov model for the team network by 5% 
but has no significance for the forum network. This means that in the team network the likelihood of forging a 
response tie from any actor i to an actor j is enhanced (by 1.2) if the tie completes an out-star. No such tendency 
is observed in the forum network.  
 
The tendency to create out-stars, that is, to forge more than one response tie can be explained by the contagion 
theory (hypothesis H5) and the theory of collective action (hypothesis H2). Contagion theory predicts tendencies 
toward both in-stars and mixed-stars, but these predictions were not supported by the data for either network. 
Thus, hypothesis H5 was rejected for both networks. In general, contagion by exposure, as found in friendship 
relations, is a time-consuming process which, presumably, could not be developed during the short lifetime of 
the networks (one semester).  
 
H2 was accepted for the team network but rejected for the forum network. This theory assumes the development 
of peer pressure, provided that network density and centrality are above threshold values. This condition is 
apparently fulfilled for the team network, but not for the forum network. The process of developing peer pressure 
has to overcome the basic tendency for passiveness. In the team network, appropriate initial conditions – 
commitments, interdependence, and in particular promotive interactions – were set up, and peer pressure was 
maintained by the tight schedule of common sub-goals imposed on the network. None of these features were 
designed into the forum network, hence no peer pressure was developed, and no drive for collective action arose.  
 
The mutuality class of RNs accounts for 4% of the goodness of fit of the Markov model for the forum network. It 
has no significance for the team network. This means that in the forum network the likelihood of setting up a 
response tie from any actor i to any actor j is enhanced (by 5,000) if that tie closes a mutual tie. (As stated 
elsewhere in this paper, the actual number is not precise). No such tendency for mutuality RNs exists in the team 
network.  
 
Mutuality RNs are constructed on the basis of the exchange mechanism postulated by the theories of exchange 
and resource dependency. Actors select their partners for response according to their particular resource-
promising state.  In the forum network the actors prefer to forge response ties (if at all) with partner(s) who 
usually respond to them – which in this network is the tutor. The tutor is an a priori resource-promising actor as 
result of her pre-assigned role. This kind of exchange calculus is not developed in the team network because 
actors in that network cannot identify a priori resource-promising actors. Hence H3 is accepted for the forum 
network but rejected for the team network. 
 
The in-stars class of neighborhoods accounts for 3% of the goodness of fit of the Markov model to the forum 
network but has no significance in the team network. In that network the likelihood of setting up a response tie 
from i to j decreases if this tie complements an in-star neighborhood, that is, if some other actor already has a 
response tie with j. Contagion theory and the theory of uncertainty reduction both predict a positive tendency for 
in-stars RNs. This prediction is not fulfilled. Hypotheses H5 and H7 are rejected for both networks. As 
mentioned above, the fact that a contagion process did not develop can probably be attributed to the short 
lifetime of the networks (one semester). In addition, it seems that there was no need in either network to reduce 
uncertainties by attracting responses from several sources: in the forum network, the tutor was assigned this role; 
in the team network, the rules of the game were clearly explained in the document detailing the design of the 
forum. 
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Table 5. Summary of Results 
Predicted Hypotheses and Tendencies  Results and explanation 
H1: link < 0 
Few single tie links 

Supported for both networks 

H2: If large density, centrality, and size, then out-stars > 
0  
Respond to several others 

Supported only in team; lack of promotive 
interactions in forum 

H3: mutuality  > 0 
Tendency to reciprocate to resource promising partners 

Supported only in forum; non-existence of a 
priori resource-promising actors in team. 

H4: cyclicity > 0 
Tendency to respond cyclically to resource-promising 
partner 

Rejected for both networks; no need for 
information exchange via mediators 

H5: out-stars > 0; in-stars > 0; mixed-stars > 0; 
transitivity > 0 
Respond to same as other equivalent actors 

Rejected for both networks; contagion process 
could not develop in the short lifetime 

H6: transitivity > 0 
Respond via several paths 

Supported only in team; difference in consensus 
reaching requirements and interdependence 

H7: in-stars > 0 
Attract responses from several others 

Rejected for both networks; uncertainties were 
clarified by the design (in team) and by the tutor 
(in forum) 

H8: {respi = 0 | i Є students} 
H9: {triggi = 0 | i Є students} 
H10: {respi > 0 | i = tutor} 
H11: {triggi > 0 | i = tutor} 
Residual personal tendencies to respond or trigger only 
to actors with pre-assigned roles 

H8, H9: Supported for both networks; no pre-
assigned role of responders to students 
H10: Supported in forum, but not in team; 
differences due to differences in pre-assigned 
roles of the tutor 
H11: rejected for both; no pre-assigned role of 
triggers to students 

 
 
The negative tendency toward in-stars RNs means that participants in the forum network deliberately avoid 
responding again to the same actor. This phenomenon is explained by the theory of social capital: responding 
again to an actor is a waste of energy; it decreases the structural autonomy of the responder. 
 
Neither network shows a tendency for mixed-stars or cyclicity classes of RNs. mixed-stars is predicted by 
contagion theory, hypothesis H5; the tendency for cyclicity is predicted by the theory of generalized exchange, 
hypothesis H4. Both hypotheses were rejected for both networks. As mentioned above, it is plausible that the 
contagion mechanism could not develop during the short lifetime of the networks. The theory of generalized 
exchange relies on knowledge transfer through intermediaries, who seem to be unnecessary in online broadcast 
networks. 
 
Our findings, according to hypotheses, are summarized in Table 5. 
 
 
Conclusions 
 
Our analysis shows that the minimal-effort hunt-for-social-capital mechanism, predicted by the theory of social 
capital & transaction costs controls a large part of the behavior of both networks: a negative tendency to respond. 
This is a feature of every broadcast network, independent of design.  
 
Differences in the goals, interdependence, and the promotive interaction features of the designs of the two 
networks lead to the development of different mechanisms: cognitive balance, predicted by the balance theory, 
and peer pressure, predicted by the collective action theory developed in the team network, but not in the forum 
network. An exchange mechanism developed in the forum network, but not in the team network. In addition, the 
unique pre-assigned role of the tutor in the forum network gave rise to the responsibility mechanism in that 
network, but not in the team network. The differences in the mechanisms led to the formation of different sets of 
RNs, transitive triads and out-stars in the team network, mutual dyads in the forum network. These RNs show up 
macroscopically as differences in cohesion and in distribution of response power and in knowledge construction 
(Aviv et al. 2003). 
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It should be noted that the important contagion mechanism did not develop in either network. This mechanism, if 
developed, would have led to social influence and imitation in attitudes, knowledge, and behavior, which would 
have developed all kinds of star RNs. The required design parameters – promotive interaction – were in place in 
the team network, but it seems that the lifetime of the network was too short for the development of this 
mechanism. This idea should be explored in longer-lived networks. 
 
 
Further Research 
 
There are obvious limitations to the conclusions drawn here. First, we have considered only two networks. In 
order to capture the commonality, as well as the differences in design, neighborhoods, and mechanisms of online 
networks, one needs to consider a larger set of networks of different sizes, topics, and, in particular, with 
different designs. Furthermore, one should consider a set of relations embedded in these networks. One possibly 
relevant relation between actors is common interest, which can be captured by common keywords in transcripts 
and/or common sets of visited web-pages. 
 
Another limitation lies in restricting ourselves to Markov neighborhoods. Pattison and Robbins (2002) 
emphasized the possible importance of non-Markovian neighborhoods and brought initial evidence of the 
empirical value of models that incorporate such neighborhoods. Thus, the dependence structures can, and 
perhaps should, be treated as a hierarchy of increasingly complex dependence structures. 
 
It seems that SNA, and in particular p*, can be a useful research tool for revealing network architectures and 
mechanisms of online networks.  There are numerous directions for future research. One direction is “network-
covariate interaction.” Several studies, such as Lipponen, Rahikainen et al. (2001), revealed that certain 
participants take on the roles of influencers (who trigger responses) or of celebrities (who attract responses). 
Others are isolated – no-one responds to them or is triggered by them. The question is whether this behavior 
depends on individual attributes or whether this is universal and found across networks. Another direction is 
“network dynamics,” an inquiry into the time development of network structures. When do cliques develop? Are 
they stable? What network structures determine their development? Yet another direction is “large group 
information overload.” It is well known that the dynamics of large groups leads to boundary effects that occur 
when the group and/or the thread size increase (Jones, Ravid & Rafaeli 2002). How are these manifested in 
online networks?  
 
One practical implication of the methodology used here is the possibility for online monitoring and evaluation of 
online networks, by embedding SNA tools into network support environments. This can provide the instructor an 
intuitive understanding of the student’s interactions within the network (Saltz, Hiltz & Turoff 2004). 
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ABSTRACT 

The author analyzes properties of mutual information between dichotomous concepts and test items. The 
properties generalize some common intuitions about item comparison, and provide principled foundations 
for designing item-selection heuristics for student assessment in computer-assisted educational systems. 
The proposed item-selection strategies along with some common and conceivable methods, including 
mutual information-based methods and Euclidean and Mahalanobis distance-based methods, for student 
classification are evaluated in a simulation-based environment. The simulator relies on Bayesian networks 
for capturing the uncertainty in students’ responses to test items. Simulated results indicate that the 
heuristics built upon the theoretical properties offer satisfactory performance profiles for item selection, 
and, not surprisingly, mutual information-based methods offer better performance for the task of student 
classification than distance-based methods.  
 

Keywords 
Educational assessments, Item selection, Intelligent tutoring, Mutual information, Bayesian networks, 
Mahalanobis distance, Classification, Adaptive interfaces, Uncertain reasoning 

 
 
Introduction 
 
Testing is the dominant way for assessing students’ knowledge levels. Possible applications of the assessment 
include, but are not limited to, assigning scores to the students and diagnosing students’ incompetence in some 
concepts (Yan et al., 2003). Given an item bank, test administrators face the challenge of selecting the proper 
subset of items which will facilitate the revealing of students’ internal competence levels. In the recent decade, 
practitioners and researchers consider adaptivity as an additional important factor in item selection. In an 
interactive environment, adaptive item selection offers the chance of achieving the assessment goals with 
relatively shorter test length (Welch and Frick, 1993). Taking these two subgoals together, a good item selection 
strategy should attempt to select items from the item bank so that we can assess students both effectively and 
efficiently.  
 
A main challenge for making good selection of items come from the uncertainty that item-response patterns may 
not reflect students’ competence patterns perfectly. In the ideal case, students always respond correctly to the 
items for the concepts that the students already understand and can apply, and always respond incorrectly to 
items otherwise. In such an ideal world, there will be few difficulties, if any, in diagnosing students’ deficiency 
by their item-response patterns. In the real world, students’ item-response patterns are “fuzzy” (Birenbaum et al., 
1994) because students may slip (responding incorrectly to items that they are supposed to respond correctly) 
and guess (responding correctly to items that the students do not have necessary knowledge).  
 
The research community has admitted that uncertainty is a common challenge in many educational applications, 
and has proposed probability-based methods to cope with the problem. Researchers employ Bayesian networks 
(Pearl, 1988) for inferring students’ actions in an interactive environment (Conati et al., 2002) and for modeling 
students’ competence in concepts about arithmetic (Mislevy and Gitomer, 1996) and physics (Vanlehn and 
Martin, 1997). Despite the consensus on the applicability of probability theories to educational applications, 
researchers may apply probabilistic information in different ways. For instance, Collins et al. (2002) and Millán 
et al. (2000) investigate applications of adaptive item selection with the help of Bayesian networks, but they do 
not agree on the formula that they use to compare test items. The disagreement can lead to different selected 
subsets of test items for the assessment task, and results in different system efficiency. From the author’s 
standpoint, this agreement was a result of relying on intuition-based heuristics, and information theory offers a 
chance to find a more acceptable common ground for the research community.  
 
In this paper, we concern ourselves with a latent class analysis problem in which we observe students’ item-
response patterns for classifying the students into a limited number of groups (Dayton, 1991). We compute 
mutual information (Cover and Thomas, 1991) with the help of Bayesian networks, for adaptively selecting test 
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items that are more likely to reveal students’ mastery of concepts and students’ groups in a simulated 
environment. Experimental results indicate that guiding the item selection process with mutual information-
based measures offers relatively better performance in classifying students into their unobservable types than 
guiding the selection with distance-based measures. We also investigate theoretical properties of mutual 
information. These properties shed light on the nature of item comparison, and offer a good basis for designing 
heuristics for item selection when computing exact mutual information is considered computationally costly. 
Experimental results show that the mutual information-based heuristics, designed based on the theoretical 
properties, provide satisfactory performance in item selection and student assessment.  
 
We employ a Bayesian network-based simulation environment in evaluating the effectiveness of different 
approaches for item selection and student classification. Using simulated students in intelligent tutoring systems 
is not new to the research community. For instance, VanLehn et al. (1994) apply simulated students to helping 
people to adjust their teaching and learning strategies where the models are constructed based on some 
reasonable cognitive analyses (cf. Mislevy et al., 1998), and Beck (2002) employs simulated students for 
locating and improving poorly performing components in his system. VanLehn refers to the simulated students 
as simulees, and we will continue to use this term. Although the simulees may not mimic human behavior 
closely, it will be clear shortly that the Bayesian network-based models offer a convenient infrastructure for 
capturing the fuzziness in students’ responses to test items and the dependent relationships among the test items. 
One advantage of this simulation-based evaluation is that it is easy to generate thousands of simulated students 
for the evaluation task for this theoretical study, though we have to take the simulated results with grain of salt.  
 
This paper compiles and extends related material partially presented in three conference papers (Liu, 2004; Liu 
et al., 2004; Liu, in press), and reports experimental results of broader coverage. In the following section, we 
formulate our applications with Bayesian networks and elaborate on the applications of mutual information to 
adaptive item selection. Useful theorems and corollaries of mutual information will be presented and discussed, 
and we will apply the theorems and the corollaries for designing heuristics for item selection. Next, we look into 
the Bayesian network-based simulation environment that we employ for generating students’ data. The simulated 
data will be used in evaluating different approaches for item selection and student classification. Finally, we 
examine and discuss the simulation results before concluding the paper with a brief discussion.  
 
 
Adaptive Student Assessments 
 
Consider the domain in which students should learn a set of n concepts C={C1, C2,…, Cn}. Some of the concepts 
in C are basic concepts, and others are composite ones that are integrated from the basic concepts. For easier 
identification, we use cX and dY to denote the basic and the composite concepts, respectively, where Y signifies 
the components that comprise the composite concept. For instance, dAB is integrated from cA and cB. We also 
assume that, for each concept Cj, there is a set of m(j) test items for evaluating students’ competence in Cj, and 
denote this set of items by Ij={Ij,1, Ij,2,…,Ij,m(j)}. For easier reference, we refer to the basic concepts of the 
composite concepts as the parent concepts of the composite concepts. We also refer to Cj as the parent concept 
of items in Ij. 
 
We classify students according to whether students are competent in concepts in C, so there are at most 2n 
competence patterns. However, we assume that there are a limited number of competence patterns that the 
students really exhibit, and denote the set of these s types of students by G={g1, g2, …, gs}.  
 
We employ the Q-matrix that (Tatsuoka, 1983) originally used to encode the relationships between items and 
concepts for representing the relationship between student types and their competence patterns in C. Let qg,c be a 
cell in the Q-matrix. If c represents a basic concept, then qg,c=1 signifies that the g-th type of students are 
competent in c. If c represents a composite concept, then qg,c=1 signifies that the g-th type of students are 
competent in integrating basic concepts for c. Note particularly that, when c represents a composite concept, 
qg,c=1 is not a sufficient condition for the g-th type of students to be competent in c. In principle, it is possible 
that students might have the potential to integrate the ingredient concepts, while they do not have sufficient 
knowledge in the ingredient concepts. Note also that, although we use 1 or 0 in the matrix, our simulator 
embraces a randomization mechanism to make the relationships between student groups and competence 
patterns a bit uncertain, which will become clear later in this paper, i.e., the subsection on Generating the 
Simulees. Table 1 contains a sample Q-matrix where we assume only 9 types of students. 
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student types cA cB cC dAB dBC dAC dABC
1 1 1 1 1 1 1 1 
2 1 1 1 1 1 0 0 
3 1 1 1 0 0 1 1 
4 1 1 0 1 0 0 0 
5 0 1 1 0 1 0 0 
6 1 0 1 0 0 1 0 
7 1 1 1 0 0 0 0 
8 1 1 0 0 0 0 0 
9 0 0 1 0 0 0 0 

Table 1. A sample Q-matrix 
 

 
Formulation with Bayesian Networks 
 
In the past decade or so, Bayesian networks (Pearl, 1988; Jensen, 2001) have become an important formalism for 
representing and reasoning about uncertainty, using probability theories as their substrate. Researchers of 
educational assessment have also studied the applications of Bayesian networks in education (e.g., Conati et al., 
2002; Mislevy et al., 1999).  
 
A Bayesian network is a directed acyclic graph, consisting of a set of nodes and directed arcs. The nodes 
represent random variables, and each node can take on a set of possible values. The arcs signify direct 
dependence between the connected nodes in the applications qualitatively. A node at the terminal with an arrow 
of the arc is a child node of the parent node that is located at the terminal without an arrow. In addition to the 
graphical structure, associated with each node in the network is a conditional probabilistic table (CPT) that 
specifies the probabilistic relationship between values of the child and the parent nodes. Roughly speaking, the 
contents of CPTs quantitatively specify the strength between the directly dependent random variables that are 
connected by the arcs. By construction, the contents of the CPTs of all nodes in the network indirectly and 
economically encode the joint distribution of all variables in the network. As a result, we can compute any 
desired probabilistic information with a given Bayesian network.  
 
Let C  be the random variable that encodes the degree of the mastery of the concept, and X  be the random 
variable representing the outcomes of using an item for testing the mastery of .C  In this paper, we assume that 
variables for both concepts and items are dichotomous. A variable for the mastery of a concept takes the value of 
either good or bad, and a variable for the response to an item takes the value of either correct or incorrect. For 
simplicity of notation, we use a small letter of the variable to denote the “positive” value of the random variable, 
and a small letter with a bar to denote the “negative” value of the variable. For instances, )|Pr( cx  denotes 

),|Pr( goodCcorrectX ==  and )|Pr( cx  ).|Pr( badCincorrectX ==  We use the special symbol PR  and 
capital names of random variables to denote the probability values of all possible combinations of the values of 
the involved random variables. For instance, )|( CXPR  denotes )}.|Pr(),|Pr(),|Pr(),|{Pr( cxcxcxcx  
Similarly, we use simplified notation for the conditional probability of a composite concept, whose state depends 
on its parent concepts. For instance, we use )|Pr( cadab  for ).|Pr( badcAgooddAB ==  
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Figure 1. Bayesian networks marked with qualitative signs 

 
 
We can use the very simple Bayesian network shown in Figure 1(a) to represent that C  is the parent concept of 
a test item .X  In practice, we have no reason to assume that the probability of answering X  correctly would 
decrease when a particular student gets a hand on .C  Therefore, in Figure 1(a), we also have 

),|Pr()|Pr( cxcx ≥  and we show this positive influence of C  on X  by marking the link between them with a 
“+” symbol, following the tradition of Qualitative Probabilistic Networks (QPNs) (Wellman, 1990). (In a fully-
fledged QPN, random variables may have relationships of negatively influence, denoted by “-”, and ambiguity, 
denoted by “?”. One marks the relationship between a concept and an item by “-”, when understanding the 
concept hinders a student from answering the item correctly.) We can use the network shown in Figure 1(b) 
when we have two items available for testing the competence in .C  Notice that, when we accept Figure 1(b), we 
assume that the student’s responses to X  and Y  become independent given the information about the student’s 
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mastery of .C  When we believe that mastering a parent concept, e.g., B  in Figure 1(c), helps the mastery of ,C  
we can add a node for B  and draw a link with a plus sign from B  to C  as well. According to the inference 
rules for QPNs, we can infer that mastering concept A  in Figure 1(c) indirectly improves the mastery of ,C  and 
further increases the chances of responding to X  correctly. In written form, we use ),( CAS +  and ),( XAS +  to 
denote the positive influences of A  on C  and ,X  respectively. (We will discuss matters about Figure 1(d) in a 
later section.) 

group

cA cB cC

dAB dBC dAC dABC

iA1

iA3
iA2

iC2
iC3
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iB2
iB3
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iAC3iAC2iAC1

iBC3iBC2iBC1  
(a) 
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cA cB cC

dAB dBC dAC dABC  
(b) 

Figure 2. A Bayesian network for encoding data in Table 1 
 
 
Figure 2(a) shows a possible Bayesian network for a realizing the Q-matrix in Table 1. The group node 
represents the types of students. Nodes whose names start with ‘i’ represent correctness of students’ responses to 
test items, and can take either correct or incorrect as their values. The other nodes are also dichotomous, each 
representing whether or not a student understands the concept that is denoted by the names of the nodes.  
 
The arcs connecting the related basic and composite concepts, e.g., those between cA, cB, and dAB, suggest that 
the competence in the parent concepts directly influences the competence in the composite concepts. The arcs 
connecting the group node and cX nodes capture the assumption that different student groups show different 
competence in cX, while the arcs connecting the group node and dY nodes capture the assumption that different 
student groups have different ability in integrating the basic concepts for a dY. We could have put a “+” sign on 
the links from basic to composite concepts, as increasing the mastery of basic concepts increases the chance of 
achieving better mastery of composite concepts. Figure 2 does not include these signs for qualitative 
relationships for readability of the figure. Figure 2(b) and Figure 5 that will come up later do not include nodes 
for test items, because depicting nodes for all items makes the picture less readable as Figure 2(a) has proved. If 
m(j)=3 for all Cj in C, we will have to add three nodes for each concept, and add links from the parent concepts 
to their test items.  
 
Note that, in our formulation, the responses to test items are not independent given the student’s group identity, 
as many systems that rely on the item-response theory (IRT) (Hambleton, 1991) may have assumed. Similar to 
the discussion for Figure 1(b), we also assume that the responses to items in Ij are independent, given the 
mastery of the parent concept Cj. However, using the network in Figure 2(a) as an example, the responses to 
items designed directly for dABC and dAB remain dependent given the mastery of cB and the student’s 
subgroup. The mastery of cA makes the responses to items for dABC and dAB remain dependent. Hence the 
Bayesian network-based models are more general than the IRT-based models. 
 
Given the network structure, we still need to provide a CPT for each node. Figure 2 does not show the CPTs of 
the network, but more details about the CPTs will be provided later in this paper. Similar to how people fit IRT 
models to collected test data, we can use statistical methods to estimate these parameters, e.g., (Mislevy, 1999). 
Once the numerical information becomes available, the network is ready to serve our applications. 
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Mutual Information-Bases Assessments 
 
For the extremely simple case shown in Figure 1(b), it would be helpful if we have a principled way for 
determining whether we should administer X  or Y  for assessing the subject student’s competence in .C  We 
can compute the mutual information );( CXMI  (Cover and Thomas, 1991) between C  and X  for item 
comparison with a Bayesian network. 

∑ ∑
∈ ∈

=
)( )( )Pr()Pr(

),Pr(log),Pr();(
Cdomainc Xdomainx xc

xcxcCXMI  

 
Since ),|()();( XCHCHCXMI −=  where )(CH  and ),|( XCH  respectively, denote the entropy of C  and 
the conditional entropy of C  given ,X  );();( CYMICXMI ≥  implies that ).|()|( YCHXCH ≤  Hence we 
should prefer an item that has larger mutual information with C  because the information about such an item 
allows less uncertainty about .C  (Note that, although ),|()();( XCHCHCXMI −=  we do not need to compute 

)(CH  and )|( XCH  separately for obtaining the mutual information between C  and X . We can compute the 
mutual information with the definition directly. The purpose of discussing the relationship 

)|()();( XCHCHCXMI −=  is simply to explicate the usefulness of mutual information.) 
 
Based on this observation, we use the following procedure for classifying students by their item-response 
patterns. Given a Bayesian network for the assessment task, this procedure iteratively selects and administers the 
test item that has the largest conditional mutual information with group. Step 2 updates the distribution over 
group based on the student’s responses, each of which must be either correct or incorrect. The most probable 
subgroup is considered to be the student’s subgroup 
 
 
MI-ADAPT: Procedure for adaptive student assessment 
 
1. Select and administer the item that has the largest mutual information with group 
2. Select the most probable subgroup in group as the student’s subgroup, based on the posterior probability 

distribution over group, updated for the results of administering the selected items 
3. Stop the classification task, if every item has been administered; otherwise continue 
4. Compute the mutual information between each available item and group, given the results of administering 

previous items 
5. Select and administer the item that has the largest condition mutual information with group, and return to 

step 2 

The records collected at step 2 allow us to inspect the transient performance of this adaptive procedure. At step 
3, the simulation will not stop until it uses up all the available test items for each examinee. This is certainly not 
to occur in a realistic assessment. We choose to do so because we would like to observe the performance profiles 
as much as possible in experiments. 
 
 
Heuristics for Item Selection 
 
Although we achieved high accuracy of classification in (Liu, 2004), the computational costs of step 2 in MI-
ADAPT remain a concern. The computation of a particular mutual information between a pair of random 
variables may need just one propagation in the Bayesian network, but this “one propagation” can be quite costly 
as computing either exact or approximate probabilities in Bayesian networks is NP-hard (Cooper, 1990; Dagum 
and Luby, 1993). The problem will be exacerbated when we need to compute the mutual information between 
each test item and the random variable of interest. In Figure 2, we have to compute the mutual information 
between each untested item with group, and there may be hundreds or thousands of test items available in a 
realistic test-item database. We investigate theoretical properties of mutual information that shed light on the 
nature of item comparison and help us to design heuristics for item selection, and explore some distance-based 
heuristics in this section. 
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Useful Properties of Mutual Information for Item Comparisons 
 
Our theorem and corollaries originate from Theorem 1. Notice that, except in Theorem 1, we assume all 
variables are dichotomous. Although we do not have to restrict the interpretation of variables C  and X  while 
deriving the mathematical relationships, it will be easier to understand the whole procedure by considering C  
and X , respectively, as the competence of a parent concept of a test item and the correctness of a response to the 
test item. 
 
Theorem 1 (Cover and Thomas, 1991) Let )Pr()|Pr(),Pr( ccxxc =  be the joint distribution of C  and .X  The 
mutual information );( CXMI  is a concave function of )(CPR  for fixed )|( CXPR  and a convex function of 

)|( CXPR  for fixed ).(CPR  
 
Lemma 1 0);()|Pr()|Pr( =⇒= CXMIcxcx  (because of independence between C  and X ) 
 
Theorem 2 For a fixed ),Pr(c  when ),|Pr()|Pr( cxcx ≥  );( CXMI  is a monotonically increasing function of 

)|Pr( cx  for a fixed ),|Pr( cx  and a monotonically decreasing function of )|Pr( cx  for a fixed ).|Pr( cx  
 
Proof. Consider the space of )|Pr( cx  and )|Pr( cx  shown in Figure 3. Each point in the space represents a pair 
of )|Pr( cx  and )|Pr( cx  for a particular distribution ).|( CXPR  The square contains all possible combinations 
of )|Pr( cx  and ),|Pr( cx  and the diagonal line segment represents the situations when ).|Pr()|Pr( cxcx =  

D

A
B S

T

Pr(x|c)0

1

1

Pr(x|c)

 
Figure 3. The space for )|( CXPR  represented by ))|Pr(),|(Pr( cxcx  

 
 

Let ),|( CXPRa ),|( CXPRb ),|( CXPRd ),|( CXPRs  and ),|( CXPRt respectively, denote the probability 
distributions represented by A, B, D, S, and T in Figure 3. Assume that B, S, and A are on a horizontal line 
segment, and that D, T, and A are on a vertical line segment. The coordinates of S must be a linear combination 
of the coordinates of the terminals of the line segment where S resides, and this geometric fact applies to T 
analogously. As a result, we can express ),|( CXPRa  ),|( CXPRb  ),|( CXPRd ),|( CXPRs  and )|( CXPRt  
in the following manner, where mn ≤  and .1,0 ≤≤ δγ  

);,()|( nmCXPRa =  );,()|( nnCXPRb =  );,()|( mmCXPRd =     
)|()1()|()|( CXPRCXPRCXPR bas γγ −+=       (1) 
)|()1()|()|( CXPRCXPRCXPR dat δδ −+=       (2) 

 
Let ),;( CXMI a ),;( CXMIb ),;( CXMI d ),;( CXMI s  and ),;( CXMIt  be the mutual information );( CXMI  
when )|( CXPR  takes on the distribution represented by A, B, D, S, and T, respectively. Applying Lemma 1, 

);( CXMIb  and );( CXMI d  must be zero. In addition, because )|( CXPRs  is a linear combination of 
)|( CXPRa  and )|( CXPRb  in (1), the following inequality must hold according to Theorem 1. 
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In Figure 3, the only difference between A and S is that the )|Pr( cx  of A is larger than that of S. Hence we have 
shown that, when ),|Pr()|Pr( cxcx ≥  );( CXMI  is a monotonically increasing function of )|Pr( cx  for fixed 

)Pr(c  and ).|Pr( cx  
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Analogously, the following inequality must hold according to Theorem 1, because )|( CXPRt  is a linear 
combination of )|( CXPRa  and )|( CXPRc  in (2). 
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In Figure 3, the only difference between A and T is that the )|Pr( cx  of A is smaller than that of T. Hence we 
have shown that, when ),|Pr()|Pr( cxcx ≥  );( CXMI  is a monotonically decreasing function of )|Pr( cx  for 
fixed )Pr(c  and ).|Pr( cx  
 
Theorem 2 provides a basis for preferring one test item against others without having to actually compute the 
mutual information. The following corollary of the theorem allows us to compare two items by examining their 
associated CPTs in Bayesian networks, and is applicable for determining when and explaining why we should 
prefer X  to Y  in Figure 1(b). 
 
Corollary 1 Let C  be the parent concept of items X  and .Y  We have );();( CYMICXMI ≥  if 

).|Pr()|Pr()|Pr()|Pr( cxcycycx ≥≥≥  
 
Proof. This corollary results directly from Theorem 2.       
 
As an extreme case, when 1)|Pr( =cx  and 0)|Pr( =cx , the item X  will have the largest mutual information  
with C , and is the top choice for testing students’ competence in .C  On the other hand, when 

),|Pr()|Pr( cxcx =  no item offers less amount of information with C  than ,X  so X  is the worst item to 
administer. Corollary 1 dictates that the distribution ),|( CXPRa  represented by A in Figure 3, offers the largest 

);( CXMI  among all points within the triangle ΔABD. Hence, Corollary 1 generalizes intuitions for item 
comparison. Nevertheless, Corollary 1 does not allow us to obtain a total ordering of the mutual information 
between the test items and any given concept. Corollary 1 does not guarantee specific relationships between A 
and other points outside ΔABD. Our experiments show that the mutual information offered by other points 
outside of the triangle can have any possible relationship with that offered by A, depending on the numerical 
peculiarities. 
 
Figure 1(d) shows an additional scenario when Theorem 2 applies. The tilted short curves represent that C  and 
D  do not have to have a direct relationship. In this figure, D  is the parent concept of two dichotomous items, 
X  and ,Y  and there is a concept C  that positively influences .D  The following corollary shows when an item 

is better than the other for assessing the mastery of a related concept. Corollary 2 holds as long as C  positively 
influences ,D  i.e., ),( DCS + , as is defined in QPNs. 
 
Corollary 2 We have );();( CYMICXMI ≥  if )|Pr()|Pr()|Pr()|Pr( dxdydydx ≥≥≥  and 

),|Pr()|Pr( cdcd ≥≥ τ  where 

.
))|Pr()|(Pr()|Pr()|(Pr(

)|Pr()|Pr(
dxdydydx

dxdy
−+−

−=τ  

 
Proof. This corollary extends Corollary 1. The proof involves some algebraic manipulations of the probabilistic 
terms.   
 
Corollary 2 dictates that even if X  is more related to D  than Y  is does not imply that X  is more related to C  
than Y  is. This is against what one might have intuitively thought. In realistic assessment, test administrators 
need to watch whether )|Pr()|Pr( cdcd ≥≥ τ  really holds in the tests to make sound inference about students’ 
competence based on their item responses. 
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Mutual Information-Based Heuristics 
 
In previous work, researchers choose some probability-based heuristics for selecting items with Bayesian 
networks that have subtly different structures than ours. Collins et al. (1996) use |,)|Pr()|Pr(| xcxc −  and 
Millán et al. (2000) argue for ).Pr())Pr()|(Pr()Pr())Pr()|(Pr( xcxcxcxc −−−  Using different criteria for test 
item selection will lead to different test procedures for students, and have a great impact on the effectiveness of 
adaptive tests. 
 
Theorem 2 and its corollaries provide the support for a different heuristic. Given two items, X  and ,Y  and their 
parent concept ,C  an imprecise interpretation of Corollary 1 suggests that X  has more mutual information with 
C  than Y  does, if ).|Pr()|Pr()|Pr()|Pr( cycycxcx −≥−  This interpretation is problematic because 

)|Pr()|Pr()|Pr()|Pr( cycycxcx −≥−  is a necessary condition of, but not a sufficient condition of, 
).|Pr()|Pr()|Pr()|Pr( cxcycycx ≥≥≥  Corollary 2 further states that items that have larger mutual 

information with their parent concepts may have larger mutual information with a concept that is related to their 
parent concepts, when )|Pr()|Pr( cdcd ≥≥ τ  holds. Putting these together, an item X  with larger 

)|Pr()|Pr( cxcx −  might have larger mutual information with a concept that is remotely related with ,C  under 
ideal circumstances. The heuristic score of an item ,X  with C  as its parent concept, is thus defined as follows. 
 

)|Pr()|Pr()( cxcxXs −=        (3) 
 
When the ideal conditions do not hold, we may select a non-optimal item. The heuristic is also a static measure 
that does not change with the students’ item responses on the fly as the conditional mutual information that we 
compute in MI-ADAPT would. 
 
The previous heuristic helps us to pick the best item designed for a particular concept, but does not provide clues 
for selecting items of which concept that we should examine. At present, we rely on the “distance among 
concepts” to select the concept, and define a distance measure based on the information contained in the Q-
matrix. Let kjq ,  denote the cell at the j-th row and the k-th column in the Q-matrix. Recall that kjq ,  represents 

the competence of typical students of type jg  in kC . Assuming that there are s subgroups of students, the 

Euclidean distance between the vectors  ),,,( ,,2,1 hshh qqq …  and ),,,( ,,2,1 kskk qqq …  can be used as an 
indication of how the concepts hC  and kC  can help us distinguish students of different subgroups. Hence we 
define the distance between hC  and kC  as (4). 
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Let U⊂C denote the set of parent concepts of the administered items. The distance between concepts mC  and a 
subset U⊂C is defined in (5). If UCm ∈ , 0),(2 =UCd m . Based on the idea of content balancing (Leung et al., 
2003), the item that is designed for a concept C∉U may help us to gather more unknown information than a 
C’∈U. Moreover, among all items for such untested concepts, we prefer the concept that has the largest 

),(2 UCd  because such a C appears to be most dissimilar to concepts in U. Since there are more items than 
concepts in our experiments, we reset U to an empty set every time one item of each concept has been 
administered, whenever necessary. 
 

UCCCdUCd m
UC

tmm
l

∉= ∑
∈

,),(),( 12       (5) 

 
 
Distance-Based Heuristics 
 
For comparison purposes, we evaluate the possibility of classifying students without relying on Bayesian 
networks. We use distance-based measures for student classification, and prefer the subgroup that has the 
shortest distance between its standard competence pattern and the student’s item-response pattern. Given a 
student’s item-response pattern, we create a competence pattern ),,,,( 21 nrCrCrCR =  where mrC  is the ratio 
of the student’s correct responses to administered items for .mC  In the extreme cases, mrC  will be, respectively, 



108 

1 and 0, if the student responds to all administered items for mrC  correctly and incorrectly. mrC  will be 0.5, if 
either no item for mC  is administered yet or the student responds correctly to half of the items for .mC  
 
Given a vector ,R  we compute the Euclidean distance between the stereotypical competence patterns of the 
student and each subgroup kg  of group as follows. (Recall that n is the number of different concepts when we 
defined C={C1, C2,…, Cn}, and that ),,,( ,2,1, nkkk qqq …  represents the typical competence patterns of students 
of subgroup kg .) 
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t
ttkk rCqgRd         (6) 

 
Although the application of Euclidean distance is quite intuitive and common among teachers, it seems to be 
rather lenient to compare the performance of a Euclidean distance-based measure in (6) with that of a 
probabilistic heuristic based on (3). A more challenging distance-based measure is the Mahalanobis distance (cf. 
Tatsuoka and Tatsuoka, 1987; Duda et al., 2001). 
 

2/11
4 ])()[(),( ∑− −−= k

T
kkk RRgRd μμ         (7) 

 
In (7), kμ  and kΣ  are, respectively, the mean and the variance-covariance matrix of the competence patterns of 

students in subgroup ,kg  and T
kR )( μ−  is the transpose of the row vector ).( kR μ−  Recall that {C1, C2,…, 

Cn} is the set of concepts of interest, so kμ  and kΣ  are, respectively, an n×1 row vector and an n×n matrix. The 
advantages of the Mahalanobis distance come at some extra costs, and our system has to learn statistics about 

kμ  and kΣ  from student’ test records with standard statistical methods. 
 
Note that it is possible that R  has the same distances to the competence patterns of multiple subgroups, no 
matter what distance measures that we might use. Since distance is the only measure for this approach, we have 
no extra basis to prefer one subgroup to another. Hence, each such a subgroup, when they exist, will be 
considered equally likely. 
 
 
A Bayesian Network-Based Simulation Environment 
 
Figure 4 shows major components of the simulation environment. Simulation administrators need to provide a 
command file that describes the simulation scenario. Given the command file, the simulator generates a 
Bayesian network that models the learning domain, and uses this network to create simulees for further 
applications. In current simulations, the concept nodes are dichotomous, meaning that we assume that a student 
is either competent or not competent in a concept. Similarly, we assume that the item nodes are dichotomous, 
meaning that each student responds to items either correctly or incorrectly. The final output of the simulator is a 
list of records of simulees’ item response patterns along with their groups. 
 

simulee profiles
simulee

generationBayesian networkBayesian network
generation

simulation
scenario

 
Figure 4. Major steps for creating simulees in the simulations 

 
 

Generating the Bayesian Networks 
 
This following BNF grammar summarizes how we describe the setups for simulations in the command files. The 
semantics of the grammar will become clear in the following elaboration. 

 The BNF grammar for our simulations 
 <sim>  <pgroup> <concept>+ <pitem>* <params> 
 <pgroup>  group-name number-of-group <subgroup>+ 
 <subgroup>  subgroup-name subgroup-probability 
 <concept>  <bconcept-type> | <dconcept-type> 
 <bconcept-type>  bconcept concept-name 
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 <dconcept-type>  dconcept concept-name number-of-parents <parent-concept-name>+ 
 <pitem>  item item-name parent-concept-name 
 <params>  Q-matrix <p1> <p2> <p3> <p4> 
 <p1>  guess value-of-guess 
 <p2>  slip value-of-slip 
 <p3>  gError1 value-of-gError1 
 <p4>  gError2 value-of-gError2 

 
As we described earlier, major ingredients of the problems that we plan to explore include the set of student 
types G, the set of concepts C, and the set of test items Ij for each Cj in C, and the Q-matrix. The non-terminal 
nodes <pgroup> , <concept>, <pitem>, and <params> and their further derivations, respectively, specify details about 
student groups, concepts, test items, and system parameters for the simulation. In addition, we need to provide 
more details before the simulation can better mimic the uncertainty in the real world using a Bayesian network 
similar to those shown in Figure 2. 
 
The current simulator allows us to specify the distribution over the student groups. Since the group node is a 
discrete and probabilistic, simulation administrators need to specify the prior probability of each student type, 
i.e., Pr(group=gj) for all gj in G. We can control the probability distributions over the student groups by 
manipulating values in the subgroup-probability field. 
 
For convenience, we use only 1s and 0s in specifying the Q-matrix in Table 1, and take the risk of giving an 
illusion of our introducing deterministic relationships between the student types and their competence patterns. 
We compensate this by requiring the simulation administrators to specify two parameters in commands gError1 
and gError2. These parameters control the probability of how students of each type will deviate from the 
stereotypical behaviors that are specified in the Q-matrix: gError1 controls the maximum degree a variable will 
deviate from a positive value, and gError2 controls the maximum degree a variable will deviate from a negative 
value. When qg,c=1 for a student type g and a basic concept c, the conditional probability Pr(c|g) will be sampled 
uniformly from the range [1 - value-of-gError1, 1]. When qg,c=0, Pr( c |g) will be sampled uniformly from the 
range [0, value-of-gError2]. At this moment, we rely on the default random number generator rand() in 
Microsoft Visual C++ for the sampling task. 
 
The task for creating the CPTs for the composite concepts is more complex. Recall that both types of students 
and competence in parent concepts of the composite concepts influence the competence in the composite 
concepts. Hence, if a dichotomous composite concept has k dichotomous parent concepts, the simulator must 
determine s×2k parameters for this composite concept, where s is the cardinality of G. Although this is not 
impossible for a simulator to do so, doing so would be impractical and perhaps unnecessary. Take dAB for 
example. Using a logical way of thinking, a student must be competent in its parent concepts, and be able to 
integrate its parent concepts so that s/he can be competent in dAB. Namely, there are three main factors that 
simultaneously affect the student’s competence in dAB. This is clearly an example of the “AND” concept in 
logics, and there is an extension of the “logic-AND” concept in Bayesian networks. We choose to employ a 
simplified version of “noisy-AND” nodes (Pearl, 1988) in Bayesian networks, and apply a probabilistic version 
of AND nodes for modeling how competences in basic concepts influence competences in composite concepts. 
Adopting noisy-AND nodes is not an uncommon practice for work that relies on Bayesian networks in student 
modeling (e.g., Conati et al., 2002). 
 
Take the second student type in Table 1 for example. We need to obtain the influences from the basic concepts 
cA and cB to dAB for setting the values for ).,,|Pr( 2gcbcadab  Because cA is positive, we sample the influence 
of cA uniformly from [1 - value-of-gError1, 1], and because cB is negative, we sample the influence of cB 
uniformly from [0, value-of-gError2]. The influence of being a student in g2 will be sampled uniformly from [1 - 
value-of-gError1, 1] because a stereotypical student of g2 is capable of integrating cA and cB. After obtaining 
these three random numbers, we set ),,|Pr( 2gcbcadab  to their product, and  ),,|Pr( 2gcbcadab  to 1-

).,,|Pr( 2gcbcadab  We set the parameters for other parent configurations of dAB using an analogous method. 
Simulation administrators control the assignment of the CPTs for the item nodes by choosing values for slip and 
guess, which control the probabilities that students make slipping and guessing, respectively. For any concept C 
and any of its test items, we set )|Pr( ci  to a number sampled uniformly from [1 - value-of-slip, 1], and )|Pr( ci  
to a number sampled uniformly from [0, value-of-guess]. We then set )|Pr( ci  to 1- )|Pr( ci  and )|Pr( ci  to 1-

).|Pr( ci  
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Generating the Simulees 
 
Once we create a Bayesian network according to the directions given in the command file, we are ready to create 
simulees using the generated Bayesian network. Figure 2(a) shows one of such generated Bayesian networks, 
and we can easily use it to simulate how simulees respond to test items in examinations.  
 
We determine whether a simulee respond to a test item correctly or incorrectly with the help of random numbers. 
For a simulee that belongs to the g-th student type, we can calculate the conditional probability of answering a 
test item I correctly, Pr(i|g), with the Bayesian network. In our simulations, we assume that simulees always 
respond to test items, so the results of their responses must be categorized as either correct or incorrect. To this 
end, we sample a random number ρ uniformly from the range [0,1] to determine whether a particular simulee 
responds to the item correctly or not. We record that the simulee answers an item I incorrectly if ρ>Pr(i|g) and 
correctly otherwise. In the current work, the correctness of response to each item is determined independently. 
More specifically, the responses to items uI  and vI  are determined by two independently sampled random 
numbers, ),|Pr( giu  and ).|Pr( giv  
 
We apply a similar procedure to assign a type to each simulee. Based on the probability provided in the 
command file, we let each student type occupy an interval in the range of [0,1]. We sample a random number 
ρ uniformly from [0,1], and assign the simulee the student type whose interval includes ρ. 
 
In the simulations, we create simulees one at a time, and record their types and their item response patterns in the 
output file. Further experiments are then conducted with the recorded data. 
 
 
Simulation-Based Evaluation  
 
We ran simulations for the Q-matrix listed in Table 1. We have discussed one possible way of realizing this 
scenario with the Bayesian network shown in Figure 2. For examining the effects of different numbers of groups, 
we removed the eighth and ninth subgroups from Table 1 in some of the experiments. In the current experiments, 
each concept was prepared three test items. Hence there were 21 test items for the network shown in Figures 
2(a). For comparing effects of different network structures, we also tried another network that made dABC a 
composite concept of cC and dAB. That was tentative to show the belief that students learn dABC by integrating 
cC and dAB, rather than directly from the three basic concepts.  
 

group

cA cB cC

dAB dBC dAC dABC
 

Figure 5. Another partial Bayesian network for encoding data in Table 1 
 
 

We looked into how parameters of the simulation scenarios influenced performances of the evaluated classifiers 
and item-selection strategies. We examined the influences of guess, slip, gError2, and gError1. (For simplicity, 
we use guess, slip, gError2, and gError1, respectively, in places of value-of-guess, value-of-slip, value-of-
gError1, and value-of-gError2 henceforth.) These parameters affected how fuzzy the item-response patterns of 
the simulees can be. The number of student groups and the structures of the networks also affected the 
difficulties of the classification tasks for the classification mechanisms and item-selection strategies. 
 
We used a total of 20000 simulees in each experiment. Each experiment consisted of 10 smaller-scaled 
experiments that involved 2000 simulees. Each of the smaller-scaled experiments used a particular simulation 
scenario, which is explained near Figure 4. In each of these smaller-scaled experiments, the CPTs of the 
Bayesian networks were re-sampled for the structure and parameters specified in the simulation scenario. We 
applied the Bayesian networks to create simulees. Half of these simulees, i.e., 1000 simulees, were used as the 
training data for learning parameters about the generated simulees, and the other half were used as the test data 
(Mitchell, 1997). We then applied the learned models, which can be either a Bayesian network or the parameters 
for computing the Mahalanobis distance, to select test items and classify simulees in the test data.  
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Learning Model Parameters 
 
We did not use exactly the same Bayesian network that was used in creating simulees to classify simulees in the 
test data. We used the simulees in the training data to learn Bayesian networks for the classification task. When 
conducting the task of learning Bayesian network, the network structure that was used to generate the training 
data was provided to the learning procedure, but the conditional probability tables of the original network was 
not. The network structure and the training data were then used to learn the CPTs of the network that will be 
used in the classification task.  
 
The learning procedure was proposed by Lauritzen (1995) and implemented in Hugin (http://www.hugin.dk). 
The h_domain_learn_tables function in Hugin applies an expectation-maximization approach for learning the 
CPTs of Bayesian network from the training data. The network that was used to create the simulees was used as 
the network given to h_domain_learn_tables. The experience counts for CPTs of this given network were set to 
10, thereby reducing the influence of the initial settings on the CPTs to be learned and allowing the training data 
to dominate the results of the learning task. It is noted that the fact that the initial settings of the CPTs came 
directly from the simulator might give advantages to the learned Bayesian networks. Nevertheless, in practice, 
test administrators should have the capability to collect ample amount of students’ data, and provide initial 
settings of good quality as well, so the way we assigned the initial values of the CPTs is not unreasonable. If we 
can collect students’ data for a long period, the collected data should provide good hints about how the Bayesian 
networks should be initialized. 
 
Similarly, in evaluating the classifiers that employed the Mahalanobis distance, we needed to collect statistics for 
calculating quantities given in (7). The statistics kμ  and ,kΣ  for all k, were computed based on the training data 
using standard statistical methods.  
 
 
Measurement for Quality of Classification 
 
We used the average accuracy of the classification for measuring the system performance. When we used the 
original MI-ADAPT, simulees would be assigned to the group that has the largest conditional probability at step 
2. When we used the distance-based heuristics given in both (6) and (7) for classification, simulees would be 
assigned to the group that was closest to the simulees’ competence patterns .R  If there were f subgroups that had 
the same, closest distance with the simulee, each of these f subgroups would get 1/f credit. The accuracy of 
classifying the j-th simulee when we administered k items, denoted ,,kjm  was the credit that was assigned to the 

correct subgroup of the simulee when we administered k items. Let σ be the total number of simulees in the test 
data in an experiment. The average accuracy of an experiment is defined as follows. 
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We collected statistics about the performance of the classification after administering every test item. The results 
were then averaged over the smaller-scaled experiments, and used to plot the performance profile of a particular 
experiment. 
 
 
Experimental Results 
 
Although many factors influence the accuracy of the classification task, we can report on influences of these 
factors only in a limited number of experiments. We have set guess and slip to the same value, denoted α, and 
gError2 and gError1 to the same value, denoted β.  
 
We employ tags for identifying experiments conducted under different setups. The tags of experiments consist of 
7 parts. The first part indicates how we classify simulees, and can take Bn, ED, or MD as its value. Bn means 
that we use Bayesian networks to compute the probability distribution over group to select the most probable 
subgroup, ED that we rely on the Euclidean distance-based measure in (6) to guess the simulee’s subgroup, and 
MD that we rely on the Mahalanobis distance-based measure in (7) to guess the simulee’s subgroup. The second 
part indicates how we select items to administer, and can take Mi, HMi, Dist, and Rand. Mi means that we use 
the exact conditional mutual information, HMi that we use both the distance-based measure in (5) for selecting 
concepts and the heuristic mutual information in (3) for selecting items, Dist that we use only the distance-based 
measure in (5) for selecting concepts but randomly select the item for the selected concept, Rand that items are 
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randomly selected for randomly chosen concepts. The third part indicates the number of concepts, the fourth part 
the number of student group, the fifth part α, and the sixth part β. We use “2” and “5”, respectively, to indicate 
0.2 and 0.05 for α and β. The choice for 0.2 and 0.05 was arbitrary. We used 0.05 to represent the situation when 
there is small chance of deviation from stereotypical behaviors, and 0.2 to represent a relatively large chance. 
For this problem, researchers had chosen to use different values, e.g., 0.1, 0.2, and 0.3, in their work (Collins, 
1996; VanLehn et al., 1998). We put an “a” as the seventh part if we use the alternative network shown in Figure 
5. There will not be an “a” in the tag if we used the network shown in Figure 2. Recall that, when we discuss the 
application of (5) to choose concepts for the HMi and Dist methods, we reset U to an empty set when an item for 
each concept is administered in order to give a flavor of content balance in our item selection. We follow this 
principle in Rand, so Rand did not choose concepts in an absolutely random manner.  
 
A valid tag for an experiment looks like BnMi7925, for instance. The tag indicates that simulees are classified 
based on the probability distributions computed with a Bayesian network, that the exact mutual information was 
used to select test items, and that there are 7 concepts and 9 possible student groups in the problem. The fact that 
α is 2 indicates that we set guess and slip to 0.2. The last number, 5, is the value for β, indicating that we set 
gError2 and gError1 to 0.05. This tag does not have the seventh part, so the experiment would have been 
conducted with the network shown in Figure 2.  
 
Notice that some combinations of the methods for item selection and student classification are impractical, and 
will be included for comparison purposes. For instance, it is very unlikely that one would use mutual information 
for item selection and the Euclidean distance-based measure for student classification as we will in EDMi 
 
 
Influences of the Simulation Parameters 
 
The charts in Figure 6 show the simulation results of using different setups in the experiments. The experiments 
that belong to the BnMi family employed the MI-ADAPT procedure directly. As just been explained, the EDMi 
family used a similar procedure, except that the Euclidean distance-based heuristic in (6) was used to determine 
simulees’ groups.  
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Figure 6. Influences of number of groups, guess, slip, gError2, and gError1 

 
The curves in these charts unambiguously support the intuition that it becomes increasingly more difficult to 
correctly classify simulees as we increase the values of α (guess and slip) and β (gError2 and gError1). The 
performance profiles of both the BnMi and the EDMi families drop significantly when we increase α from 0.05 
to 0.2 and β from 0.05 to 0.2. For instance, after administering 10 test items, performance profiles for 
BnMi7755, BnMi7725, and BnMi7722 are 10% apart in accuracy. Although the differences are much smaller, 
the same support occurs in situations when we increase the number of possible student groups from 7 to 9 in the 
experiments. The difference between BnMi7722 and BnMi7922 is more extreme, reaching almost 5% in 
accuracy. 
 
The results of exploring the influences of using different networks are shown in Figure 7. The curves could be 
shown in the corresponding charts in Figure 6, but doing so would reduce the readability of the charts as a 
whole. As noted above, the curves whose tags end with “a”s come from results of experiments that we used the 
network shown in Figure 5. The charts in Figure 7 suggest that using a more complex model degraded the 
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performance of classifiers that used either the BnMi or the EDMi approaches. The degradation is more salient 
for EDMi than for BnMi, suggesting that the extra costs of computing the probability distribution over group in 
the Bayesian networks can be worthwhile. 
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Figure 7. Effects of using different networks in Figures 2 and 5 

 
 
Effects of the Heuristics 
 
The charts in Figure 8 show the results of comparing the effects of different ways of deciding simulees’ groups. 
Using the probability distributions computed in Bayesian networks offered better performance profiles than 
using the Euclidean distance-based heuristic in (6) under all different setups. The differences occurred not just 
when we used up all 21 test items, but also when we used just a few test items. For some examples, it took 
BnMi7725 and EDMi7725, respectively, 6 and 9 test items to achieve 80% in accuracy. When all 21 test items 
were used up, there was a noticeable gap between the profiles of BnMi7922 and EDMi7922. 
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Figure 8. Using Bayesian networks for classification outperforms using Euclidean distances 

 
 
The charts in Figure 9 show results of comparing different strategies for item selection. The left chart shows the 
profiles for using the Mi, HMi, Dist, and Rand strategies while we used the probability distributions computed 
in Bayesian networks for classifying students. The curves for the Dist and the Rand strategies almost overlapped 
throughout the experiments. This phenomenon occurred in other experiments as well, so the curves for Dist are 
not shown in the right chart and other following charts. The curves support the viability of the heuristic proposed 
in (3), although the differences in using HMi and Rand appear to be smaller when α and β are large. No matter 
whether we used Bn or ED for classifying simulees, using HMi provided better performance profiles than using 
Dist and Rand. It took 6 test items for BnMi7725 to achieve 80% in correct classification, 9 test items for 
BnHMi7725, and 12 test items for BnRand7725. Similarly, it took 9 test items for EDMi7725 to achieve 80% 
in correct classification, 14 test items for EDHMi7725, and 16 test items for EDRand7725.   



114 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 6 11 16 21
administered  items

ac
cu

ra
cy

BnMi7725
BnHMi7725
BnDist7725
BnRand7725
BnMi7922
BnHMi7922
BnDist7922
BnRand7922

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 6 11 16 21
administered  items

ac
cu

ra
cy

EDMi7725
EDHMi7725
EDRand7725
EDMi7922
EDHMi7922
EDRand7922

 
Figure 9. The heuristic designed based on the discovered theorem provides good guidance 

 
 

Extending to Mahalanobis Distance 
 
The following charts depict the classifier’s performance when we used the Mahalanobis distance-based heuristic 
in (7) for classifying simulees. Qualitatively, the results are not very different from those shown in Figures 6 and 
7. Increasing the values of α, β, and the number of possible groups of simulees decreased the accuracy, as 
suggested by the curves in the left chart. Curves in the right chart indicate that making the network more 
complex decreased the accuracy as well. 
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Figure 10. Parameters of simulation have similar influence on Mahalanobis distance-based heuristics 

 
 
The charts in Figure 11 show how the performance of the classifier changed when we used the Mahalanobis 
distance-based heuristic in step 2 of MI-ADAPT for classifying simulees. In all direct comparisons, using 
probability distributions that were computed with the Bayesian networks provided better performance profiles. 
Comparing the charts in Figure 11 and Figure 8 reveals interesting insights into a drawback of how we applied 
the concept of Mahalanobis distance. Take the left charts in Figures 11 and 8 for example. When more test items 
were administered, using the Mahalanobis distance-based heuristic provided better performance than using the 
Euclidean distance-based heuristic. When few test items were administered, the advantages went to the 
Euclidean distance-based heuristic. We would not jump to the conclusion that the Euclidean distance-based 
heuristic is better than the Mahalanobis distance-based heuristic, if we recall the definition of R  in (6) and (7). 
Each component of the competence pattern ,R  say, ,mrC  is the ratio of the student’s correct responses to 
administered items for .mC  When no or only one item was tested for ,mC  the quantity mrC  will not be a very 
reliable measure, so won’t .R  This unreliable R  happens to have stronger influence on the performance of the 
Mahalanobis distance-based heuristic in the chosen experiments. 
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Figure 11. Using Bayesian networks for classification outperforms using Mahalanobis distances 

 
 
Similar to the results shown in Figure 9, the chart in Figure 12 indicates that the mutual information-based 
heuristic helps to select the test items that are more effective for classifying simulees. The crossing of 
MDMi7922 and MDHMi7922 may be surprising initially, but the crossing is not impossible. Given the previous 
explanation on R  and the fact using Mi and HMi may select different items in the tests, using MDMi does not 
guarantee to provide better performance profiles than using MDHMi. 
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Figure 12. The theorem-based heuristic provides good guidance for MD-based classification as well 

 
 
Overall Evaluation 
 
Due to the randomness in generating the simulees, a certain percentage of simulees showed typical behavior of 
other subgroups, and were impossible to be correctly classified. The percentage of such wildly behaving students 
reflects the difficulty levels for the classification tasks. For instances, for the scenarios that had 7 possible 
student groups and (�, �)=(0.2, 0.05), about 6% of the simulees had this type of problem. For the scenarios that 
had 7 possible groups and (�, �)=(0.2, 0.2), the percentage climbed to 20%. The curves for BnMi7725 and 
BnMi7722 in Figure 6 indicate that, under these constraints, MI-ADAPT was able to offer very high accuracy 
when all 21 test items were used. In contrast, using either the Mahalanobis or Euclidean distance-based 
heuristics offered accuracy only near 70% in the latter scenario. On the other hand, when there were seven and 
nine possible student subgroups, a blind guess should hit the correct answer about 14.3% and 11.1% of the time, 
respectively. All of the studied methods did better than this baseline even when we used the results obtained by 
administering only the very first item. 
 
Comparing all the charts, it should be clear that the BnMi curves dominated all other curves, both in terms of the 
achieved accuracy and the administered number of items necessary for achieving a particular degree of accuracy. 
Although simulation results cannot establish sound basis for accepting our proposed methods, these results do 
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support viability of MI-ADAPT. Also based on the simulation results shown in the charts in Figure 9, BnHMi 
provided a pretty good alternative for BnMi, when computing mutual information at run time was a concern.  
When we did not have a complete Bayesian network, but had the competence patterns of subgroups and 

)|( CXPR  for all items X and their parent concepts C, the heuristic designed based on Theorem 2 and its 
corollaries may help in selecting good test items, as shown in charts in Figures 9 and 12. 
 
 
A Comparison with the Item Response Theory 
 
Item Response Theory (cf. Hambleton, 1991) is such a dominant theory for educational assessment that we have 
to compare our models and IRT models in more details. There are three IRT models, each including different 
number of factors in the model. The three-parameter model considers item discrimination ,ia  item difficulty 

,ib  and the guess parameter .ic  The model prescribes that a simulee with competence θ  will respond to item I 
correctly with probability provided in (8), where ik  is a constant for normalization. 
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For grading simulees, it is common to assume that the probabilities of correct responses to different items are 
independent given a particular θ . Assume that },...,,{ 21 tiii=ℑ  is the set of items administered in the test. 
Applying IRT, we estimate the competence Θ of the simulee using the following formula. 
 

)Pr()|Pr()Pr()|Pr()|Pr( maxargmaxargmaxarg θθθθθ θθθ ∏=Θ ℑ∈=ℑ=ℑ
ji ji    (9) 

 
The second equality in (9) is based on the independent assumption for responses to test items given students’ 
competence levels. It should be clear that formula (9) is a realization of the naïve Bayes (NB) models (Mitchell, 
1997). Although formula (8) is significantly more complex than typical formula used in NB models, there is no 
essential difference between NB models and IRT models when we use (9) for grading simulees.  
From this perspective, we can easily see that the models we build, e.g., those shown in Figures 2 and 5, are more 
complex than the IRT models. Given that we know a simulee’s type, say g, the probability of correctly 
responding to different items, e.g., I and J, remains dependent in our models. More specifically, unlike IRT 
models, the equality in (10) is not guaranteed in our models. Moreover, the equality will hold only if the parent 
concepts of the test items are independent given the tesstee’s identity, which generally does not hold in our 
simulations and in reality. 
 

)|Pr()|Pr(?)|,Pr( gjgigji =          (10) 
 
The dependence between responses to test items should be common, in practice. However, dependence 
relationship is a not as simple as a yes/no problem, and the strength of dependence is more of a concern. In 
realistic reasoning systems, it may be fine to ignore weak dependence between variables to trade for 
computational efficiency. Consider an extreme incarnation of the network shown in Figure 2. Let cA, cB, and cC 
represent basic arithmetic competences, and let dAB, dBC, and dAC represent concepts that integrate the basic 
concepts. The responses to items designed for the composite concepts will remain dependent given the identity 
of the student, i.e., group. Among all mutual dependences among the responses, some are stronger than others. It 
is possible that ignoring weak dependent relationships may not have a detrimental impact on the final outcomes 
of the reasoning system. Due to the author’s limited experience in the education domain, the preceding analysis 
reflects what one can see from an abstract, rather than a practical, viewpoint. Whether the mutual dependent 
relationships matters in practice depends on the specific details for individual applications. 
 
In summary, there are three major differences between our and the IRT models. Firstly, the responses to different 
test items may remain dependent given the identity of the simulee in our models. Secondly, students are 
classified into types not competence levels in our work, although we may design a conversion mechanism 
between these two criteria. Thirdly, because we are assuming that all random variables are dichotomous in this 
paper, our current simulations use only two parameters for each item, which is not as expressive as the 3-
parameter IRT model. The function of ic  is undertaken by the parameter guess, and the functions of ia  and ib  
are undertaken by the parameter slip in our work. It should be clear that the MI-ADAPT procedure allows more 
complex models than the dichotomous ones. Allowing the variables that represent the mastery statuses of 
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concepts to take more than two possible values, we will have more expressive power to catch the concepts of 
discrimination and difficulty of test items. Paying for the gains in expressiveness, it would become harder to 
compare test items purely based on their parameters. 
 
In an attempt to compare our approach and the NB-based approach, we have begun to compare the effectiveness 
of using the network shown in Figure 2 and using a comparable NB model for classifying students. We look 
forward to reporting the results to the research community in the next months to come. 
 
 
Concluding Remarks 
 
The main contribution of this paper is the theoretical foundation for comparing the effectiveness of test items 
based on mutual information. Theorem 2 turns out to be a good vehicle for explaining some intuitions for item 
comparison, and provides a basis for item comparison. In addition, the theorem and its corollaries allow us to 
design heuristics when computing exact values of mutual information online is considered too costly. Although 
simulated experiments cannot establish decisive conclusions for viability of mutual information-based heuristics 
for item selection, the current results are definitely encouraging. 
 
Successful applications in computer assisted learning must do well in inferring about students’ internal statuses 
from their external behaviors. Important functions such as adaptive testing and course sequencing relies this core 
technologies. Hence, the literature has seen an abundance of research tackling this issue from different 
perspectives. This paper only skims through a handful of related work from the literature, and a (hopefully) 
broader survey is provided in (Liu, in press). 
 
A major flaw of the current evaluation procedure is that we employed only simulated students. Although it is 
easy to categorize concepts and draw dependent relationships among concepts in imagination, it may not be easy 
to realize the postulates in real life. The author would hypothesize that the proposed idea may be more readily 
useful for science education than language learning. Intuitively, it is relatively easy to define basic concepts in 
Mathematics and Physics than in English and Chinese. We would not be able to make convincing comparison of 
our work with other researchers’ approaches without taking real students into the evaluation procedure. 
 
As an anonymous reviewer points out, it is questionable to use the same environment, particularly the same 
Bayesian network structure, for both creating simulees and evaluating the strategies for item selection. The 
current evaluation procedure has followed standard machine learning steps. The parameters for the Bayesian 
networks, which were used in the evaluation, were learned from training data, so we have allowed the resulting 
Bayesian network to be different from the Bayesian network that was used to generate simulees. It is not 
deniable that our environment might give advantages to the Bayesian networks-based approaches, but a fair 
judgment may require the incorporation of real students into the evaluation procedure. Learning the network 
structure and parameters completely from data is possible (Heckerman, 1999), but few, if any, have tried this 
possibility for real world applications of computer assisted learning.  
 
Another obvious problem of the evaluation method appears at the first step of MI-ADAPT. At that step, we 
always chose the test item that has the largest mutual information with the target variable, i.e., group. This 
choice will not work in real life, as every student will learn the answer to this particular test item very quickly. 
This design choice in MI-ADAPT was partially because MI-ADAPT was not designed for realistic testing and 
partially because our imaginary item bank contained only 21 test items. If we do have a large item bank, we can 
choose one test item from a reasonable amount of test items for starting the test procedure, and avoid repeatedly 
using the same item for all tests. 
 
There is plenty of room for more future work. For instance, including mutual information in a decision theory-
based system is clearly an option, e.g., (Mayo, 2001). What structure of the Bayesian network should be used to 
realize the competence patterns in Table 1 deserves a lengthy discussion. Different structures of the network 
imply different learning patterns of students. The charts shown in Figures 7 and 10 suggest that network 
structures influence the classification accuracy. We have begun our investigation in this regard (Wang and Liu, 
2004), and hope to produce a more complete report on this front shortly. The contents of the Q-matrix must also 
have strong influence on the quality of classification, and we have changed the contents of the Q-matrix in Table 
1 by removing two subgroups in some of the experiments. However, we have not thoroughly explored issues in 
this direction. Correct classification will become more difficult when types between different groups become 
more similarity which is computed based on the competence patterns among the students’ groups. We have also 
begun our investigation in this direction (Liu and Liu, 2004), and hope to report more results soon. 
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ABSTRACT 

This paper describes the results of our efforts with regard to the design and implementation of an 
educational digital video library using MPEG-4 and the Synchronized Multimedia Integration Language 
(SMIL). The aim of our work is to integrate MPEG-4 encoding, full text indexing, high-resolution 
streaming, and SMIL, not only for delivering on-line digital video, but also for enabling content-based 
search for particular segments of a video clip stored in a repository of educational digital videos. One of the 
main purposes of the system is to provide new functionalities and solutions, which are not offered in 
conventional video libraries without online distribution facilities. Our system allows teachers, students and 
other users from 145 schools in our region, quick and easy access to a digital video repository via the 
Internet. They are able to store, search and retrieve catalogued streaming digital video content to be used for 
educational purposes. 
 

Keywords 
Educational digital video libraries, MPEG-4, SMIL, digital video retrieval 

 
 
Introduction 
 
In the past decade, the Internet has spawned many innovations and services that stem from its interactive 
character. There are numerous indications that the ongoing process of adding mobility to interactivity will 
transform the role of the Internet and pave the way for yet another set of innovations and services. The XML-
based Synchronized Multimedia Integration Language (SMIL), for instance, is devised for the distribution of 
sophisticated multimedia content in a variety of devices, ranging from stand-alone computers to cellular phones 
(Bulterman & Rutledge, 2004). Diverse multimedia applications have flourished with recent advances in 
hardware and network technology, the proliferation of inexpensive video-capture devices, and widespread 
adoption of the worldwide web.  
 
Video content can significantly enhance the learning and communication experience. When properly linked to 
text, charts and images, video provides the realism, interest and detail not available in other media (Jonassen et 
al., 1999). 
 
All these new forms of interactive multimedia and communication offer new possibilities as to the way we learn, 
think, and communicate. Even if the Internet and other related technologies provide easy access to many 
resources in the form of static or dynamic web pages, it is undoubtedly more difficult to access high quality 
videos or film clips on the web. To our knowledge, there are not many databases of educational digital videos 
that can be accessed on computers via the Internet. Thus, our work is an attempt to tackle the problem of web-
based video retrieval to be used for educational purposes.  
 
The purpose of our project is to develop an inexpensive, efficient, and easily accessible on-line digital video 
library of educational videos. The system provides teachers and students in 145 local schools with on-line access 
to a video repository made available and maintained by Audio-Visual Media Center (AV-Media), a regional 
educational centre. Teachers and students are now able to store, search and retrieve catalogued streaming 
content, and stream specific video segments. 
 
Using a combination of MPEG-4 encoding, SMIL and underlying metadata descriptions, the resulting system 
allows the semantic search of video content whilst adapting dynamically to the client’s bandwidth. This enables 
users to view video material adapted to their individual needs, in a format adapted to their particular environment 
and connectivity. We provide different encoding in different qualities to support wide variety of clients. MPEG-4 
is used to encode multimedia content in order to offer a better quality at the same bit rate. SMIL is used because 
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it enables random access to different points in the timeline of video content. We consider this solution superior to 
approaches utilizing segmentation since in those cases users have only specific, previously determined access 
points.  
 
In the following sections, we will describe in more details the problems we are trying to overcome, the rationale 
of our design and our technological approach. We will conclude by describing the architecture of our system and 
the outcome of our work. These results are based on the efforts we have conducted in this project during the last 
two years.  
 
 
Motivation and Rationale 
 
AV-Media is a regional educational center located in the province of Kronoberg, in southeast Sweden. AV-
Media has a wide collection of books, films, videos (VHS), CDs, and recently DVDs. The main task of this 
organization is to give access and distribute all these different educational type of media to the 145 schools in the 
region. In particular, AV-Media offers a big collection of VHS films consisting of more than 6000 titles, many 
of those produced by the Swedish Educational TV. Educational experts review each video to ensure their 
suitability for educational purposes before the center purchases them. The videos are then archived and the 
related information about each film is stored in a database. The material can be ordered and distributed to the 
different schools in a number of different ways.  
 
Teachers in need of a particular educational video call to AV-Media's booking unit. Teachers also have the 
option to search a database containing information about all available titles through AV-Media's web site. 
Teachers calling the center can ask for advice on the type of the video and its content. They can also come to the 
center, preview the video, and get professional support. The center also provides service cars that deliver videos 
at different schools. The schedule of this service is available online. It is easy to see that present video 
distribution involves many people and is very expensive. Thus, there is a need to improve the way the 
educational material is stored and distributed.  
 
New advances in digital video techniques and broad band distribution channels make it possible to explore new 
ways of creating, processing and distributing educational video material to schools. It is now possible to use 
existing open standards to compress (Sikora, 1997), play back, index and annotate (Manjunath et al., 2002) and 
distribute multimedia stream data. Our efforts are primarily motivated by the need to provide access to digital 
video segments to a wide variety of users, to allow them to look for particular sequences and to improve the way 
this educational material is distributed. Thus, one of the main objectives of the project is to create a repository of 
streaming videos for K-12 teachers and students. 
 
Our work also focuses on organizing and indexing videos. Teachers and students are now able to search for, 
retrieve, manage, and share digital video for use in the classroom. The system is accessible through a web 
interface via internet. It contributes to the development of the educational community in the region of 
Kronoberg, by providing online access to new resources and tools for the classroom, thus eliminating some of 
the barriers of time and distance as described above. 
 
 
Related Work 
 
Researchers have now realized that while an enormous amount of unstructured video data exists, and its use as a 
data source in many fields has greatly increased, there are several difficulties involved in its manipulation and 
retrieval. MPEG-4 is a relatively new, open standard for compression and delivery of high quality audio-visual 
multimedia applications that addresses scene content as a set of audio-visual objects (Sikora, 1997). 
 
There are two main approaches for digital video retrieval. The first, content-based video retrieval (Marchand-
Maillet, 2000), deals with low-level features of content - such as color histograms, motion, texture and shape. 
This approach uses automatic means to extract content features, but is not on a semantic level. The second 
technique tries to enable users to search by semantic concepts. The advantage is that this is much closer to the 
way users think of video (Vailaya, et al., 2001), but in order to achieve satisfying results manual creation of 
metadata is needed for indexing; a subjective and time consuming, thus expensive process. 
 
Despite the increasing amount of research in the domain of image recognition (Martinez & Serra, 2000; 
Mojsilovic & Rogowitz, 2001) the results lagged behind expectations. Thus, recent research suggests that the 
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combination of the approaches described above will generate better results (Li et al., 2003). The recent metadata 
standard MPEG-7 (Manjunath et al., 2002) also targets both high- and low-level metadata. Extensive research 
has also been carried out by IBM’s Cue Video project to study various aspects of segmentation, automated video 
indexing (including audio segmentation and speech recognition), browsing by generating compact video 
previews (including storyboard, animation), slide show of key frames, and retrieval and time scale modification 
for fast video browsing in the application domain video for training and education (Amir et al., 2001). 
 
Takeshi and colleagues (2002) elaborate upon work related to designing mobile streaming media using Content 
Distribution Network (CDN), a scheme which pushes multimedia content to the Internet and enhances streaming 
media quality for mobile clients while utilizing network resources effectively and supporting client mobility in 
an integrated and practical way applying segmentation, request routing, pre-fetch control, and session handoff.  
Perhaps, the closest effort related to our work in this project regarding streaming and indexing, has been carried 
out by Hunter & Little (2001). In their work, they used a combination of high level and low level indexing for 
composite mixed-media digital objects and MPEG-1 for video streaming. In the coming sections, we describe in 
details the rationale of our design and technological approach with regard to the educational digital video library 
we have implemented.  
 
 
Features and Functions of the System 
 
As indicated earlier, our project aims to provide a streaming environment that offers every school a simple, fast 
and easy online access to streaming media allowing also semantic, high-level search for content. We are using 
streaming and archiving techniques in a system that adjusts and adapts itself to the available client bandwidth 
dynamically (using SMIL). The system we developed is able to identify the available bandwidth of different 
clients. It can then adapt to changes in network performance and client characteristics: each video clip is encoded 
in several different qualities. Based on the connectivity to the client side, the server chooses the most appropriate 
encoding to deliver the desired video clip. This latest feature opens up the possibility of “ubiquitous” distribution 
through access to the content even from mobile devices supporting MPEG-4.  
 
Our system also includes administrative functions enabling users to upload, categorize, index and annotate the 
required material. All videos to be streamed are converted to DVD (Digital Versatile Disc) from the original 
analog and digital sources. The compression process creates several media files in MPEG-4 encoding. Textual 
metadata is associated with temporal “segments”, i.e., a sequence of the video contains a defined start and end 
time. At the current stage, this process has nothing to do with automatic video segmentation; content 
producers/AV-media personnel decide and enter the start and end time and the associated metadata manually. 
The person who is uploading the digital movie to the system is responsible for generating the metadata. The 
metadata entails content description and time stamps marking the beginning and end of different segments of the 
movie.  How to set the time stamps is decided by the person uploading the film. Each segment should be set such 
that it is logically cohesive and it contains a number of attributes describing the different topics associated with 
the chosen segment that will be indexed.  
 
Attaching metadata on a segment level allows users to go directly to segments containing relevant material. For 
this purpose, full-text search facilities are provided. Furthermore, the material is sorted into hierarchical 
categories. Users can browse the library by exploring the classification hierarchy and viewing selected videos. 
They can search the database by specifying a category and typing a keyword. Thus, users are offered direct 
search and browsing interfaces (Hearst et al., 2002). It should be noticed that the present metadata schema 
attached to the segments has been customized to the current application. 
 
The system has several advantages. It avoids distributing unnecessary video data by the adaptation to client 
bandwidth. This also increases usability, as clients with lower bandwidth have less waiting time while still 
serving high quality to broadband users. Since human beings are not involved in the mechanics of multimedia 
distribution, further efficiency and cost-effectiveness is achieved. It offers a great deal of flexibility in the 
storage, distribution and retrieval of videos. The system runs on relatively inexpensive hardware and software. 
However, we want to point out that despite progress in the areas of retrieval and distribution, the manual 
generation of metadata - the content description and time stamps that are central to the functionality of the 
system - remains a considerable drawback.    
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System Architecture, Technological Aspects and Implementation 
 
Our system is running on a Linux server. It consists of a video encoding processor, a streaming server, a web 
server and a Database (MySQL). An overview of the system's architecture is illustrated in figure 1. Video 
encoding is done at the client side. Users uploading material need to have the proper encoding software installed. 
The files are then uploaded to an ftp server. An Apache web server hosts our web-based search interface and an 
interface for upload and initial annotation of submitted material. The MySQL database stores metadata and 
indexes for each media object. Finally, a Darwin streaming server delivers the MPEG-4 videos. For viewing, 
clients must have a web browser and QuickTime stand-alone viewer installed. 
 

Figure 1. The system’s architecture 
 
 
The interface for video playback is a SMIL file dynamically created using PHP. While investigating for the most 
appropriate solution to this issue, we found out a number of problems related to the compatibility between SMIL 
implementations and supported functionality within standard media players on the market. Only QuickTime 
allowed us to offer a functional seek feature via SMIL in a supported media format like MPEG-4 and MOV 
(QuickTime associated format). The implementation of these ideas is illustrated in figure 2, as presented below. 
SMIL is seen as being superior to other approaches since it allows the system to access video material at any 
point in the stream. Other solutions that use a segmentation approach are seen as less flexible, and therefore less 
desirable, since all access points in the timeline of the video are previously determined.  

 
Figure 2. Using SMIL for presenting the different segments of a movie file 
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The structure of the metadata associated to each file is very simple. Figure 3 illustrates a screenshot of the 
administration interface (in Swedish) for adding and editing metadata. It can be seen that a film has a title; a 
category and language type. A film can be segmented into different chapters that can be described by free text, 
keywords and start and end time of the segment in which events to the associated keywords will appear. This 
latter feature (start and end time) is used for generating the dynamic SMIL files as described above. We use a 
simple keyword-based approach where we assign keywords to whole movies or movie segments. In addition, 
administrators can specify the language of movies and assign them to nodes in a tree-like taxonomy. The 
taxonomy can be extended manually when needed. The generated metadata are stored in a SQL database, from 
which they are extracted with PHP queries when needed. 
 
It is clear that this simple approach limits interoperability and integration with external systems, which could be 
achieved by utilizing standards such as LOM (IEEE LTSC, 2002), RDF (Miller et al., 2004) and MPEG-7 
(Manjunath et al., 2002) for content description or at least committing to an accepted ontology, as it was 
illustrated by Ronchetti and Saini (2004). The current implementation of our system does not support 
interoperability with other digital media libraries. However, based on existing software functionality 
implemented in the system, we could easily adapt it to produce XML style metadata files satisfying the RDF 
standard. These XML files could contain the location of the clip with all its related information such as language, 
length and content. Depending on the requirements of other existing systems with which we want to connect to, 
a RDF query interface needs to be developed.  
 

 
Figure  3. The administration interface for editing metadata 

 
 
However, this issue regarding interoperability was never defined as an intended functionality of the system. The 
main design criteria specified by people at AV-Media were ease of use, simplicity, and functionality. In this 
particular case, the web interface is sufficient, and there is no need for automatized access via other channels. 
Besides, this is not desired by AV-Media and content producers. When it comes to the technical implementation 
of the system, we tried to rely on open-source applications to keep costs low, as this aspect has been defined as 
one of the desired features of the system. At the time of designing the system, we did not find an open source 
MPEG-4 encoder that satisfied our expectations. Hence, for our initial implementation we used a commercial 
product (Sorenson Sqeeze, 2005). We currently also achieve encoding not only with Sorenson. We are using an 
open source solution called MPEG4IP (MPEG4IP, 2005). MPEG4IP works stable and is used for encoding 
digital films at schools. This solution has been even used for a few live broadcasts without prior recording with 
satisfactory results.  
 
The MPEG-4 video compression standard supports various bit rates. A single stream can serve several mediums 
with multiple bit rates, which MPEG-4 supports in the range of 20 Kbps to 6 Mbps. However, we had 
experienced some problems delivering different encoding bandwidth from a single file. Thus, our system builds 
on replicating multimedia files in different qualities. In addition to platform independence, MPEG-4 video 
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compression provides high-resolution images. It supports larger resolutions close to TV-quality (VGA 640 X 
480). Much of the content to be delivered by the system has been originally recorded for TV (720 X 576, PAL). 
If the material contains subtitles or other text, they become hard to read when encoding in lower resolutions. 
Thus, VGA is supported and is the preferred option for content delivery (see figure 4). While a smaller 
resolution has to suffice when content is delivered at low bandwidth rates, good quality, large screen resolution 
greatly enhances the user experience and, given a choice, the user is attracted to a device with a larger resolution. 
 

 
Figure 4. A high resolution for streaming video delivery over the WWW 

 
 

Conclusions 
 
In this paper we presented the results of our work with regard to the design and implementation of an educational 
digital video library using MPEG-4 encoding, SMIL and web technologies. We have been able to provide fine-
grained, free-text and keyword search and retrieval across different digital video films and clips by appropriately 
combining complementary metadata derived from the individual digital objects.  
 
The architecture of the systems is now in place, and people at AV-MEDIA have filled the video object repository 
with a considerable number of titles. One of the major problems we are facing in this respect relates to the issue 
of how to increase the amount of titles available. In Sweden, we experience some problems with regard to 
copyright issues for distributing educational video material over electronic networks produced by different 
content providers. At the moment of writing this paper, there are several hundred titles available through our 
system.  
 
Due to the reasons described above, users of the system are encouraged to produce their own educational 
material in order to populate the repository of digital videos. Thus, teachers are contributing to this repository by 
creating their own educational video material, as an alternative way to enlarge the amount of educational digital 
videos. These activities are in line with AV-Media current efforts related to training teachers to produce their 
own educational material using digital video. During the last ten months around 80 teachers have been trained on 
how to produce digital video material to be used for educational purposes.  
 
In parallel to these activities, our educational video library has been intensively used by more than 100 teachers 
from the whole region. At present, all schools of our region have access to the system through the internet, so 
they are able to use the system. The feedback we got from the teachers regarding the quality of service and the 
response of our system has been satisfactory. Experiences from the teachers using the system show than not only 
the films offered by AV-MEDIA are of interest for educational use. Also films that have been produced by 
teachers or students and have been stored in the video repository are highly appreciated. Perhaps this latest 
aspect is one of the most important issues for the adoption of a digital video library by teachers and students; the 
fact that they can become content providers and not only consumers of digital media. The implementation of our 
system allows now schools in our region to share a common database; it contributes to the creation of a stronger 
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community of educators by providing new resources, in the form of educational digital films, and tools to be 
used in the classroom. It also enables students and teachers to search for digital videos easily and more 
effectively. By allowing users to store, retrieve and edit video more flexibly than it has been done before, this 
technological approach has the potential to significantly improve the economics and logistics of video 
distribution in educational settings. 
 
One of the main advantages of our approach to web-based video retrieval is the fact that the distribution process 
can be adapted to the particular environment and connectivity of the user. On the other hand, the main drawback 
of the system we developed is the manual generation of metadata. This particular activity is a very demanding 
and time-consuming process. Rossmanith (2003) has recently suggested an innovative approach for the 
generation of dynamic metadata based on users' feedback. We plan to implement some of these ideas in the near 
future, in order to allow users to contribute with their metadata to the objects stored in the digital video 
repository. 
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ABSTRACT 

Adaptive learning resources selection and sequencing is recognized as among the most interesting research 
questions in adaptive educational hypermedia systems (AEHS). In order to adaptively select and sequence 
learning resources in AEHS, the definition of adaptation rules contained in the Adaptation Model, is 
required. Although, some efforts have been reported in literature aiming to support the Adaptation Model 
design by providing AEHS designers direct guidance or semi-automatic mechanisms for making the design 
process less demanding, still it requires significant effort to overcome the problems of inconsistency, 
confluence and insufficiency, introduced by the use of rules. Due to the problems of inconsistency and 
insufficiency of the defined rule sets in the Adaptation Model, conceptual “holes” can be generated in the 
produced learning resource sequences (or learning paths). In this paper, we address the design problem of 
the Adaptation Model in AEHS proposing an alternative sequencing method that, instead of generating the 
learning path by populating a concept sequence with available learning resources based on pre-defined 
adaptation rules, it first generates all possible learning paths that match the learning goal in hand, and then, 
adaptively selects the desired one, based on the use of a decision model that estimates the suitability of 
learning resources for a targeted learner. In our simulations we compare the learning paths generated by the 
proposed methodology with ideal ones produced by a simulated perfect rule-based AEHS. The simulation 
results provide evidence that the proposed methodology can generate almost accurate learning paths 
avoiding the need for defining complex rule sets in the Adaptation Model of AEHS. 
 

Keywords 
Adaptive Educational Hypermedia, LO Sequencing, Personalization, Learning objects 

 
 
1. Introduction and Problem Definition 
 
“eLearning can be viewed as an innovative approach for delivering well designed, learner-centered, interactive, 
and facilitated learning environment to anyone, anyplace, anytime by utilizing the attributes and resources of 
various digital technologies along with other forms of learning materials suited for open, flexible, and distributed 
learning environment”, (Khan, 2001). However, eLearning courses have witnessed high drop out rates as 
learners become increasingly dissatisfied with courses that do not engage them (Meister, 2002; Frankola, 2001). 
Such high drop out rates and lack of learner satisfaction are due to the “one size fits all” approach that most 
current eLearning course developments follow (Stewart et. al., 2005), delivering the same static learning 
experience to all learners, irrespective of their prior knowledge, experience, preferences and/or learning goals.  
 
Adaptive Educational Hypermedia (AEH) (Brusilovsky, 2001; De Bra et. al., 2004) solutions have been used as 
possible approaches to address this dissatisfaction by attempting to personalize the learning experience for the 
learner. This learner empowerment can help to improve learner satisfaction with the learning experience. 
Towards a general definition of an adaptive educational hypermedia system (AEHS) reflecting the current state-
of-the-art, Henze and Nejdl (Henze and Nejdl, 2004) introduced a quadruple (KS, UM, OBS, AM) with the 
following notation: 

 the Knowledge Space (KS), that contains two sub-spaces. The first one, referred to as, the Media Space 
contains educational resources and associated descriptive information (e.g. metadata attributes, usage 
attributes etc.) and the second, referred to as, the Domain Model contains graphs that describe the structure 
of the domain knowledge in-hand and the associated learning goals. 

 the User Model (UM), that describes information and data about an individual learner, such as knowledge 
status, learning style preferences, etc. The User Model contains two distinct sub-models, one for 
representing the learner’s state of knowledge, and another one for representing learner’s cognitive 
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characteristics and learning preferences (such as learning style, working memory capacity etc.). This 
distinction is made due to the fact that the first model (Learner Knowledge Space) can be frequently updated 
based on the interactions of the learner with the AEHS. On the other hand, learner’s cognitive characteristics 
and learning preferences are more static, having the same property values during a significant time period. 

 the Observations (OBS) which are the result of monitoring learner’s interactions with the AEHS at runtime. 
Typical examples of such observations are: whether a user has visited a resource, the amount of time spent 
interacting with a given resource, etc. Observations related with learner’s behavior are used for updating the 
User Model. 

 the Adaptation Model (AM), that contains the rules for describing the runtime behavior of the AEHS. These 
rules contain Concept Selection Rules which are used for selecting appropriate concepts from the Domain 
Model to be covered, as well as, Content Selection Rules which are used for selecting appropriate resources 
from the Media Space. These rule sets represent the implied didactic approach of an AEHS. 

 
From the above definition, it is clear that in order to define the runtime behavior of the AEHS, the definition of 
how learner’s characteristics influence the selection of concepts to be presented from the domain model 
(Concept Selection Rules), as well as the selection of appropriate resources (Content Selection Rules), is 
required.  
 
In the literature, there exist several approaches aiming to support the design of these rules by providing either 
direct guidance to AEHS designers, such as the Authoring Task Ontology (ATO) (Aroyo and Mizoguchi, 2004) 
and the Adaptive Hypermedia Architecture (AHA) (De Bra and Calvi, 1998; De Bra et. al., 2002), or semi-
automatic mechanisms for making the rule design process less demanding, such as the Layered AHS Authoring-
Model and Operators (LAOS) (Cristea and Mooij, 2003) and the Adaptive Course Construction Toolkit (ACCT) 
(Dagger et. al., 2005). 
 
However, still the design of adaptive educational hypermedia systems requires significant effort (De Bra, Aroyo 
and Cristea, 2004), since dependencies between educational characteristics of learning resources and learners 
characteristics are too complex to exhaust all possible combinations. This complexity introduces several 
problems on the definition of the rules required (Wu and De Bra, 2001), namely: 

Inconsistency, when two or more rules are conflicting. 
Confluence, when two or more rules are equivalent. 
Insufficiency, when one or more rules required have not been defined. 

 
The problems of inconsistency and insufficiency of the defined rule sets are responsible for generating 
conceptual “holes” to the produced learning resource sequence (learning path). This is due to the fact that, even 
if appropriate resources exist in the Media Space, the conflict between two or more rules (inconsistency 
problem) or the absence of a required rule (insufficiency problem), prevents the AEHS to select them and use 
them in the learning resource sequence. As a result, either less appropriate resources are used from the Media 
Space, or required concepts are not covered at all by the resulting path. 
 
In this paper, we address the design problem of the Adaptation Model in adaptive educational hypermedia 
systems proposing an alternative to the rule-based design approach. The proposed alternative sequencing 
method, instead of generating the learning path by populating a concept sequence with available learning 
resources based on pre-defined adaptation rules, it first generates all possible learning paths that match the 
learning goal in hand, and then, adaptively selects the desired one, based on the use of a decision model that 
estimates the suitability of learning resources for a targeted learner. This decision model mimics an instructional 
designer’s decision model on the selection of learning resources (Karampiperis and Sampson, 2004). In order to 
evaluate the proposed sequencing methodology, we compare the produced learning paths with those produced by 
a simulated perfect rule-based AEHS, using a specific Domain Model and Media Space. The simulation results 
provide evidence that the proposed methodology can generate almost accurate sequences avoiding the need for 
defining complex rule sets in the Adaptation Model of AEHS. 
 
The paper is structured as follows: First, we discuss the generalized architecture of AEHS and present the 
abstract layers for adaptive educational hypermedia sequencing as they have been proposed in the literature. 
Then we present the current trends in design tools for adaptive educational hypermedia focusing on the methods 
used for the definition of the Adaptation Model. In Section 3, we present our proposed methodology for adaptive 
educational hypermedia sequencing. Finally, we present simulation results of the proposed approach and discuss 
our findings and the conclusions that can be offered. 
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2. Adaptive Educational Hypermedia Systems: A Literature Review and Discussion 
 
Current state-of-the-art adaptive educational hypermedia systems such as AHA! (De Bra et. al., 2002), 
OntoAIMS (Aroyo et. al., 2003), The Personal Reader (Dolog et. al., 2004), WINDS (Kravcik and Specht, 
2004), ACCT (Dagger et. al., 2005) are based on the Adaptive Hypermedia Application Model (AHAM) (De 
Bra, Houben and Wu, 1999). 
 

 
Figure 1: Generalized Architecture of Adaptive Educational Hypermedia Systems 

 
 
The AHAM builds upon the Dexter model (Halasz and Schwartz, 1994), that is, a common model for hypertext-
based systems that was designed for general purpose adaptive web applications. The AHAM model refines the 
Dexter model so as to be used for educational purposes and extends the hypertext resources to include the full 
variety of hypermedia objects. The AHAM model consists of two main layers, namely, the run-time layer which 
contains the adaptation engine that performs the actual adaptation and the storage layer, which stores 
information about the Media Space, the Domain Model, the User Model and the Adaptation Model. Figure 1 
presents a generalized architecture of an AEHS, presenting the main components of the AHAM model and their 
structural interconnection. The dashed lines in this figure represent a logical connection between the linked 
models. According to the above architecture the design process of an AEHS involves four key steps 
(Brusilovsky, 2003): 

 Designing the Domain Model, that is, the process of designing a hierarchy of learning goals, as well as, a 
concept hierarchy (Domain Concept Ontology) for describing the subject domain concepts. For each 
learning goal specified in the Learning Goals Hierarchy, a set of associated concepts in the Domain Concept 
Ontology need to be specified. This information is used by the AEHS to determine which concepts need to 
be covered for reaching a specific learning goal. 

 Designing the User Model, that is, the process of designing the Learner Knowledge Space, as well as, 
designing the model for learner’s cognitive characteristics and preferences. For the design of the Learner 
Knowledge Space, there exist two main approaches, the overlay modeling (Paiva and Self, 1995) where the 
learner’s state of knowledge is described as a subset of the Domain Concept Ontology and the stereotype 
modeling (Beaumont, 1994) where learners are classified into stereotypes inheriting the same characteristics 
to all members of a certain class. 

 Designing the Media Space, that is, the process of designing the educational resource description model. 
This model describes the educational characteristics of the learning resources e.g. the learning resource type, 
or its difficulty, as well as structural relationships between learning resources e.g. if a resource requires 
another resource. For each learning resource contained in the Media Space a set of related concepts from the 
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Domain Concept Ontology need to be specified. This information is used by the AEHS to determine if a 
specific learning resource covers a certain concept of the subject domain. 

 Designing the Adaptation Model that is the process of defining the concept selection rules that are used for 
selecting from the Domain Model appropriate concepts to be covered, as well as, the content selection rules 
that are used for selecting appropriate resources from the Media Space. The concept selection rules are 
defined over the Learner Knowledge Space which represents the learner’s state of knowledge by comparing 
it with the Domain Concept Ontology. The content selection rules are defined over the learner’s cognitive 
characteristics and preferences, relating the educational characteristics of learning resources defined in the 
educational resource description model with the learner’s attributes in the User Model. 

 
After designing the AEHS by following the above mentioned steps, the adaptation engine (Adaptation Rule 
Parser in Figure 1), is responsible for interpreting the adaptation rules specified in the Adaptation Model in order 
to generate personalized learning paths. This process is called in the literature adaptive educational hypermedia 
sequencing. Following the previous discussion on the systematic design of AEHS, one could identify three 
distinct design roles, namely: 

 The Domain Expert, that is, the person who is responsible for defining the structure of the subject domain 
(Domain Concept Ontology), the structure of the Learner Knowledge Space, as well as, the concept 
selection rules of the Adaptation Model. 

 The Instructional Designer, that is, the person who is responsible for defining the learner cognitive 
characteristics and preferences of the User Model, the structure of the educational resource description 
model, as well as, the content selection rules of the Adaptation Model. 

 The Content Expert, that is, the person who develops the learning resources and structures the Media Space 
by describing the produced learning resources using the educational resource description model. 

 
In practice, these distinct roles do not operate independently, but, they cooperate for designing some of the 
system’s models. As presented in Table 1, the Domain Expert and the Instructional Designer need to work 
together for the definition of the Learning Goals Hierarchy, since learning goals are strongly related to the 
concept and content selection rules. Additionally, the Instructional Designer and the Content Expert need to 
work together for the definition of the educational resource description model, since, on one hand, this model is 
used for describing each learning resource developed by the Content Expert and, on the other hand, it is strongly 
related to the content selection rules defined by the Instructional Designer. 
 

Table 1. Role Participation in the design of AEHS models 
 AEHS Models 
 Domain Model User Model Adaptation Model 

Design 
Roles 

Learning 
Goals 

Hierarch 

Domain 
Concept 
Ontology 

Learner 
Characteristics 
& Preferences 

Learner 
Knowledge 

Space 

Educational 
Resource 

Description 
Model 

Concept 
Selection 

Rules 

Content 
Selection 

Rules 
Domain 
Expert X X  X  X  

Instructional 
Designer X  X  X  X 

Content 
Expert     X   

 
 
Next section presents the current state-of-the-art tools for designing AEHS that implement the above mentioned 
abstract sequencing model, focusing on the methods used for the definition of the content selection rules in the 
Adaptation Model. 
 
 
2.1 Designing methods of the Adaptation Model in AEHS 
 
Adaptive educational hypermedia sequencing is based on two main processes, namely, the concept selection 
process and the content selection process. In the concept selection process, a set of learning goals from the 
Learning Goals Hierarchy is selected by the learner e.g. the AIMS (Aroyo and Mizoguchi, 2004), or in some 
cases by the designer of the AEHS e.g. INSPIRE (Papanikolaou et. al., 2003). For each learning goal, related 
concepts from the Domain Concept Ontology are selected. These concepts are filtered by the pre-existing 
knowledge of the learner (Learner Knowledge Space) creating a sequence of missing concepts that need to be 
covered in order to reach the selected learning goals e.g. the APeLS (Conlan et. al., 2002).  
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In the content selection process, learning resources for each concept of the concept sequence are selected from 
the Media Space based on the content selection rules that relate the educational characteristics of learning 
resources with the cognitive characteristics and learning preferences of learners. The result of this process is a 
personalized learning path that matches the selected learning goals. Typical AEHS examples that utilize this 
process are the ApeLS (Conlan et. al., 2002) and the MOT (Cristea, 2004b; Cristea and Stewart, in press).  
 
Figure 2 presents the abstract layers of adaptive educational hypermedia sequencing, demonstrating the 
connection of the above mentioned processes. 
 

 
Figure 2: Abstraction Layers of Adaptive Educational Hypermedia Sequencing 

 
 
In literature, two main approaches appear to be used for the definition of the content selection rules by the AEHS 
Designers Team, namely, the direct definition and the indirect definition using predefined adaptation patterns. In 
the direct definition approach, the content selection rules are defined by the Instructional Designer during the 
design process and they are based on the elements of the Resource Description Model, which is specified 
through the collaboration with the Content Expert. On the other hand, in the indirect definition approach, 
predefined adaptation patterns (or templates), which contain both the structure of the educational resource 
description model and the content selection rules of the Adaptation Model, are selected by the Instructional 
Designer. Consequently, we can classify the design tools for AEHS recorded in the literature, with regard to their 
approach for defining the content selection rules, in the following two classes: 
 

 Design Tools supporting the direct definition of the Content Selection Rules. These systems support the 
Instructional Designer in the process of directly defining content selection rules. They require the 
Instructional Designer to have good knowledge of the parameters of the system that can be adapted, as well 
as the details of the User Model. Typical examples of these systems are the AHA! (De Bra and Calvi, 1998; 
De Bra et. al., 2002), the OntoAIMS (Aroyo et. al., 2003), the AIMS (Aroyo and Mizoguchi, 2004), The 
Personal Reader (Dolog et. al., 2004), and others. 

 
Although these systems provide graphical environments for the definition of the content selection rules and/or 
visual representation of the resulting learning/teaching scenario, still it is difficult for Instructional Designers to 
overcome the problems of inconsistency, confluence and/or insufficiency of the selection rules (De Bra, Aroyo 
and Cristea, 2004). This is due to the fact that, on one hand, dependencies between educational characteristics of 
learning resources and cognitive characteristics of learners are rather complex (Cherniavsky and Soloway, 2002; 
Karampiperis and Sampson, 2004), and on the other hand, it is difficult for an Instructional Designer to know the 
details of each User Model in use and the corresponding meaningful pedagogical adaptations required 
(Cherniavsky and Soloway, 2002), since there exist several different models for each learner cognitive 
characteristic. For example, only in the case that learning styles are used as the main adaptation parameter, there 
exist more than seventy different models in use (Brown et. al., 2005). 
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 Design Tools supporting the indirect definition of the Content Selection Rules. These systems use pre-
existing adaptation patterns (or templates) that have been a-priori defined by an Instructional Designer 
during the development phase of the design tool. Typical examples of these systems are the MOT 
(Cristea, 2004b; Cristea and Stewart, in press), the ACCT (Dagger et. al., 2005), and others. 

 
The main advantage of these systems is that they simplify the design process of adaptive hypermedia, since the 
educational resource description model and partly the Adaptation Model is predefined. However, when more 
than one patterns are to be used the AEHS Designers Team is required to know the details of each selected 
pattern in order to avoid the problems of inconsistency and/or confluence. Additionally, it is nearly impossible 
for the AEHS Designers Team to extend an existing adaptation pattern, since the definition of new adaptation 
rules in a pattern would require the AEHS Designers Team to be familiar with the implementation details of the 
pattern notation language used. 
 
 
3. The proposed Adaptive Sequencing Methodology 
 
As described in section 2, existing adaptive educational hypermedia systems implement a rule-based sequencing 
approach based on a two steps procedure. They first generate a sequence of concepts that matches the learning 
goal in hand, and then select learning recourses for each concept of the concept sequence. Due to the problems of 
inconsistency and insufficiency of the defined rule sets in the Adaptation Model, conceptual “holes” can be 
generated in the produced learning resource sequence. 
 
To overcome this problem, we propose an alternative sequencing method that instead of generating the learning 
path by populating the concept sequence with available learning resources, it first generates all possible 
sequences that match the learning goal in hand and then adaptively selects the desired personalized learning path 
from the set of available paths. More precisely, the following two steps procedure is used: 
 
Step1: Learning Paths Generation 
At this step a graph containing all possible learning paths based on the relation between the Learning Goals 
Hierarchy, the concepts of the Domain Concept Ontology and the learning resources contained in the Media 
Space, is generated. This graph is constructed as follows: 
 

 
Figure 3: The proposed Abstraction Layers of Adaptive Educational Hypermedia Sequencing 
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Step1a: Construction of the Concepts Path Graph. 
The Concepts Path Graph (CPF) is a directed graph which represents the structure of the concepts of the Domain 
Concept Ontology that matches the learning goal in hand. The concepts contained in the CPF are selected based 
on the connection between the Learning Goals Hierarchy and the Domain Concept Ontology. The structure of 
the CPF is directly inherited by the structure of the Domain Concept Ontology. CPF is a simple directed graph, 
that is, a directed graph having no multiple nodes. This means that each concept is contained only once in the 
CPF. Additionally, CPF is an acyclic directed graph, that is, a directed graph containing no directed cycles. This 
means that in every possible concept sequence represented by the CPF, each concept has a unique existence. 
 
Step1b: Construction of the Learning Paths Graph. 
The Learning Paths Graph (LPG) is a directed graph which represents all possible learning paths (sequence of 
learning resources) that matches the learning goal in hand. To construct the LPG, for each concept of the CPF 
related learning resources are selected from the Media Space based on the connection between the Domain 
Concept Ontology and the Resource Description Model. Each node in the CPF is then replaced by the related set 
of learning resources retrieved from the Media Space. The structure of the learning resources set is directly 
inherited by the structure of the Media Space. The final graph is the Learning Paths Graph. Assuming that the 
Media Space does not contain circular references between learning resources, the LPG is again a simple acyclic 
directed graph. Although this assumption does not directly affect either the design of an AEHS, nor our 
sequencing methodology, it is necessary for avoiding infinite learning paths. 
 
Step2: Personalized Learning Path Selection. At this step a personalized learning path is selected from the graph 
that contains all the available learning paths based on learner’s attributes in the User Model. As a result, we 
introduce an additional layer (Figure 3) in the abstract sequencing layers of adaptive educational hypermedia 
systems, namely the Learner Adaptation Layer, which is used for selecting the personalized learning path. 
 
In the proposed sequencing method, we replace the content selection rules defined in the Adaptation Model with 
a decision-making function that estimates the suitability of a learning resource for a specific learner by relating 
the educational characteristics of learning resources defined in the educational resource description model with 
the learner’s cognitive characteristics and preferences stored in the User Model. This suitability function is used 
for weighting each connection of the Learning Paths Graph. From the weighted graph, we then select the most 
appropriate learning path for a specific learner (personalized learning path) by using a shortest path algorithm. 
Next sections present the methodology used for creating the suitability function, as well as, for selecting the 
personalized learning path for a learner. 
 
 
3.1. Creating the Suitability Function 
 
Next, we present the algorithm for creating a suitability function that estimates the suitability of a learning object 
for a specific learner. In our previous work, we have proposed a decision model that constructs a suitability 
function which maps learning object characteristics over learner characteristics and vice versa. We have already 
used that model for the direct selection of learning objects, proving that this suitability function can safely 
extract dependencies between a User Model and a Resource Description Model (Karampiperis and Sampson, 
2004). In that work the User Model elements were not directly defined by the Instructional Designer, but they 
were dynamically selected from a set of elements during the suitability calculation phase. In this paper, we 
construct a similar suitability function with the assumption that the elements of the User Model are directly 
defined by the Instructional Designer and remain the same during the whole life cycle of the AEHS. To this end, 
before proceeding with the calculation of the suitability function, we assume that the learners’ cognitive 
characteristics and preferences stored in the User Model, as well as, the structure of the Educational Resource 
Description Model have already been defined by the Instructional Designer. The process of creating the 
suitability function consists of the following steps, as shown in Figure 4: 
 
Step1:  Reference Sets Generation 

The first step of the suitability calculation process includes the generation of the reference sets of 
learning objects and learners that will be used for calculating the suitability function. More precisely, 
we generate two sets of learning objects, namely, the Learning Objects Training Set (LOTS) and the 
Learning Objects Generalization Set (LOGS), as well as, two sets of learners, namely, the Learners 
Training Set (LTS) and the Learners Generalization Set (LGS). The two training sets (LOTS and LTS) 
are used for calculating the suitability function, and the two generalization sets (LOGS and LGS) are 
used for evaluating the consistency of the produced suitability function. 
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Each one of the generated reference learning objects has a unique identifier of the form LOi and is 
characterized by a set of n independent properties ),,,( 21

iiii LO
n

LOLOLO gggg …=  of the Educational 
Resource Description Model. Similarly, each one of the generated reference learners has a unique 
identifier of the form Lj and is characterized by a set of m independent properties 

),,,( 21
jjjj L

m
LLL uuuu …=  of the User Model. The reference learning objects are randomly generated 

with normal distribution over the value space of each metadata element of the Resource Description 
Model. Similarly, the reference learners are randomly generated with normal distribution over the value 
space of each learner characteristic of the User Model.  
 

Step2:  Reference LO rating by the Instructional Designer 
For each reference learner Lj contained in the LTS, we ask the Instructional Designer to define his/her 
preference rating of the reference learning objects contained in LOTS, as well as, to define his/her 
preference rating of the reference learning objects contained in LOGS. These preference ratings are 
expressed using two preference relations, namely, the strict preference relation and the indifference 
relation. A strict preference relation means that a learning object is preferred from another one and an 
indifference relation means that two learning objects are equally preferred. Additionally, for each 
reference learner Lj contained in the LGS, we ask the Instructional Designer to define his/her preference 
rating of the reference learning objects contained in LOGS. 
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Figure 4: Suitability Function Creation Workflow 
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Step3:  Suitability Function Parameters Calculation 
For a specific learner Lj we define as marginal suitability function of the Resource Description Model 
property gk a function that indicates how important is a specific value of the property gk when 
calculating the suitability of a learning resource LOi for the learner Lj. This function has the following 
form (Karampiperis and Sampson, 2004): 

)exp()(
2

ij

k

ij

k

j

k

ij

k

LO
k

L
g

LO
k

L
g

L
g

LO
k

L
g gcgbags −+= , where iLO

kg is the property value of learning object 

LOi in the gk element of the Resource Description Model and RcRbRa j

k

j

k

j

k

L
g

L
g

L
g ∈∈∈ ,, are 

parameters that define the form of the marginal suitability function. The calculation of these parameters 
for all gk properties of the Resource Description Model lead to the calculation of the suitability function 
for the learner Lj.  
 
More precisely, for a specific learner Lj we define the suitability function as the aggregation of the 
marginal suitability functions for the learner Lj, as follows: 
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where P is the strict preference relation and I the indifference relation in Instructional Designer’s 
preference rating. These properties express that for a specific learner Lj, when a learning object LO1 is 
preferred from another learning object LO2, then the suitability function for LO1 is greater than the 
suitability function for LO2 and vise versa. Similarly, when two learning objects LO1 and LO2 have the 
same preference rating for a specific learner Lj, then they also have the same suitability function value. 
 
Using the provided by the Instructional Designer preference rating of the reference learning objects 
contained in LOTS, for each reference learner Lj contained in the LTS, we define the suitability 
differences ),,,( 121
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This optimization problem leads to the calculation of the values of the parameters a, b and c for each gk 
property of the Resource Description Model over the instances of the LTS, that is, for each separate 
learner profile included in the LTS. 
 

Step4:  Consistency Check and Extrapolation 
We then evaluate the consistency of the resulting suitability function, that is, the evaluation of how well 
the suitability function works for learning objects and/or learners that have not been used in the 
suitability function parameters calculation (step 3). To this end, we first use the provided by the 
Instructional Designer preference rating of the reference learning objects contained in LOGS, for each 
reference learner Lj contained in the LTS. 
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For a reference learner Lj, we estimate using the suitability function calculated in the previous step (step 
3) the Instructional Designer’s preference rating of each learning object contained in LOGS. We then 
compare the provided by the Instructional Designer preference rating with the estimated one. If the 
preference rating estimation of a learning object LOi in LOGS is different than that provided by the 
Instructional Designer, we add the learning LOi in the Learning Object Training Set (LOTS) and 
recalculate the suitability function parameters (step 3). 
 
If the estimated and the provided preference ratings are the same, then we generalize the resulted 
suitability function from the LTS to all learners, by calculating the corresponding suitability values for 
every learner property jL

zu , using the following linear interpolation formula:  
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, where 

L1 and L2 are the learners of the LTS closest (measured by Euclidean distance) to the learner Lj, 1L
zu  

and 2L
zu  are the values of learner property zu  for learners L1 and L2 respectively, and 1L

gk
s  and 2L

gk
s are 

the marginal suitability functions of the Resource Description Model property gk for learners L1 and L2 
respectively. 
 

After the extrapolation on the entire set of learner instances, we evaluate again the consistency of the resulting 
suitability function, using the provided by the Instructional Designer preference rating of the reference learning 
objects contained in LOGS, for each reference learner Lj contained in the LGS. For a reference learner Lj, we 
estimate using the suitability function calculated in the previous step (step 3) the Instructional Designer’s 
preference rating of each learning object contained in LOGS. We then compare the provided by the Instructional 
Designer preference rating with the estimated one. If the preference rating estimation for a learner Lj in LGS is 
different than that provided by the Instructional Designer, we add the learner Lj in the Learners Training Set 
(LTS) and recalculate the suitability function parameters (step 3). 

 
 
3.2. Selecting a Personalized Learning Path 
 
Following our proposed 2-step methodology for adaptive sequencing, in order to be able to select from the 
Learning Paths Graph the learning path that matches the characteristics and preferences of a specific learner, we 
need to add learner-related information to the LPG. This information has the form of weights on each connection 
of the LPG and represents the inverse of the suitability of a learning resource for the specific learner. This means 
that the higher value a weight in the LPG has, the less suitable the corresponding learning object in the sequence 
is for a specific learner. For a specific learner Lj we define the weighting function for each directed connection 
(edge) of the Learning Paths Graph as ( ) ( ) ]1,0[1 ∈−= ijij LOLLOL gSgW , where ( )ij LOL gS  is the global 
suitability for the learner Lj of the targeted learning object LOi. in the edge. 
 
After weighting the LPG using the weighting function, we need to find the most appropriate learning path for a 
learner. Since the weights in the LPG are calculated in such a way that the lower value they have the more 
suitable a learning object is, the calculation of the most appropriate learning path is equivalent to the calculation 
of the shortest path in the LPG. By relaxing the edges of the LPG according to a topological sort of its vertices 
(nodes of the graph), we can compute the shortest path. 
 
The algorithm starts by topologically sorting the LPG to impose a linear ordering on the vertices. If there is a 
path from vertex u to vertex υ, then u precedes υ in the topological sort (Figure 5a).  
 
Let us call V the set of vertices contained in the LPG. For each vertex υ∈V, we maintain an attribute d[υ] called 
shortest-path estimation, which is an upper bound on the weight of a shortest path from source s to υ. 
Additionally, for each vertex υ∈V, we maintain an attribute π[υ] called shortest-path predecessor. We initialize 
the shortest-path estimates and predecessors using the following values: π[υ]=NIL for all υ∈V, d[s]=0, and 
d[υ]=∞  for υ∈V–{s} (Figure 5a). We make just one pass over the vertices in the topologically sorted order. As 
we process each vertex, we relax each edge that leaves the vertex. The process of relaxing an edge (u,υ) consists 



138 

of testing whether we can improve the shortest path to υ found so far by going through u and, if so, updating d[υ] 
and π[υ]. A relaxation step may decrease the value of the shortest-path estimate d[υ] and update υ’s predecessor 
field π[υ] (Figure 5b-g). 
 

 
Figure 5: The execution of the algorithm for personalized learning path selection from the LPG. The d values are 

shown within the vertices, and shaded edges indicate the π values. 
 
 
The result of this process is the calculation of the shortest path in the LPG that corresponds to the sequence of 
learning objects that are most suitable for a specific learner Lj. 
 
 
4. Setting up the Simulation 
 
In this paper we present a sequencing methodology for AEHS that aims to overcome the problem of generating 
sequences with conceptual holes. In order to evaluate the proposed sequencing methodology, we compare the 
produced learning paths with those produced by a simulated perfect rule-based AEHS, using a specific Domain 
Model and Media Space. A perfect rule-based AEHS is assumed to contain consistent and sufficient adaptation 
rule sets. As a result, it is anticipated that such a system would generate for a desired learning goal, solid learning 
paths with no conceptual holes. For the simulation of the learning paths produced by a perfect rule-based AEHS, 
we use a specific Domain Model and Media Space (as described later in this section) and generate for each 
learning goal specified in the Learning Goals Hierarchy all consistent learning paths that can be defined over the 
specific Media Space. In our simulations we measure how close the learning paths produced by our proposed 
methodology are to these ideal paths. By this way, we intent to demonstrate the capacity of the proposed 
methodology and investigate parameters that influence this performance. 
 
In order to setup our simulations, we use the common design steps of an AEHS, as described in section 2. More 
specifically: 

 
Designing the Domain Model. The selected domain for our simulations was the Computer Science Domain. For 
the description of the subject domain concepts, that is, the Domain Concept Ontology, we extracted the ontology 
from the ACM Computing Curricula 2001 for Computer Science (ACM, 2001). As discussed in section 2, the 
use of ontologies for structuring the Domain Concept Ontology is commonly used in AEHS, since it provides a 



139 

standard-based way for knowledge representation (Henze, Dolog and Nejdl, 2004; Aroyo and Dicheva, 2004). 
The extracted ontology is complete consisting of 950 topics organized in 132 units and 4 areas (see Table 2). A 
partial view of the concept hierarchy in the domain ontology in use is shown in Figure 6.  
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2. Similar to
3. Opposite of
4. Related with

Concept Relation Classes
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Software EngineeringIntelligent Systems

11
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1 11
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Dynamic Programming
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Software Validation
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Validation Planning Testing Fundamentals Object-Oriented Testing

1 11

 
Figure 6: Partial View of Concept Hierarchy in the Domain Concept Ontology in use (ACM Computing 

Curricula 2001 for Computer Science) 
 
 
For the description of the relations between the subject domain concepts we used four classes of concept 
relationships, as shown in Figure 6, namely: 

 “Consists of”, this class relates a concept with its sub-concepts 
 “Similar to”, this class relates two concepts with the same semantic meaning 
 “Opposite of”, this class relates a concept with another concept semantically opposite from the original one 
 “Related with”, this class relates concepts that have a relation different from the above mentioned 
  

Table 2: Subject Domain Concepts covered in the Ontology 
Area Units Topics 

Discrete Structures 6 45 
Programming Fundamentals 5 32 
Algorithms and Complexity 11 71 
Architecture and Organization 9 55 
Operating Systems 12 71 
Net-Centric Computing 9 79 
programming languages 11 75 
Human-Computer Interaction 8 47 
Graphics and Visual Computing 11 84 
Intelligent Systems 10 106 
Information Management 14 93 
Social and Professional Issues 10 46 
Software Engineering 12 85 
Computational Science 4 61 

 
 
Furthermore, for the definition of the Learning Goals Hierarchy in our simulations, we have used again the ACM 
Computing Curricula 2001 for Computer Science, which defines for each subject domain concept associated 
learning objectives (ACM, 2001). From this list of learning objectives we have created a Learning Goals 
Hierarchy which is presented in Figure 7. We then associated each topic of the 950 topics included in the 
Domain Concept Ontology in use with at least one node of the generated Learning Goals Hierarchy, so as to 
provide a connection between learning goals and concepts of the particular Domain Concept Ontology in hand. 
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Designing the User Model. For the design of the User Model in our simulations, we have used an overlay model 
for representing the Learners Knowledge Space and a stereotype model for representing learners’ preferences. 
More precisely, for the learners’ knowledge level we track the existence of a related certification for each node 
of the Learners Knowledge Space, the evaluation score in testing records and the number of attempts made on 
the evaluation. For modeling of learners’ preferences we use learning styles according to Honey and Mumford 
model (Honey and Mumford, 1992), as well as modality preference information consisting of three modality 
types, namely, the visual modality, the textual modality, the auditory modality and the mixed modality 
preferences. Each element of the User Model was mapped to the IMS Learner Information Package (IMS LIP) 
specification, as shown in Table 3. 
 

 
Figure 7: Learning Goals Hierarchy (ACM Computing Curricula 2001 for Computer Science) 

 
 

Table 3: Using the IMS LIP specification for representing User Model elements 
User Model Element IMS LIP Element Explanation 

Accessibility/Preference/typename The type of cognitive preference Learning Style Accessibility/Preference/prefcode The coding assigned to the preference 
Modality Preference AccessForAll/Context/Content The type of modality preference 

QCL/Level The level/grade of the QCL 
Activity/Evaluation/noofattempts The number of attempts made on the evaluation. 
Activity/Evaluation/result/interpretscope Information that describes the scoring data Knowledge Level 

Activity/Evaluation/result/score The scoring data itself. 
 
 
Designing the Media Space. For the design of the Media Space in our simulations we have used as Educational 
Resource Description Model a subset of the IEEE Learning Object Metadata standard elements, illustrated in 
Table 4. The Aggregation Level and the Relation/Kind elements are used for structuring the Media Space and 
the Classification element is used for connecting learning resources with the concepts of the Domain Concept 
Ontology. 
 
The Aggregation Level was used for classifying the available learning resources in two classes, namely, the raw 
media and the structured learning objects (Table 5). Each learning resource was tagged with a unique identifier 
depending on the aggregation level class that it belongs. For example, the identifier of learning resources with 
aggregation level 1 has the form of AG1:LOi, whereas, the identifier of learning resources with aggregation level 
2 has the form of AG21:LOj, where i and j are the unique identifiers of the learning resources inside a specific 
aggregation class. 
 
In order to define the structure of learning resources at aggregation level 2 (that is, a collection of several 
learning resources at aggregation level 1) we have used the ‘Relation’ Category of the IEEE LOM standard. 
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More specifically, in our simulations we have used eight types of relationships out the 12 predefined values at 
the Dublin Core Element Set (DCMI, 2004), namely: 

 “is part of” / “has part” 
 “references” / “is referenced by” 
 “is based on” / “is basis for” 
 “requires” / “is required by” 

 
Table 4: Educational Resource Description Model used 

IEEE LOM 
Category IEEE LOM Element Explanation 

Structure Underlying organizational structure of a Learning Object 
General Aggregation Level The functional granularity of a Learning Object 

Interactivity Type Predominant mode of learning supported by a Learning Object 

Interactivity Level The degree to which a learner can influence the aspect or behavior of 
a Learning Object. 

Semantic Density The degree of conciseness of a Learning Object 
Typical Age Range Developmental age of the typical intended user. 

Difficulty How hard it is to work with or through a Learning Object for the 
typical intended target audience. 

Intended End User Role Principal user(s) for which a Learning Object was designed, most 
dominant first. 

Context The principal environment within which the learning and use of a LO 
is intended to take place. 

Typical Learning Time Typical time it takes to work with or through a LO for the typical 
intended target audience. 

Educational 

Learning Resource Type Specific kind of Learning Object. The most dominant kind shall be 
first. 

Relation Kind Nature of the relationship between two Learning Objects 
Classification Taxon Path A taxonomic path in a specific classification system. 

 
 

Table 5: Learning Objects’ Aggregation Level according to IEEE LOM standard 
IEEE LOM Element Value Space Description 

1 The smallest level of aggregation, e.g. raw 
media data or fragments General/Aggregation_Level 

2 A collection of level 1 learning objects, e.g. 
a lesson chapter or a full lesson 

 
 
A partial view of the Media Space based on the use of the IEEE LOM Aggregation Level element and the 
Relation/Kind element is presented in Figure 8. 
 
Furthermore, for each learning resource included in the Media Space, a set of related concepts from the Domain 
Concept Ontology is specified using the Classification element of the IEEE LOM standard. This element 
describes the position of a specific learning object within a particular classification system and it is typically 
used in AEHS to determine if a specific learning resource covers a certain concept of the subject domain. 
Typical systems that used this approach are the Personal Reader (Dolog et. al., 2004), the WINDS (Kravcik and 
Specht, 2004) and others. 
 
In the literature, several approaches exist that integrate the IEEE LOM metadata elements within domain concept 
ontologies (Kay and Holden, 2002; Sicilia et. al., 2004; Hayashi, Ikeda and Mizoguchi, 2004; Simon et. al., 
2004). The use of the classification element of the IEEE LOM standard, on one hand, models the connection 
between concepts of the Domain Concept Ontology and the learning resources, and on the other hand, enables 
the separation of the Educational Resource Description Model from the Domain Concept Ontology. This 
separation enables the use of separate metadata records for learning resources, thus, enabling the use of resources 
and associated metadata contained in external from the AEHS repositories. 
 
Designing the Adaptation Model. For the design of the Adaptation Model in our simulations, we have used the 
methodology presented in section 3 based on a set of 50 learning object metadata records (30 for the Learning 
Objects Training Set and 20 for the Learning Objects Generalization Set) and a set of 10 simulated learner 
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instances (5 for the Learners Training Set and 5 for the Learners Generalization Set). These sets were used to 
calculate the suitability function presented in section 3.1 of this paper. 
 

 
Figure 8: Partial View of Media Space Representation 

 
 
For our simulations we created an additional set of learning object metadata records that we call Learning 
Objects Estimation Set - LOES, consisting of 142.500 records (that is, 150 simulated learning objects for each 
one of the 950 topics), with normal distribution over the value space of each metadata element. Additionally, we 
created a set of 20 simulated learner instances that we call Learner Estimation Set - LES, with normal 
distribution over the value space of each learner characteristic. These estimation sets were used for evaluating 
the efficiency of the proposed approach in generating learning paths with no conceptual holes, as it is discussed 
in the next section. 
 
 
5. Simulation Results and Discussion 
 
In our simulations we evaluate the proposed sequencing methodology by comparing the produced learning paths 
with those produced by a simulated perfect rule-based AEHS, as described in the previous section. To this end, 
we have defined an evaluation criterion based on Kendall’s Tau (Wilkie, 1980), which measures the match 
between two learning object sequences, as follows: 
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where Nconcordant stands for the concordant pairs of learning objects and Ndiscordant stands for the discordant pairs 
when comparing the resulting learning objects sequence with the ideal reference one and n is the maximum 
requested number of learning objects per concept level. 
 
The efficiency of the proposed method was evaluated by comparing the resulting learning object sequences with 
ideal reference sequences for 50 different cases (10 randomly selected learner instances from the Learner 
Estimation Set per level of sequence root) over the concept hierarchy. Average evaluation results are shown in 
Figure 9 presenting the success of the proposed sequencing method for different cases of sequence roots (that is, 
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the concept level in Domain Ontology) and different cases of maximum requested number of learning objects 
per concept level (n). In this figure the different concept levels express the depth in the Domain Ontology of the 
root concept in the desired learning path. For example, topic levels (1-5) correspond to concepts in the Domain 
Ontology with depth between one and five. These concepts are included in a Unit (see also Table 2) and they 
possibly include topics with depth greater than five, depending on the structure of the Domain Ontology. 
 

Average Sequence Generation Success per Level of Sequence Root
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Figure 9: Average Simulation Results for Learning Path Selection 

 
 
From these results we conclude that the success rate of the resulting learning object sequences is depending on 
the concept levels that the end sequence covers, as well as the maximum requested resources for each level. The 
less number of resources per level are requested, the smallest would be the resulted LO sequence, producing less 
probability of possible mismatches. Accordingly, for the same number of requested objects per level, the higher 
level the sequence root is, the longer would be the resulted sequence introducing more mismatches from the 
Learning Paths Graph weighting process. 
 
These observations introduce two main design principles that should be followed in order to successfully 
generate personalized learning paths, namely: 
 

The Content Expert of an AEHS should design the Media Space by creating structured learning 
resources (with Aggregation Level equal to 2) rather than raw media. This internal structuring, on one 
hand, enables the AEHS to select less (but more aggregated) learning resources, and on the other hand, 
increases the probability of generating meaningful learning paths since less decisions about the 
structuring of the learning resources are taken by the AEHS. 
 
The end-user of an AEHS should request an adaptive web-based course covering the minimum needed 
parts of the Domain Concept Ontology, in order for avoiding the generation of huge sequences that 
introduce mismatches. 
 

In order to investigate in more detail these mismatches, we have designed another evaluation criterion, which 
measures the success in selecting appropriate resources per concept node, defined by: 
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where m is the number of requested learning objects from the Media Space per concept node.  
 
We have evaluated the selection success on two different sub sets of the Learning Objects Estimation Set. The 
first data sets contains learning object metadata records with aggregation level 1 (raw media) and the second data 
set contains learning object metadata records with aggregation level 2 (structured learning objects), as defined in 
section 4. Figure 10 presents average simulation results for learning objects selection. 
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From these results we can once again confirm the observation that using structured learning objects rather than 
raw media, increases the probability of generating flawless learning paths. More analysis on the results, 
presented in Figure 10, shows that when the desired number of learning objects (m) is relatively small (less or 
equal to 10), the efficiency of selection is almost the same for raw media and structured learning objects. 
However, when the desired number of learning objects is relatively large (more than 10) the success in selecting 
learning objects is strongly affected by the aggregation level of the learning objects. 
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Figure 10: Average Simulation Results for Learning Objects Selection 

 
 
If we consider that for one learner instance, the different combinations of learning objects, calculated as the 
multiplication of the value instances of characteristics presented in Table 4, leads to more than one million 
learning objects, it is evident that it is almost unrealistic to assume that an instructional designer can manually 
define the full set of selection rules which correspond to the dependencies extracted by the proposed method and 
at the same time to avoid the inconsistencies, confluence and insufficiency of the produced selection rules. The 
simulation results demonstrate that the proposed approach is capable of extracting dependencies between 
learning object and learner characteristics producing almost accurate sequences of learning objects (that is, 
almost similar to the ideal ones). Furthermore, it was exhibited that the granularity of learning object sequences, 
as well as, the aggregation level of the learning objects are the main parameters affecting the sequencing success. 
A learning path that covers a whole concept area is more likely to produce mismatches when comparing with a 
sequence that covers only a specific unit or even a specific topic, and a sequence that uses raw media is more 
likely to produce mismatches when comparing with a sequence that uses structured learning objects. 
 
This is due to the fact that structured learning objects partly contain information about the underlying 
pedagogical scenario. When only raw media are used for sequencing, then the pedagogical scenario is totally 
implied in the decisions made by the AEHS. Our future work, focuses on separating the learning scenario from 
the adaptation decision model. By this way, we anticipate, on one hand, to support better the sequencing of 
unstructured raw media, and on the other hand, to facilitate the support of different pedagogical strategies 
without redesigning the adaptation decision model. 
 
 
6. Conclusions 
 
In this paper, we address the design problem of the Adaptation Model in AEHS proposing an alternative 
sequencing method that instead of generating the learning path by populating a concept sequence with available 
learning resources based on adaptation rules, it first generates all possible sequences that match the learning goal 
in hand and then adaptively selects the desired sequence, based on the use of a decision model that estimates the 
suitability of learning resources for a targeted learner. In our simulations we compare the produced sequences by 
the proposed methodology with ideal sequences produced by a perfect rule-based AEHS. The simulation results 
provide evidence that the proposed methodology can generate almost accurate sequences avoiding the need for 
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defining complex rule sets in the Adaptation Model of AEHS. Additionally, the simulation results showed that 
the success in learning object sequencing is strongly affected by the aggregation level of the learning objects and 
the number of the concepts covered by the desired learning object sequence. 
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ABSTRACT 

This paper presents an analysis of papers delivered at the ICALT 2004 conference, in order to understand 
the current research issues relating to Learning Objects (LOs). The major research results are summarized, 
and the papers are classified according to the definition of LO used and the approach taken (technical, 
pragmatic or pedagogic). The technologies employed, and the features present in the papers, are analyzed. 
 

Keywords 
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Introduction 
 
At the 4th International Conference on Advanced Learning Technology (ICALT 2004) held in Joensuu (Finland) 
259 research papers were delivered: 130 full papers, 75 short papers and 54 posters. Many of these papers 
concern Learning Objects (LOs), either as a central theme, or as part of the research results presented, and an 
initial inspection of those papers reveals that a variety of definitions are used for an LO, together with many 
different technical and pedagogic approaches to the application of LOs. 
 
One of the reasons for the lack of a clear definition for an LO may be that they are still evolving (Polsani, 2004), 
and Polsani further suggests that “we could consider the LOs as a contemporary form of organizing knowledge 
and information like other historically evolved forms such as mythology, narrative poems, books and others”. 
Another reason could be found in the IEEE definition of LO: “Learning Objects are any entity, digital or non-
digital, which can be used, re-used or referenced during technology supported learning. Examples of Learning 
Objects include multimedia content, instructional content, learning objectives, instructional software and 
software tools, and persons, organizations, or events referenced during technology-supported learning.” (IEEE, 
n.d.).  This means that a LO may be a book, a web document, a traditional classroom lesson (events referenced 
during technology supported learning) as well as a videoconferencing lesson.  
 
This is the starting point of this work, which aims at identifying a taxonomy of all research papers published in 
ICALT proceedings that focus on the Learning Objects topic, in order to understand how the various definitions 
of LOs, and approaches to their application, inform research currently underway into the topic. 
 
An initial quantitative analysis, summarised in table 1, reveals that 6 (out of 46) sessions and a total of 26 (10%) 
papers explicitly relate to LOs. However, not all papers concerning the organisation and distribution of learning 
resources were scheduled in these sessions, and a more selective analysis identifies 33 papers (approximately 
14%) that have an explicit reference to LOs in the title and elsewhere in the text. To perform a more detailed 
analysis of those papers that  implicitly discuss LOs, we used a larger set of keywords related to LOs, as shown 
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by the conceptual map in figure 1, and this identified 54 papers, approximately one fifth of the total. In addition, 
the distribution of papers shown in table 1 raised some questions: why is the number of short papers and posters, 
with implicit references to LOs, greater than the long ones, and why is the situation for the explicit references the 
opposite? One of the possible answers could be that while the long papers report completed research on a 
particular topic, and the authors evidence this in the title. The short papers and the posters, however, are work in 
progress reports, and the details of the material are concealed in the text.   
 

Table 1 The classification of papers 
 Long Short Poster Total 
Explicit in title 11% 9% 4% 9% 
Explicit elsewhere 6% 3% 2% 5% 
Implicit 2% 19% 22% 11% 
Not related 80% 69% 72% 75% 

 
 
This quantitative analysis gives us a starting point to understand the e-learning research trend, and qualitative 
analyses can provide us with more detail. 
 

 
Figure 1. The conceptual map of keywords related to LOs 

 
 
A focus of much of the research work is the problem of “pedagogic neutrality” of current e-learning standards 
(Friesen, 2004). A popular solution to this problem seems to be ontologies. Many researchers claim that using 
ontologies to describe both the knowledge domain and metadata is a very powerful method to enhance the 
pedagogic strength of e-learning environments, and beyond simple enhancement of the description of learning 
resources, it is also necessary in order to improve the functionality of Learning Management Systems (LMSs).  
 
Other papers propose architectures for building LMSs that could supply more personalised learning paths to the 
student and at the same time more powerful functionalities to support the teacher in building their own courses. 
In order to better understand in which direction the research on LOs is going, we analysed the ICALT 
proceedings to make a classification of all papers related to the LOs. In order to achieve this goal it is necessary 
to define a taxonomy appropriate for performing a classification.  
 
 
The Leaning Objects taxonomy 
 
LOs is a topic in e-learning research which involves skills of several professionals, including teachers, computer 
scientists, pedagogues, and instructional designers and implementers. Thus a good starting point could be the 
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different points of view that the different professional skills have: pedagogic (pedagogues), pragmatic (teachers 
and instructional designers) or technical (computer scientists and implementers of instruction). 

 

 
Figure 2: the graphical representation for the taxonomy 

 
 

Specifically:  
 A pedagogic approach means that researchers build tools, or supply frameworks, models or languages that 

enable them to take into account pedagogic aspects of e-learning. 
 A pragmatic approach means that researchers give solutions to different problems in using LOs and LMSs 

in a practical way rather than using rules and principles. 
 A technical approach means that researchers seek and supply solutions for building LOs and learning 

environments suggesting which technological support is the most suitable for solving a particular problem. 
 
Of course the approaches used are not always clearly classifiable as one of them, rather the solution is often a 
combination of different viewpoints as shown in figure 2 where the intersections are the common points of view. 
 
This kind of taxonomy is useful not only to classify the LO applications, but also to evaluate the evolution of the 
“LO” term, if other definitions have been supplied, and in which context they can be used. 
 
 
The evolution of the “Learning Object” term 
 
Most papers that mention LOs use the IEEE definition (IEEE, n.d.) to explain what a LO is, although they often 
claim that this definition is rather vague. Most of these works then give more accurate definitions, which 
typically add that an LO is an entity that should be accessible, reusable and interoperable.  
 
An interesting definition, which derives from a pragmatic point of view, is where the LO is conceived as a 
medium for enabling the dialogue between abstraction and application (Klobas et al., 2004). This definition 
emerges from a study about the pedagogic approach for teaching in engineering and business. From a pedagogic 
point of view the problem of teaching in engineering and business requires two different approaches: the first 
emphasizes the abstraction which can be applied in many different situations, while the second emphasizes 
problem solving in specific situations. The authors' goal is to build LOs that simulate the operation of networks 
with a very high degree of accuracy.  
 
The computer scientists' point of view is very interesting too. Von Breven discusses how it is possible to define 
new types of LO, that he calls eLOs, using the OO paradigm (von Breven, 2004). The starting point of his 
research is that “awareness of the context is crucial to design e-learning artifacts, since information required to 
complete a task can be dynamically inferred from its environment”. In this case, LOs become objects that 
include not only the didactic content of an e-learning course, but also information about the context in which 
they will be used. Therefore, the notion of subject domain of a system becomes very important, and is defined by 
the author as “the union of the subject domains of all messages that cross its external interface. To find out what 
the subject domain of a system is, it is necessary to identify which the entities, the events and the messages sent 
and received by the system are”. As result of analysis of an e-learning environment von Breven has defined 3 
types of eLO: Structural (SeLOs), Conceptual (CeLOs) and Granular (GeLOs). SeLOs contain messages and 
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events about the structure of a CBL course; CeLOs are objects responsible for course adaptability, 
interoperability and reusability; and GeLOs contain messages and events that mainly talk about congregating 
granular or atomic database entities (e.g. video, text, or audio). 
 
Software engineering methods can be used to define a formal model to describe not only the design and the 
implementation of educational systems but also the design of LOs. Frosch-Wilke defines a LO as “a package of 
correlated objects”, and using an OO language, such as UML, describes a model with respect to the LOM 
standard (Frosch-Wilke, 2004). This information model can easily be extended by using methods that can be 
implemented as functions of a learning system.  
 
In order to integrate ontology and Semantic Web technologies into e-learning environments it is necessary to 
represent LO metadata in ontological databases, and Sicilia et al. define LOs as “information bearing things that 
contain digitally coded information readable by a computer” (Sicilia et al., 2004). In this case, the LOs are seen 
as purely digital entities. Mapping between the LO metadata model and their ontological knowledge base has 
been easy, even if some LOM elements require the definition of additional elements.  
 
 
Applications for Learning Objects 
 
A similar discussion could be made for the applications of LOs. It is interesting to classify the large number of 
applications of LOs according to this taxonomy to identify current research trends. In order to find out this kind 
of information, we compare the different approaches (technological, pedagogic and pragmatic) used to solve 
common problems. 
 
 
Building LOs and LO repositories  
 
The growing interest in LO topics has caused researchers to build repositories of LOs, each with a specific goal. 
An example is PILO (Practitioner Inquiry Learning Object) that collects multimedia web-based resources for 
teachers (Nichols, 2004). The goal of this repository is to supply a database (technological approach) in which 
school teachers and researchers can find learning material for training themselves in conducting classroom 
inquiry. A larger project is CeLeBraTe (Context e-Learning with Broadband Technologies) that aims at 
supplying support for a European Learning Network (ELN) of virtual learning environments in which it is 
possible to store and to share learning resources (van Assche and Massart, 2004). The idea is that all ELN 
members can store metadata in a central repository, or in a local one, and a federated searching system will allow 
retrieval of information that matches the searching criteria. However, since teachers and students usually have 
some difficulty in interpreting results of a simple text-based search, the authors propose to use the LOM standard 
in order to guide the searching activities and explain how it is used in their federated search engine. A more 
effective solution could be to define a model for producing effective LOs in order to help the searching engines 
to be more productive (Griffiths et al., 2004). The paper goes in this direction (pedagogic approach) and uses 
two frameworks, the Cisco’s model and the UDRIPS ones, in order to create LOs from existing course material. 
This work tries to join the two frameworks in order to produce a pedagogically sound model for creating 
supportive educational materials. On the other hand, Kazi supplies his own framework to develop reusable 
content SCORM-compliant (Kazi, 2004). The starting technical points are the common aspects between an 
Intelligent Tutoring System (ITS) and a Web-based Intelligent Learning Environment (WILE). 
 
Rokou and Rokos supply a more pragmatic and pedagogic strategy for building LOs, and identify one of the 
major problems as being LO granularity, a topic in which not many researchers are interested (Rokou and Rokos, 
2004). The paper supplies an interesting LO granularity classification based on their educational content: micro 
levels, content independent of context; combined information objects, content with minimal added context; and 
frameworks representing macro level scaffolding, content contextualized by the implementation of specific 
instructional approaches. This type of classification is useful for tools that aim at automatic definition of learning 
paths. 
 
 
Evaluation of Learning Objects 
 
In order to build good quality LOs, it is necessary to know how we could evaluate their quality and which factors 
we should consider to decide the quality of an LO. One pedagogic and technical solution to this problem has 
been given where a model is proposed for evaluating LOs that considers four factors: content design, the design 
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of the delivery system, the presentation interface and the learning outcomes (Daniel and Mohan, 2004). The 
authors claim that in order to evaluate LOs all aspects related to their “electronic” nature and their “educational” 
ones should be taken into consideration. The same approach has been used by Pitkänen and Silander, who take 
classic usability models as starting points (Pitkänen and Silander, 2004). In this case, the authors propose criteria 
for evaluating the pedagogic reusability of LOs in terms of content, pedagogic and technical features. Therefore, 
in their point of view for building LOs all these three features that should guarantee the maximum degree of 
reusability should be taken into consideration.  A more pedagogic approach uses a mathematical model for 
evaluating e-learning contents built by using LOM specifications (Ueno, 2004). The content analysis method is 
based on two factors: the complexity of the content and the ease of understanding. 
 
 
Reusability of LOs 
 
One of the major problems in reusing learning materials is that details are not always given concerning the 
learning scenario in which a particular didactic content has been used. Busetti et al. supply a pragmatic solution 
in which teachers’ experiences can be embedded in LOs (Busetti et al., 2004). Unfortunately, the authors do not 
supply details on the implementation. A more technical solution involving Web Services can be used to provide 
an intelligent means for dynamically re-purposing reusable LOs for new instructional scenarios, in which the 
Learning Content Management System (LCMS) is able to interact with a content package and to make more 
timely decisions allowing the adaptation of learning content to the different learning scenarios (Fraser and 
Mohan, 2004). 
 
Liao and Yang propose a workflow framework to compose pervasive LOs as another technical solution for 
building reusable e-learning material using LOs (Liao and Yang, 2004). The description is made using the Grid 
Services Flow Language (GSFL), and the idea is that several LO services collaborate using GSCL and share 
information about their content.  
 
A more pedagogic solution is supplied by the Sridharan et al. (2004), who stress that, to enhance the 
effectiveness of the learning environment, it is necessary not only to facilitate access to the relevant knowledge, 
as proposed in the previous works, but also to provide access to semantic interrelationships between the 
knowledge chunks and the contextual information for each of them. Ontology plays a pivotal role, because it can 
facilitate the creation of both, but current knowledge management frameworks do not support its integration in 
learning environment. Their research, therefore, aims at defining a new framework (including an architecture for 
implementation) where the processes required for managing the knowledge are classified as follows: knowledge 
creation, knowledge extraction, knowledge classification, knowledge retrieval and knowledge sharing and reuse. 
 
The solution adopted by Bouzeghoub et al. (2004) is between the pedagogic and the technical approach, and 
contains an RDF implementation of a description model which allows reuse and assembling of LOs. The model 
they provide is a 3-level model: the domain level enables representation of the structure of concepts in the 
knowledge domain, the user model keeps track of learners’ profiles and the LO level describes the content of 
each LO with respect to the defined domain model. They propose the use of SeRQL language for seeking in the 
three models the appropriated LO for the learner. A similar approach has been used by Bennacer et al. (2004), 
who supply a more formal and comprehensive content description of LOs in order to make the metadata less 
ambiguous. In this case the authors give more attention to the relationships between the learning resources since 
they are the most relevant for retrieval activities. For this reason the relations are classified as either structural or 
pedagogic. Using this classification and the OWL Query Language they are able to find relevant answers to 
queries and to guide a learner in his/her learning process. Doan et al. (2004) use the same solution and give a real 
example of it. The same problem, ambiguity of metadata, is addressed by Sánchez and Sicilia (2004) in a more 
technical way using the OO paradigm to improve the meaning of the LOM Relation category. The basic idea of 
this work is to try to find out the semantic LO relationships and re-write them from a computer science point of 
view using the OO paradigm and the UML language. Moreover, Simões et al. (2004) argue that the LOM 
metadata model is not practical for describing course material such as bibliography, FAQ or evaluation rules. 
The research proposes, using a mixed approach between the pedagogic and the pragmatic, a new category, 
named Environmental, which enables these kinds of information to be described. Elsewhere, there are proposals 
to extend the metadata model in order to describe the context (Motelet and Baloian, 2004). A (more technical) 
solution is the definition of a Media Vocabulary Markup Language (MVML), useful for describing the context 
of any media resource (Verhaart and Kinshuk, 2004), and a (more pedagogic) approach proposes the integration 
of IMS LD and LOM specifications, which allows a description of the whole structure of a unit of courseware, 
from basic LOs to high-level organisation (Motelet and Baloian, 2004).  
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The proposal of Gašević et al. (2004) aims at improving LO reusability using a mixed approach between the 
pragmatic and technical. Again, the semantic web seems to be the best means to enable pedagogic agents to be 
more intelligent. This is possible using two kinds of ontologies: one that describes the LO metadata and the other 
that describes the LO content. In this way a Web-learning environment could be able to help a teacher to find 
more appropriate LOs. An author accesses and retrieves available LOs in the repository using the domain 
ontology. After the appropriate LO is found, it can be incorporated it into the course instructional model (built 
using the EML language). Moreover, the system could provide a teacher with a tool that allows the teacher to 
mark the parts of the course found to be interesting for the course and to create a new LO with its own ontology-
based content. Yang et al. (2004a) use the same approach, in which the authors present a system for authoring 
learning material using the domain ontologies and an existing Content Repository Management System. The 
content creator can select the outline which will guide the search engine to import existing LOs and then can 
personalise the outline (adding or deleting nodes) and then create their own SCORM content package.  
 
 
Personalized learning  
 
Another problem in e-learning environments discussed at the conference is the customization of learning paths. 
Current LMSs are still not adaptive systems, in other words they are not able to supply different didactic content 
to different types of learners. An interesting solution to this has been proposed from a computer science point of 
view (Karampiperis and Sampson, 2004). Using ontology, the authors define a methodology to organize the 
knowledge space in a directed acyclic graph (DAG) and discover the optimum learning path using a shortest path 
algorithm in a DAG graph. Alternatively, the ontology could be used in combination with multiagent software 
technologies (Keleberda et al., 2004).  
 
During the process of personalizing learning paths, when we choose which LO to present to the student, it is 
necessary to be aware that the knowledge quality of a learning process is as important as the time it takes to 
acquire that knowledge. Then, in order to supply the optimal learning path to a learner, Berri et al. (2004) 
propose a model of time-dependent learning. Its goal is to optimize the volume of knowledge of interest while 
satisfying the learners’ time constraints (pedagogic and technical approach). The algorithm decides which 
embedded LOs and links satisfy the content and the time requirements of learning. 
 
A more pedagogic solution uses the IMS LD specification in order to represent the students' curriculum 
(Rasseneur et al., 2004). The goal is to supply the student with more helpful and appropriated content according 
to his/her curriculum. The system draws the student's curriculum and the didactic content, using the LD 
specification, and gives the student the chance to choose their own tasks. In this way the student becomes an 
actor in their own learning process. A similar solution, but from a more technical point of view, presents a 
curricula planner and user modeler, based on concept maps, that is fully integrated in a LMS (Giovannella and 
Selva, 2004). The tool enables the student to define their own curriculum map using a graphical approach. The 
system, then, examines the curriculum, and if no problem is found it is approved. It could be used by the student, 
as a starting point to access the content in the LMS, by the system for building the user’s model.  
 
Nevertheless, in order to supply personalized learning paths, it could be useful to extend current LMSs fostering 
the adaptive techniques used by instructors in traditional teaching. A proposed adaptive LMS architecture allows 
teachers to organize materials and provide presentation strategies of content tailored to their learners (Armani, 
2004). The same problem in can be solved by IVA, a pedagogically biased LMS (Laanpere et al., 2004). The 
conceptual model is based on Jonassen’s suggestions concerning the three cornerstones for constructivist 
learning environments: Context, Construction and Collaboration. In the LMS the interface uses the 3C model 
that is divided into three sections: Bookshelf (context area), in which teachers store didactic material and all 
information related; Webtop (construction area), the learner´s personal workbench; and Workshops 
(collaboration area), in which all discussions take place. An alternative approach is to use the Learning in 
Process (LIP) methodology as a solution for the problem of contextualization of learning (Schmidt, 2004). Using 
this methodology a prototype system has been implemented, in which the ontology has been used to enhance the 
metadata imperfection. The proposed system helps to establish a quality-controlled training process, allows a 
high LO reuse, and is an easy-to-use tool for building learning material. 
 
Luís et al. claim that the large use of e-learning platforms is producing an effective loss of face-to-face contact 
between actors' learning process (Luís et al., 2004). In order to improve learning efficiency and overcome the 
lack of face-to-face contact, the authors provide a 3-level data model for tracking and monitoring students' 
progress in an e-learning platform. The three levels are the following: data acquisition, data analysis and 
knowledge generation. This model necessitates the inclusion of a data warehousing system in an e-learning 
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platform that should transform large amounts of useless data in an intelligent monitoring system and, as side 
effect, it should reduce the lack of face-to-face contact. 
 
 
Architecture for building Learning Management Systems 
 
As previously mentioned, in order to enhance the e-learning environment we have to consider not only the 
problem related to LOs and their structure but also the problem of implementing more adaptive LMSs. Some of 
the ICALT articles focus on this problem and try to define and supply architectures for innovative e-learning-
systems. For example an interesting CAI system prototype provides a solution for the problem that SCO usually 
cannot be presented without an LMS, in which the system functionality is split into server-side and client-side 
components (Watanabe et al., 2004). The server provides the courseware information to the LMS client and 
manages the student's score and learning time. The client keeps track of all learner interaction activities and 
sends the data to the server only when IT is needed, for example when the learner finishes assigned learning 
tasks. The prototype includes the possibility for the teacher to understand the students’ achievement level and 
which are his/her weak points. The LMS shows to the teacher the SP-chart created from the student's score and 
learning time. Ronchetti and Saini describe an architecture for supporting knowledge management in an LMS 
and making e-learning process more effective (Ronchetti and Saini, 2004). The problem is that all current LMSs 
provide administrative functions in order to manage courses and learning materials in general, but “they would 
be much better if they had a notion of their content”. Therefore an LMS could suggest related material to an 
author or automatically interconnect the elements that compose different courses. To build a more “intelligent” 
LMS the authors supply a knowledge architecture, enhanced by semantic metadata, and three tools: a knowledge 
navigator, an automatic link generator and an automatic metadata generator. In this case, as well other works 
mentioned above, the ontology has an important role, because it enables navigation through the knowledge 
domain, classification of the learning materials, the creation of a richer net of hyperlinks, and personalization of 
the learning paths. Of course, the process is not totally automatic, and some of these activities must be validated 
by a human.  
 
Another problem in building a distance learning system is that communication tools in LMSs are not usually 
well integrated into learning activities, in either a pedagogic or technical sense. LO and metadata concepts are 
used in order to propose two models of forum which could be useful for linking the discussion activities with the 
learning ones (George, 2004). In other words this solution tries to build a bridge between (constructivist) 
pedagogy and the technology (how to use an LOM to organize the discussion in order to make it more effective). 
Wen and Jesshope (2004) highlight a similar problem: students that use an LMS can select some existing 
learning activities (such us forum, chat, notice board, …) but they are unable to define personal learning 
activities or change the content of existing ones. The authors describe a schema-driven methodology to design a 
general LMS in order to drive and control business processes including activities in distance learning.  
 
The large number of proposals for system architectures in this field is in part due to the lack of standards for 
building e-learning system. In recent years, much effort on the part of e-learning communities has been focused 
on developing standards for learning resources rather than for e-learning systems. This is the starting point of a 
discussion as to how different layering strategies could be used to guarantee a high level of reusability and 
interoperability and a suggestion as to how two of these (responsibility-based and reuse-based) could be applied 
to e-learning systems (Paris, 2004). The conclusion is that “a reuse-based layering strategy should be a key 
consideration in the future development of standards for open architectural framework”.  
 
 
Authoring tools for LOs 
 
Vigorous development of e-learning standards make the production of learning resources more difficult than in 
the past, and for this reason some researchers are building authoring tools that provide support to novice authors 
of e-learning material. For example, VOSSAT (Visualized Online Simple Sequencing Authoring Tool) is a tool 
for editing existing SCORM-compliant content packages (Yang et al., 2004b). The basic idea of is to encourage 
teachers to reuse LOs by choosing one from a repository and giving the sequence specifications. 
 
Building reusable didactic material means that the author should also be able to design and implement metadata. 
However, even if the metadata contain fundamental information in order to enhance the use, search and re-use of 
LOs, they are very difficult to write. A technical solution is eMAP, a tool which assists inexperienced 
educational authors in this task (Chatzinotas and Sampson, 2004). In addition, since there are different metadata 
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specifications, eMAP allows the easy designing of an application profile using one or more educational metadata 
standards. 
 
 
Metadata and LO for other technologies 
 
The increasing use of communication technologies in learning and instruction fields has contributed to interest in 
distance learning. Mobile technology seems to offer new possibilities for improving the effectiveness of distance 
learning. The problem in this case is: how could we adapt the learning content to mobile devices? A proposed 
describing a learning content development system for m-learning is based on a framework which divides 
learning content into five layers using the OO paradigm: material database, primitive content, compound content, 
learning-flow content and learning unit (Juang et al., 2004). This classification improves the flexibility of the 
content and facilitates the content adaptation in a mobile device. The paper also describes a system architecture 
that aims to support the teacher in building content for their “mobile” lessons. Another tool for supporting 
teacher in this new task starts from the premise that teachers usually prepare lesson plans (Chen, 2004). In 
particular when they use wireless technology it is important to provide an easy method for building instructional 
plans. The authors describe an instructional plan metadata and the specifications of an instructional plan 
package, which contains the metadata and the content material.  
 
Digital TV is a new technology that is spreading quickly in the field of distance learning, and it is necessary for 
e-learning systems and applications to take advantages of digital TV and e-learning experiences. This is the 
technical approach of Frantzi et al. (2004), in which the TV-anytime and SCORM specifications are compared. 
The correspondence between single video segments and SCO is obvious, in both cases they are the lowest level 
of granularity, and they could be restructured and re-purposed to generate alternative navigation modes. Using 
this correspondence, the authors have built an application that is able to transform the video segments into SCOs. 
 
 
Results 
 
This paper proposes a taxonomy for classifying the applications and the definitions of LOs that have been given 
during the last edition of ICALT, in order to find out in which direction e-learning research may be moving.  
 

 
 
 
 

Figure 5: the graphic representation of papers distribution in the taxonomy 
 
 
As a result of our analysis we can modify the starting figure of our taxonomy (figure 2) according to the number 
of papers that are situated in each set and in each intersection between them. As we can see, the majority of 
papers are situated in the red circle (technological approach) and in the intersection between the red and the 
green circles (technological and pedagogic approaches). This is an expected result since the conference is a 
computer science conference, and if we analyzed the papers of a pedagogic conference on the LO topic it is 
likely that we would find the opposite situation. An unexpected result is that there are no papers in the center, 
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which represents the union point of all viewpoints necessary to define an e-learning environment, even though 
we might expect that taking into consideration all three approaches should be a successful strategy.  
 

  
Figure 3:  Distribution of features in the papers Figure 4:  Distribution of technological approaches in the 

papers 
 
 
In the context of this taxonomy we can examine closer the distribution of papers classified as technological 
approaches, and the distribution of features that the papers analyzed take into consideration.  
 
In particular, figure 3 shows the distribution of all papers based on the type of problem or feature they focus on. 
As we can see, there is a balance between personalization, distribution, creation and reusability of LOs. There is 
considerable overlap between these four categories, and the most populated are the personalization and the 
reusability ones, since the other two are closely related to them. These results underline that a current trend is to 
supply more personalized learning paths and more re-usable didactic materials, in order to reduce the differences 
between face-to-face and distance learning. Another unexpected result is the poor consideration of LO 
granularity. Defining how much information a LO should contain is one of the most important problems 
because, as universally stated, it affects personalization processes as well reusability ones.   
 
On the other hand, figure 4 shows how technical papers are distributed amongst different informatics approaches 
according to following criteria: 

 OO paradigm: papers that describe LOs and applications from a OO point of view 
 Database: papers using a database approach to manage LOs and LO repositories 
 Ontology: papers using the ontology approach to describe LOs and applications  
 Usability: papers using usability guidelines to design LOs and their applications 
 Other Technologies: papers using other technology (for example, the GRID system) to design and 

implement LOs and applications 
 Architecture: papers giving details about system architecture or framework to support system development 

 
The majority of papers are focused on proposals for architectures, and in this category papers describe not only 
LMS architectures but also frameworks useful for designing more powerful LMSs and e-learning tools, such as 
LO and metadata authoring tools. 
 
One of the findings of this analysis is that the pedagogic neutrality of current standards is a common problem, 
and this has been approached using ontology and the semantic web (the second biggest category in figure 3). 
Even though different authors have used different approaches (technical, pragmatic or pedagogic), they all agree 
that ontology could fill this gap, since it enables not only the representation of the organization of knowledge 
items in a particular domain, but also the semantic relations between the items themselves. This kind of 
knowledge representation is useful to allow an LMS to retrieve the best LO for a particular learner and therefore 
make the LMS a more adaptive system. An unexpected result is the low number of papers that address the 
adaptation of database techniques to the LO field.  
 
 
Conclusion 
 
Much recent research in educational technology research area has been focusing on LOs, a topic where different 
professional skills are involved, including those of teachers, computer scientists, pedagogues, designers and 
implementers of instruction. Thus a good starting point could be the different point of view that the different 
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professional skills have: pedagogic (pedagogues), pragmatic (teachers and designers of instruction) or technical 
(computer scientists and implementers of instruction). Following this analysis we can conclude that there is not a 
solution better than the others, because each one considers a particular aspect of the complex domain of e-
learning environments. 
 
Future work will include analyses of other conference and journal papers, in order to better understand the trend 
of research on this topic, together with the development of a formal method suitable for paper classification in 
this taxonomy as a tool for automating the process.  
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ABSTRACT 

The concept of a community of practice (CoP) is prevalent in several venues for teachers’ professional 
development, especially in online environments. However, there are few descriptive accounts that 
effectively represent a CoP in a manner that will be of use to other designers. In order to illuminate 
potential difficulties which may arise when attempting to design a framework to characterize or to build a 
CoP, this study describes the dynamics of five dualities (specific areas of tension) that were identified 
during the design and testing period of the Inquiry Learning Forum (ILF), a Web-based community for 
teachers’ professional development. During the three-year design trajectory of the ILF, these five dualities 
emerged from and characterized the interactions between the participating teachers and the site designers. 
As part of the data collection for this study, we conducted document analyses, interviews with designers, 
researchers, and teachers, and observations of online and face-to-face meetings. The findings of this study 
are intended to help future Web-designers both to better realize the full potential of online professional 
development environments and to avoid potential design development issues which may hamper the utility 
or participation rates in newly created CoPs. 
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Introduction 
 
The notion of a collaborative community of practice (CoP) is currently prevalent in online environments 
designed to facilitate teachers’ professional development. In the online environment, a community is no longer 
limited by physical boundaries; this changes the way we learn and communicate (Barab, MaKinster, & 
Scheckler, 2004; Bonk, Wisher, & Nigrelli, in press; Riel & Fulton, 2001). Advances in online communities 
allow people “not just to do more of the same, but to do something different, something powerful, something 
appropriate for all learners in the new millennium” (Riel & Fulton, 2001, p. 523). It can provide avenues for 
teachers to deal with real problems collaboratively with a diverse group of other teachers who might otherwise 
be difficult to meet. In theory, informal online activities and services allow teachers to share ideas, build a 
professional culture, and encourage educational reform. However, many websites have not been that successful. 
In practice, the realization of a community is far from what is promised in theory. 
 
Frequently, the modus operandi is to build online communities by mapping existing professional development 
strategies onto the Internet without first attempting to understand the unique characteristics of online-based 
systems (Schlager, Fusco, & Schank, 1999). In regard to this discrepancy, Schwen and Hara (2004) have further 
pointed out that little prescriptive (or practical) knowledge is available to help Web-designers design and 
represent the descriptive nature of a CoP. Therefore, it can be an extremely challenging task to generate 
guidelines for developing an online CoP to support social dynamics for learning. If prescriptive solutions or 
guidelines are generated hastily, and without a deep understanding of the dynamic interactions that occur 
between developers and teachers who are co-constructing a CoP, this practice will result in insufficient designs.  
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Rather than focusing on specific prescriptive guidelines, Barab and colleagues (2004) and Barab, Barnett, and 
Squire (2002) suggest that understanding the dualities that become apparent during design processes is a useful 
first step for designers of online communities. This process allows the designer(s) to form a design framework 
that will broadly guide the decision-making process while creating a community. Both studies also argue that the 
dualities also serve as an analytical lens to help site designers and researchers to better understand the design 
process for creating successful online communities. The notion of a “duality” in the design of a CoP was first 
suggested by Wenger (1998). A definition of this term is offered in the following section. Here, it should be 
noted that in the present study, the terms “duality” and “tensions” will be used interchangeably. Further, here we 
specifically analyze emergent design dualities using the grounded theory approach. 
 
Our case focus is the Inquiry Learning Forum (ILF), which is a Web-based community for teachers’ professional 
development. The ILF dualities discussed below were constructed after considering the initial values that guided 
the design of the ILF website; what aspects of the design were gradually changed; and how, why, and when they 
were changed from the initial design. The research conclusions presented in this study have several implications 
for instructional designers. The offered design dualities help to illuminate dynamic interactions which may 
generally occur between teachers and designers during the process of co-creating learning activities in a Web-
supported CoP. A better understanding of such social dynamics in the context of a Web environment is 
necessary if designers hope to realize the full potential of interactive online environments. In addition, this study 
contributes to the field of teachers’ professional development. 
 
The stories that are presented reveal actual challenges that were faced by the members and builders of the ILF 
online community. These real-life stories serve to remind us of the human element in online CoPs—the users 
themselves, who are supposed to be our main focus in all design considerations. Before introducing the ILF and 
discussing its related dualities, in the following section we briefly discuss Wenger’s general definition of design 
dualities.  
 
 
Understanding the Design of a COP 
 
Lave and Wenger (1991) defined a CoP from a socio-cultural, historical perspective on learning:  
 

A community of practice is a set of relations among persons, activity, and world, over time and in 
relation with other tangential and overlapping communities of practice.  [It] is an intrinsic condition for 
the existence of knowledge, not least because it provides the interpretive support necessary for making 
sense of its heritage. Thus, participation in the cultural practice in which any knowledge exists is an 
epistemological principle of learning. (p. 98) 

 
A CoP requires a group of people negotiating and working toward a common goal using shared or common 
resources. Along the same lines, Barab and Duffy (2000) proposed three features of communities of practice: 1) 
a community has a “common cultural and historical heritage,” 2) a community is composed of individuals who 
are interdependent and interconnected within the community context, which is also a part of a larger community, 
and 3) a community has an ongoing “reproduction cycle,” in which new members come in, work with other 
members, and become core members (p. 37).  
 
As the above definition and features suggest, a CoP emerges when conditions are nurtured naturally, rather than 
by design or making it happen intentionally. Trying to design an artificial structure to create someone else’s 
community is a challenge, because the concept of a CoP originated from descriptions of natural learning 
processes, or “legitimate peripheral participation.” Through such processes, an apprentice becomes a master and 
forms his/her identity in his/her community (Lave & Wenger, 1991; Wenger, 1998). The design process of a 
Web-supported CoP entails dualities between those who use the online community space and those who are 
responsible for designing the space.   
 
A duality includes two distinctive concepts that are interdependent and interplay with one another continually 
(Gidden as cited in Jackson, 1999). According to Jackson, the notion of a duality was introduced by Gidden to 
overcome the limitations of the term dualism, which posed two concepts as opposites (like agency and structure, 
or individual and society). This oversimplifies the complex interrelationship of those two concepts while 
describing social phenomena. “Duality” implies the dynamic interactions of paired elements. A similar idea to 
duality can be found in the Yin and Yang of the Tao, and the Supreme Ultimate or Goodness.   
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Dualities, rather than something to be avoided, can spur rich interactions and system dynamics that drive 
innovation and change (Barab et al., 2002). Regarding the design of a CoP as a social learning place, Wenger 
(1998) discussed the concept of an architecture of learning. This idea can help designers to create the basic space 
that will constitute a CoP learning environment. Below, we summarize the four main elements of Wenger’s 
architecture of learning, which are called the four spaces (dimensions): participation and reification, emergent 
and designed, local and global, and identification and negotiability. As can be seen from these pairings, the 
concept of duality is embedded in Wenger’s learning architecture. 
 
 
Participation and Reification 
 
This dimension concerns the duality of meaning; that is, to what extent something is reified, and what is left to 
participation. Participation is “the social experience of living in the world in terms of membership in social 
communities and active involvement in social enterprise” (Wenger, 1998, p. 55). Reification is “the process of 
giving form to our experience by producing objects that congeal this experience into thingness” (Wenger, 1998, 
p. 58). Participation and reification are complementary. This raises issues about whether and to what extent 
designers have to provide already existing codified materials, such as articles and books, and how much 
designers need to help participants to create their own meaning while engaging in the learning process.   
 
 
The Designed and the Emergent 
 
This dimension focuses on time issues and captures the tension between pre-organized teaching activities and 
emergent learning activities. Even though macro-level activities can be designed, their realization in reality is 
uncertain. The designer or the instructor needs to be flexible enough to allow emergent learning agendas, which 
give learners opportunities to negotiate meaning anew. Learning can take forms quite contrary to what 
developers intended. 
 
 
The Local and the Global  
 
This dimension refers to the challenge of meeting particular needs, while at the same time sharing in a manner 
that has global relevance. Wenger (1998) stated that, “due to the inherently limited scope of our engagement, 
now practice is itself global” (p. 234). The challenge is how to share and illuminate local specifics in a manner 
that meets the needs of the particular case, while at the same time doing so in a way that will be of use and have 
relevance for others who are not involved in the particular case. This is a particularly difficult challenge to 
overcome from a design perspective, especially when the designers are more interested in building community 
connections than in simply supporting individual needs.  
 
 
Identification and Negotiability 
 
This dimension concerns “how the power to define, adapt, or interpret the design is distributed” (Wenger, 1998, 
p. 235). It offers scope for identity formation through the mix of participation and non-participation—as an 
insider (full participation in CoP), or an outsider (full non-participation in CoP). In the first three dimensions, 
each part of the duality comprises a complementary but opposite entity—for example, local and global. The 
relationship between identification and negotiability also entails the tensions inherent in a duality; likewise, these 
notions are similarly interactive. For example, for a man and woman, a wedding ceremony is the identification 
process of being a couple. Their “coupleness,” however, can become either stronger or weaker depending on 
how they negotiate their roles (cooking, gardening, taking care of babies, etc.) and resolve conflicts that they 
face as they live together. Thus, if the first three dimensions are issues of balancing, the identification process 
and negotiability are a situation of one being a necessary condition for the other.   
 
Though Wenger’s framework does not make any references to the design of an online learning environment or 
an online CoP, we argue (along with others; see for example, Barab et al., 2004) that this conceptual framework 
has implications for analyzing and designing online, as well as offline, CoPs.   
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Situating the Inquiry Learning Forum 
 
Because the Inquiry Learning Forum (ILF) is the focal online community discussed in this study, a brief 
preliminary description of the ILF is offered below.  
 
 
Primary Components of the ILF 
 
The ILF (http://ilf.crlt.indiana.edu) is a Web-supported community of practice for teachers’ professional 
development, which was funded by a USA National Science Foundation grant offered during the summer of 
1999 for a term of three years (Barab, Cunningham, Brown, Duffy, & Kling, 1999). The core project goal was to 
research and “support a virtual community of in-service and pre-service mathematics and science teachers 
sharing, improving, and creating inquiry-based pedagogical practices” (Barab et al., 1999, p. 1).  
 
Logging into the site with a participant’s password accesses the front-end of the ILF. As shown in Figure 1, the 
ILF was designed using a school floor plan consisting of seven main components/participant structures: 
Classrooms, Collaboratory, Lounge, Inquiry Lab, Library, My Desk, and ILF Office. Classrooms was formerly 
a primary design metaphor of the ILF. It contains video clips of contributing teachers’ teaching practices. 
Collaboratory is another key component, which was developed to support smaller groups of teachers (called 
Inquiry Circles), who share an interest in working together. 
 

 
Figure 1. The front-end of the ILF 

 
 

Besides the two key components above, the Inquiry Lab was developed to support teachers’ guided 
professional development in inquiry-based pedagogy in science and math. My Desk supports individual 
participants’ more customized or tailored ILF use. It also makes navigation easier by allowing users to bookmark 
Inquiry Circles and their favorite ILF discussion forums. Lounge is a public discussion area for general 
discussion topics—for example, Useless Math (outdated math topics) or Learning Gap (a book club). Library is 
the place where members can share lesson/unit plans and store other resources (as of September 2005, there were 
123 lesson plans posted).  
 
 
Guiding Design Principles 
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There have been some changes in the principles that guide the ILF design. In the grant proposal, originally there 
were four design principles: 1) visit the classroom; 2) foster ownership and participation; 3) focus on inquiry; 
and 4) focus on mathematics and science in the transition grades. These were later revised to the principles 
described below. Before examining these, it should be noted that the basic principle of using a “community of 
practice” was implied in the initial design and significantly influenced the ILF from its conception (Barab, 
MaKinster, Moore, Cunningham, & the ILF Design Team, 2001). Early emphasis, however, was placed on 
“building” communities of practice rather than “supporting” people with common purposes. Also, though the 
mathematics and science focus was not formally included in the new list of principles, it remains a key area that 
the ILF continues to support. Members of the ILF team explained each of the following, revised principles 
(Duffy, Barab, Kling, & Cunningham, 1999):    

 Foster Ownership and Participation: We believe that a truly effective professional development environment 
must be distributed throughout a community of professional practitioners of varied and wide experience and 
skill; [these] will accept responsibility for building and maintaining the environment. (p. 5) 

 Focus on Inquiry: Our goal is to foster inquiry, both inquiry pedagogy for the classroom and teacher inquiry 
into his or her practices. The focus of the ILF classrooms will be on sharing inquiry-based learning 
environments. (p. 7) 

 Visit the Classroom: A central strategy in the design and implementation of [the ILF] network is guided by 
the goal of situating the participants in the social context of the practice of other community members. An 
important starting point for sharing practices in a community of teachers/practitioners is to visit each other’s 
classrooms to observe the craft of teaching as a basis for further analysis, discussion, and reflection. Live 
visits, however, are difficult to manage, and are fleeting, one-time experiences. Therefore, we have turned to 
video of classrooms as a strategy for virtually situating teachers in each other’s practices. (p. 4) 

 Support Communities of Practice: We hope to bring together and support groups of teachers organized 
around some collective experience and/or curricular interest. (Barab et al., 2004, p. 59) 

 
Generally speaking, all of the ILF community members influenced the design process. But three key groups 
were the most directly involved in the process: the ILF designers/researchers, the Participatory Advisory Board 
(PAB, teachers group), and the Research Advisory Board (RAB, external researchers). As Wenger (1998) stated, 
in an online learning environment in which someone is mainly taking the responsibility to design a place for 
someone else, neither teachers nor developers/researchers acting alone can fully design a site for teachers’ 
learning. It requires co-development by all of them as a community of members. 
 
 
Methods 
 
The grounded theory approach was used in this study to first identify and then analyze design dualities that 
emerged between the community members during the building process of the CoP (Creswell, 1998; Strauss & 
Corbin, 1998).  
 
 
The Case 
 
Using purposive sampling strategy, we selected the ILF website for our examination. Our selection criteria were 
based upon both the definition of a CoP and the following elements which characterize this site:    

 The informal network of the site aims at helping its users to build an online learning community for 
professional development opportunities, and teachers are connected to each other in terms of their expertise 
and interests. 

 The site has a comparatively long history. 
 Participation is on a voluntary basis and not specifically targeted to earn educational credits or other 

benefits.  
 
 
Data Collection  
 
Both authors participated in the data collection, but from slightly different positions. One of us was the principal 
investigator for the project, which entailed involvement in the entire design and research process. The other was 
a research assistant, who became involved in the project during its second year of development. We used three 
sources of evidence to consider both online and offline interactions of teachers (participation).  
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As a first step in this study, the overall content and structure of the website were reviewed. The site’s design and 
development logs, newsletters, research papers written by the ILF design and research teams, and minutes of 
meetings were analyzed within the framework suggested above. To review meetings, we referred to meeting 
notes taken by another research assistant (who was hired to support the ILF researchers), and audio- and video-
tapes recorded in the meetings.   
 
We conducted semi-structured interviews with sixteen participants (eight teachers and eight designers who were 
part of the community of the website, and who had participated in it either from the early stages of the design or 
since the launching of the site) as shown in Tables 1 and 2. Some teachers were members of the Collaboration 
for Enhancing Mathematics Instruction (CEMI) – a small group that had developed in the ILF. 
 

Table 1. Profiles of Teachers/Participants Involved in the Interviews 
Name of Teachers Years of Teaching Subject Affiliation to ILF 

TE1 12 Mathematics PAB 
TE2 23 Science PAB 
TE3 19 Mathematics PAB 
TE4 9 Mathematics PAB 
TE5 22 Science PAB 
TE6 13 Elementary PAB 
TE7 27 Mathematics CEMI 
TE8 10 Mathematics CEMI 

 
 
The range of years of the teachers’ teaching experience was between nine and twenty-seven years. The types of 
interview questions used were background questions about their site, design values and principles, design 
guidelines, and the functions in which they were included.  With Human Subject approval, most of the 
interviews were held only one time through face-to-face meetings, each lasting approximately one and one-half 
hours. However, we asked for additional comments from several interviewees after the main interviews; this was 
done by phone or email. 
 

Table 2. Profiles of the ILF Designers/Researchers Involved in the Interviews 
Name of 

Designers 
Title Main Role 

DE1 Principal investigator Leading role in the design and research of the project 
DE2 Designer Design and development 
DE3 Designer Design and development 
DE4 Project manager Leading the development of the project and weekly development 

meetings 
DE5 Teacher Liaison Connecting the ILF with teachers 
DE6 Director of the Center Initially attending design meetings regularly, later mainly research 

meetings 
DE7 Principal investigator Facilitating CEMI Inquiry Circle; attending PI meetings 
DE8 Principal investigator Participating in research meetings 

 
 

A focus group interview, including teachers, designers, and project managers, was conducted in the PAB 
meeting after the end of the second round of data analysis. The focus group interview had two purposes: 1) 
member-checking and 2) data collection. First, we presented a brief draft of our interpretations, and then we 
obtained the participants' feedback and provocative ideas. These involved intellectual challenges to, as well as 
advocacy for, the interpretations (Morgan, 1988). Secondly, the interviews were used as an opportunity to draw 
upon their reflections, in order to elicit their feelings and their further reactions (Morgan, 1988).    
 
We participated in both online and face-to-face design meetings. While public spaces in the ILF could be 
accessed after an initial login to the site, small group work areas were accessible only with permission from the 
facilitator of the group. We requested permission from the facilitators of three small groups. In addition, 
conversations on two email listservs, for the ILF designers and the ILF researchers respectively, were analyzed 
in order to study the ongoing negotiations process regarding changes in the ILF design among the ILF designers 
and the ILF researchers.  
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Data Analysis 
 
The analysis process in grounded theory entails systematic procedures: open coding, axial coding, selective 
coding, developing a conditional matrix, and discussion of theory (Strauss & Corbin, 1990). For the open 
coding, we formed initial categories of information about the phenomena discovered in the data, which generated 
278 different codes. For the axial coding, we assembled the data in new ways after formulating the open coding; 
in this stage, we related our categories along their dimensions to combine them into supra-categories. This 
collapsed the initial categories into 55 supra-categories. After finishing the axial coding stage, we asked a 
colleague to review the print-out of both the original data and the coding assigned to words, sentences, and 
paragraphs, in order to see whether the way we coded them made sense (peer review: see Lincoln & Guba, 1985; 
Merriam, 1988). The selective coding process was undertaken to integrate and refine a theory (Strauss & Corbin, 
1998). The initial theoretical schemes, consisting of four dualities: 1) technical, 2) social, 3) pedagogical, and 4) 
administrative, were revised based on the second member-checking. The revised scheme included purpose, 
design, social, boundary, and interaction dualities. Later, the “usability duality” was added to reflect feedback 
from the third member-checking (focus group interviews), and the interaction duality was combined into other 
dualities.  
 
 
Dynamic Design Dualities 
 
As the ILF evolved, the site participants and designers had to cope with a series of emergent design dualities. 
Five specific dualities emerged during the design process of the ILF website. Figure 2 represents these dualities. 

 

 

Figure 2. The five dynamic design dualities 
 

 
The five dualities are essentially constructed explanatory devices, each of which encompasses two concepts that 
dynamically interact with each other. Some of these dualities are dichotomies, while others are tensions. 
Together, they illustrate aspects of the context in which teachers and designers worked together to build the ILF 
as a Web-supported community of practice (CoP). It should be noted that these apparent conflicts need not be 
interpreted as entirely negative in relation to the evolution of this CoP. To the contrary, though they are 
frequently presented as challenges to the participants, they also sometimes generated innovations. In this study, 
we depict how these dualities affected the evolution of the ILF design. The five dualities are: Purpose (School 
Reform v. Daily Support), Design Approach (Design for v. Design with), Usability (Simple v. Complex), Social 
(Public v. Private), and Boundaries (Inside v. Outside).  
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Purpose (The Inquiry Reform Agenda v. Supporting Daily Activities) 
 
Debates on what the purpose of ILF community should be and what it should do caused intense tensions to arise 
between the teachers and the designers. The main issue was whether to promote the facilitation of long-term 
educational reform, or the support of short-term and immediate user-needs. Like many other educational reform 
networks, the ILF started with noble, long-term aspirations. The ILF grant proposal stated that the purpose of the 
ILF is “to support a virtual [online] community of in-service and pre-service mathematics and science teachers 
sharing, improving, and creating inquiry-based pedagogical practices” (Barab et al., 1999, p. 1).  
 
Basically, the ILF was originally envisioned to support educational reform by developing a space for 
mathematics and science teachers to discuss and practice inquiry-based pedagogy. It is important to note that in 
this early stage, the ILF community was geared toward educational reform at the individual teacher-level rather 
than toward providing support for school-level reform. In the later phase of the project, it moved toward school 
reform as well, but the overall focus was still the reform of individual teachers’ practices. 
 
To support these notions, “Visit the Classroom,” which is a key metaphor of the ILF, and several discussion 
forums in the public Lounge area were developed. However, teachers’ participation in those activities only 
occurred in the earlier stage. Two months after the site’s launch, there were almost no postings within the 
discussions in Visit the Classroom, and the overall participation rate significantly dropped. Critical reflections 
and inquiry were also rare. This result was far from what was expected. 
 
Teachers who visited the site did not significantly engage other community members in dialogues about the 
contributing teachers in the instructional videos or about the supplied discussion topics. In the PAB meeting in 
June 2000, while the teachers acknowledged the value of engaging in discussion, they all claimed that they 
needed something that would support their immediate curricular needs. They wanted to have more ready-to-use 
resources—“a lot of different cans filled with things” and “a quick idea; something hit and run”—to help them 
prepare for classes which they would teach the next day. Regarding the teachers’ participation in Visit the 
Classroom discussions, DE4 said:  
 

The fact is that they didn’t have time to do it... Even if it’s online, they still won’t have time to do that-
even if we cut down a 3-day class to 30 minutes.  

 
TE6 commented: 
 

The one basic need that teachers have is time. And when developing the ILF or anything—time has to 
be considered. Teachers won’t have the time to just sit down behind the computer unless they can get 
their information within a minute. If I can’t get my information under a minute, I’m out of here. 
 
In response to the teachers’ requests for quick support, the designers agreed that, as a way to support 
daily practice, the addition of lesson plans into the site could generate more participation. The teachers 
and designers seemed to reach a semi-consensus that it took a long time or several visits for teachers to 
benefit from video discussions or other open discussions on inquiry-based pedagogy. Having ready-
made lesson plans on the site would partially alleviate this time-related tension.   

However, the issue of having lesson plans on the ILF as a way to meet teachers’ immediate needs was not settled 
for over a year. This prompted the principle investigator (DE1) to say the following in an ILF internal research 
meeting:    
 

We are committed that no lesson plan will be up without a discussion. … They can’t just grab a lesson 
plan. … They MUST go to a page that has a discussion.  

 
DE1 believed that supplying lesson plans would degrade the integrity of the site. He was not the only one who 
hesitated to include lesson plans on the site. Many other ILF developers confirmed and seconded this objection. 
They wanted teachers to have an experience that is richer than simply downloading lesson plans.  DE3 well 
captured this duality.  
 

There is a big push not to have lesson plans on there. Even though teachers really, really wanted them.... 
I think they were … only part of the puzzle, and I think we were missing a number of things. The 
biggest challenge was addressing the day-to-day concerns of the teachers. Teachers have specific needs 
to identify materials and resources and things that they can use in their classroom tomorrow and the 
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next day. We really wrestled with this. We didn’t want to become a lesson repository, and there was 
talk about putting demonstrations on there. Other sites had already done that…I think that’s probably 
been the biggest challenge—how do you sustain, how do you hold onto and put forward a reform 
agenda in terms of professional development and at the same time address the needs of teachers on a 
day-to-day basis?   
 

Even though teachers involved in the design process were highly motivated regarding their professional 
development and acknowledged the importance of reflection, when site contents were not directly related to their 
daily teaching, they rarely visited the site. While the ILF team and the teachers were wrestling with this issue, in 
the RAB meeting in 2001, DE8 raised two very basic and pertinent points: 1) the NSF, which was the project 
sponsor, was not happy about supporting only a handful of teachers with the grant; and 2) it was impossible to 
push transformative teaching [inquiry-based teaching] when the designers could not even get participants to visit 
the site and post. DE8 went on to say that they needed to support immediate needs and then hope that the 
teachers would come back again and “hangout” on the site. After this RAB meeting, several other members 
supported a similar idea. 
 
One teacher educator, however, said that shared lesson plans can be carrots to draw teachers in, but that caution 
was advisable regarding the provision of lesson plans. This person described the dilemma of the ILF being as 
functional as well as ideal:  
 

My thoughts were that teachers will ask "what will I teach tomorrow," because they don't have a 
perspective on teaching—at least in the case of mathematics teaching—that goes beyond looking for a 
good way to explain the next page in the textbook. As long as we just offer cute lesson plans for how to 
teach the next page, the issue of what to teach tomorrow never goes away. One of the real values of the 
ILF is that it shows classrooms where the tasks are complex and interesting—students are answering at 
most a handful of problems or questions in a class period rather than the 15 to 30 typical in traditional 
classes, and the interaction patterns within the classroom tend to be very different. The ILF should be 
helping teachers to move toward more interesting lessons and more student involvement. While lesson 
plans may be a way to attract them to the site, they should only be the hook to get [teachers] more 
involved in progressive instruction. Teachers who really think like the teachers in the ILF classrooms 
think, become interested in much more than lesson plans. 

 

Overall, the research members supported the proposition that the ILF needed to support teachers’ daily needs. 
This, they agreed, could be done by sharing resources that have relevancy and which are useful to their practice; 
that eventually increase the value of the practice; and that influence students’ learning. Thus, this tension in the 
purpose of the ILF led to a strategy of “both/and” rather than “either/or.”  
 
 
Design Approach (Design For v. Design With) 
 
In order to encourage teachers to change toward educational reform, purpose needs to fit audience. The question 
that naturally follows is: Who’s ideas will influence the design and the generation of agendas for the online 
community? With the growth of the ILF, the criterion of its membership was expanded from pre- and in-service 
science and math teachers in the state to all educators, including elementary teachers and even administrators 
throughout the nation. Whether the teachers’ role would end up being that of information providers or of co-
designers was one of the biggest challenges the ILF designers faced. “Designed for” in this duality indicates the 
approach in which the designers took “leadership” in the design process. “Design with” is the approach in which 
the teachers took “ownership” in the process. 
 
A needs analysis was the first step that the ILF designers had originally taken to understand what teachers 
wanted in terms of challenges and needs for their professional development. The project manager recalled with 
satisfaction that the needs analysis results confirmed the site’s Visit the Classroom metaphor. The designers, 
however, were critical of the approach they had taken. DE3 said:  
 

We did a very poor job. We did it very, very badly…I don’t remember us having a nice report about 
specific findings or anything like that. I don’t ever remember seeing a following write-up of the needs 
analysis.  
 

DE4 attributed this to the limited initial development time available to the designers.  
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The needs analysis turned out to be a process of confirming what the ILF project team initially thought the ILF 
should be, rather than a serious attempt to try to understand what the teachers’ actual needs were. This was 
brought up by DE1:  
 

I think we had ideas that we were trying to get confirmed. When I think back…I don’t know how 
legitimate or open we were to hearing whatever the teachers said.   
 

TE5 viewed teachers as “peripheral” participants rather than as “central” members in the community. He also 
pinpointed common mistakes that the instructional technology developers or the technology innovators usually 
made because of their lack of a sufficient understanding of the teachers’ culture. 
 
Yet, in the ILF, there were many different communication channels through which teachers were able to make 
their voices heard. PAB meetings were one of the formal channels. These consisted of teachers and ILF 
developers, and were held once each semester. However, one significant tension that emerged concerned the 
unrepresentative profile of the PAB teachers. Most of these “spokespersons” for the wider body of target 
participants were teachers who were very active in the area of professional development. They were also very 
well established in their field and were clearly receptive to the concept of inquiry-based pedagogy. This was not 
typical of most of the potential users of the site. A related issue was that there were no pre-service teachers in the 
PAB group. The ILF designers and some of the PAB teachers were therefore critical of the representativeness of 
the PAB. However, other PAB teachers asserted that they could provide the perspectives of a wider variety of 
teachers.  
 
In the PAB meetings, these highly motivated teachers contributed their ideas and made suggestions about the 
ILF. TE1 and TE3 saw these teachers’ main role as makers of theory into practice. They explained that, while 
both the school and the university worlds are similar in that both are within the educational enterprise, each 
“world” has different standards of practice, which originate from their own conventions. Thus, the role of the 
PAB teachers turned into one in which they helped the designers to translate ideal, abstract visions into 
functional, concrete Web design features.   
 
Concerning their active participation in the design process, the PAB teachers commented that the ILF designers 
were open to their opinions, and that the teachers’ role was that of collaborative partners in the ILF. TE6 said:  
 

I think that our voices were well respected. I really think that they heard what we were saying…I felt 
like we were collaborative partners...  

 
TE1, TE3 and TE4 also echoed this positive impression of the designers’ openness. However, there 
were differences of opinion. TE5 saw the teachers’ role as more like that of information providers rather 
than co-designers of the site: “The problem was that they ask the questions.”  

 
Returning to the issue of fair representation in the PAB again, most of the ILF designers thought that the 
majority of teachers who might use the ILF lacked sufficient time to become directly involved in its design. DE3 
included this among three factors that he suggested were the possible reasons for low teacher participation in the 
ILF design process:  
 

[There] are three reasons. One—poor planning on our part. We should have dealt more money in the 
grant so we could buy [hire] either teachers, buy out class periods for them out of this semester, or buy 
them out for a semester…Two—would be our current lack of resources to do that…And then Three—
would be…the constraints on the teachers’ time. They don’t have the time to come in and spend a lot of 
time at the University when they’re not getting something back that’s of value to them. Now, we can 
pay them all the money in the world. But if they come to the University, they want to do things, interact 
to get things they can take back. And we’re asking them to come and evaluate and build a site that in 
the future might be useful. That was hard. 

 
One development of the ILF, the “Inquiry Circles,” was primarily driven by participants. For example, the first 
Inquiry Circle, CEMI (built in the fall of 2000) was initiated by the CEMI group. After DE7 received a grant 
from Lucent Technology in the summer of 2000, she (with two graduate students in the CEMI) requested to 
meet DE4 in order to discuss what kind of components and functions were necessary to support the CEMI 
activities. The main components identified in the meeting were document building and communication 
functions. In this process, the CEMI group members’ roles were close to those of the designers of the ILF. Also, 
many inputs came from members of Inquiry Circles that were developed later, such as pre-service methods 
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classes and in-service teachers’ groups. These participants shared an interest in discussing what was working and 
what was not in the ILF.  
 
How to incorporate the teachers’ voices in the design was an extremely complex issue. In the ILF design, there 
were several communication channels through which teachers delivered their ideas, but the teachers’ 
perspectives tended to be limited by the relatively narrow profile of those involved. Also, the PAB meetings, 
while useful, did not generally enhance the teacher/designer dialogue.   
 
 
Usability (Simple v. Complex) 
 
Ensuring the usability of the ILF was considered to be essential from the start. Thus, the designers attempted to 
make the components and functions in the site both visible and simple, so that the participants could easily figure 
out what they needed to do, what was going on in the site, and then use it—all without undergoing a long 
learning curve. However, there were many incidents during the site’s development in which the process of 
adding more functionality—even if this was in response to the teachers’ requests—created problems and made 
the ILF more complex and less usable. Here, in order to usefully illuminate this tension, we will focus more on 
the challenges that were encountered in developing a site with maximum functionality in a manner that was 
“visible” to teachers (Norman, 1990). It is important to note that while many challenges emerged for in-service 
teachers during this development phase, the site has since been successfully used by thousands of pre-service 
teachers and has been financially supported and integrated as a virtual field placement for these teachers.  
 
The design of the ILF evolved over three years, during which time it gained new features. The initial information 
structure of the ILF was more or less simple and visible, which made the ILF fairly usable. However, it did take 
a while for the teachers to become familiar with the system. Once they got to know it, the designers began to 
make changes here and there, which caused problems. About this issue, TE3 said:  
 

It was…hard to navigate. I felt I needed more direction in terms of “if you’re looking for this, go 
here.”…I wasn’t even sure how to get off the front end and go somewhere. Oftentimes when you would 
open the site, there were some new changes, what’s been newly added. I was not sure where I should 
go, or what has been changed.  

 
TE3 was a teacher to whom other teachers in her school brought technical problems, and she provided answers 
to them. Also, and more importantly, she had been a PAB member from the beginning of the ILF. The 
difficulties caused by the frequent changes also affected the teachers.  
 
One key example that shows how this duality emerged is the development of the small, private work spaces. 
When the first Inquiry Circle, CEMI, was built in the fall of 2000, this tension became acute. The CEMI Circle 
needed to have a working space where their group could co-create lesson plans and share ideas on those lesson 
plans. To meet the team’s request to open such a space when the fall semester began, the designers developed the 
space in about a one-month time period. As DE4 pointed out, this was a big task for such a short development 
period:   
 

I think the big thing for [us] was making sure there was a discussion tied to that.  And from a pure 
screen real estate point of view, that was very difficult to do. And actually, from a programming point 
of view, that was very difficult to do.  

 
Though the space was developed for the CEMI members, it contained a lot of usability problems. It was meant to 
make the ILF more useful, but it added complexity that required a long learning curve and caused participant 
frustration. From a computer-mediated discourse analysis, 42 out of 293 postings (14%) by this group were 
complaints about the ILF system. Postings related to the complexity of the ILF centered on the functionality of 
the document editing tools, discussion structures with three different levels (whole class, project, and document), 
problems with uploading files, and simple access to the Circle. After the CEMI group used the space for one 
semester, they all agreed that the potential value of the space was a plus. Both TE7 and TE8 said that “It's 
distance planning. It has a potential.”    
 
Such technical complexities and glitches did not always have negative effects. As Riel and Fulton (2001) argued, 
those technical difficulties ironically contributed to an increased sense of community among the teachers by 
providing them opportunities to share their frustrations and to find alternative ways out. In this way, members 
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were able to solve their problems while working together. This area has proven to be the most active component 
of the ILF. 
 
After the PAB meeting in 2001, TE3 argued for more technical supports to help struggling teachers. She directly 
emphasized ongoing face-to-face support or help functions to help teachers use the site properly. In response to 
concerns about the complex information structure, the ILF team developed My Desk. DE1 envisioned the My 
Desk area as, “My Desk becomes a Portal. If the system is going to get any more complicated, there has to be a 
place of simplicity. My Desk becomes that place.” The teachers also shared similar expectations about the 
feature, which allowed each participant to customize the site. This eventually contributed to easier navigation. 
However, certain other new features, whether they were intended to add new functionalities or to help with 
navigation, required extra time for the teachers to become comfortable with them, and so, in this sense, were an 
extra burden. Building a site that has enough functionality to meet various participants’ needs and at the same 
time is easy to use can be an extremely difficult task. 
 
Visit the Classroom was the main metaphor of the ILF, and the use of video technology was important in 
implementing the idea. In the interviews, all of the teachers liked the idea of watching other teachers’ practices, 
but they also all agreed that they experienced difficulties when attempting to view the videos and that this feature 
added complexity to the site. Coupled with other technological issues, such as accessibility to the 
computer/Internet, technology expertise, and video download speed, teachers faced a complex of obstacles in 
their daily usages of the site. The ILF designers made several efforts to reduce the problems—for example, by 
dividing a class video into several segments and posting text class-descriptions related to each video class. 
However, video technology was a high-end technology from the teachers’ perspective, and it was a big task for 
teachers to view the “classrooms.”  
 
DE4 shared her on-site workshop experiences with other teachers in a school in 2001.  The faculty, “had just got 
email accounts at the school. Many of them had to look up their email address in order to register for the ILF—
they had never used it before!”   DE6 was also concerned about the teachers’ basic competencies. He said that 
“cool stuff” in the design was not what the teachers wanted:  
 

I kept saying, “why don’t you have some teachers who could get you some insights as to whether you 
need all that cool stuff or all those neat things.” … “Does this way of presenting the interface with the 
cool features make sense to someone who hasn’t been working on computers for the last 10 years of 
their life?”…One of the responses was, “well, we’re designing for someone who already has some 
computer sophistication.”  So—they will assume everyone is tech savvy.  I think that’s a mistake…If 
you look at the teachers in the elementary school, I would say maybe 10% of them would meet the 
requirement for the computer sophistication needed to use the ILF without a lot of coaching or…a steep 
learning curve. Some teachers [only] know how to click and what is a clickable point, but they don’t 
know how to get back once they get someplace.   
 

In the summer of 2001, the ILF designers responded by developing the Help section, including Video Help, the 
ILF Getting Started Guide, and an email link to the tech support team. But by 2002, even this had not fully 
solved all of the teachers’ usability problems, especially concerning the videos. This duality embodied a classic 
contradiction; the process of meeting the teachers’ needs created technical and utility problems, which decreased 
their use of the site.  
 
 
Social Contingencies (Public v. Private) 
 
However technically well-designed, a network does not necessarily guarantee active participation. New social 
contingencies are required, in which participants are willing to engage in critical dialogue about teaching 
practices. This dialogue must be based on emotional support, empathy, and trust (Preece, 2000). In this section, 
we describe social tensions that instigated negotiation, both public and private. The addition of a private place 
where small groups could work together called for fundamental changes in the underlying assumptions of the 
ILF design. The idea of building a community needed to shift to supporting a community.  
 
In the early ILF, Visit the Classroom and Lounge were developed to facilitate teachers’ reflections about videos 
in Visit the Classroom and to help them to engage in discussions on topics of interest. DE3 observed that active 
engagement is a sign of a healthy community:  
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I think a healthy community is one that is willing to engage, and critique one another, and be critical of 
one another’s thoughts. Ideally in a supportive manner, but you could have a community [that might be] 
a somewhat hostile environment for some people when they put out their ideas…this does sort of work, 
because if everyone was agreeing with what everyone said all the time, then the community would 
stagnate and not go anywhere. But if everyone was critical of what everyone said all the time, then the 
community wouldn’t have any ties binding it together, and it would just break apart.    

 
However, participation and posting rates in the ILF were low, and a majority of the postings were superficial, 
like “you did a good job” or “I really like this lesson.” Obviously, the level of reflection necessary for critical 
dialogue was not present.   
 
The needs analysis data suggested that teachers would be favorable to the idea of visiting other teachers’ 
classrooms. However, the participation and postings demonstrated insufficient critical reflection. The dilemma 
was, Why the discrepancy? How to increase the teachers’ involvement in critical dialogue was the main agenda 
of the PAB meeting in 2000. Here, both the teachers and the designers agreed that teachers in the videos 
themselves should invite critiques as a catalyst or as an initial way to generate posting in the discussion. The 
invitation would let teachers know that it was acceptable to critique other teachers. 
 
Besides these socio-technical aspects of Visit the Classroom, the ILF designers theorized that the lack of 
criticism was a result of teachers’ lack of trust and an absence of reflection in their professional lives. DE 4 
commented: 
 

The fact is that their [teachers’] structure and culture does not support them doing it, so they’re not very 
good at doing it. Their culture is not one of “let me come in and sit in your classroom and critique you 
and help you to grow.”…So, for the most part, they don’t know how to sit face-to-face with somebody 
and talk critically about their teaching, which is a very personal process…What did occur did so 
between people that we knew had gotten to know each other in the participant advisory board and 
trusted each other.   

 
The teachers did not necessarily have the experience or know the proper language to properly critique one 
another. It was worse when teachers had to critique other teachers whom they did not know or had not met face-
to-face, especially when there was little other opportunity to build trust among the teachers. They were also 
afraid of judging or being criticized in a public space, and worse still—in a space where the criticism could be 
permanently recorded. All of the designers were aware of this difficulty and echoed this notion. DE2, who was a 
former teacher, added another dimension to these reasons for teacher avoidance of the forum:  
 

Teachers are nervous about being criticized… They get criticized all the time by other people. They’re a 
pretty set-defensive group…The press attacks them, the government attacks them because test scores 
are low, and then they always hear about how under-trained they are—and they are underpaid. So I 
don’t blame them for not wanting to be critical of one another. 
 

TE2 also shared similar ideas about the teacher’s culture: 
 

We always talked about the difference between congeniality and collegiality. How to be colleagues 
first, friends second. [But] so much of it's the other way around. Everybody's more concerned about 
being friends than about being colleagues. And then they don't say those collegial things…They won't 
say that because they're too concerned about the friendship aspect…they can't get past that. 
 

As a way to address this duality, in the RAB meeting in 2000, the researchers suggested building small, private 
communities where a group of people with shared interests could come together and produce something that was 
useful for their teaching, such as lesson plans, in a more intimate place. This was intended to increase intimacy 
among the members, and was first tested with the CEMI group as discussed earlier. The group’s main goal was 
to collaboratively develop lesson plans and implement them in in-service teachers’ classes, and then to revise, re-
teach, and revise them again, based on the idea of the Japanese Lesson Study Group (LSG). 
 
In addition to increasing participant intimacy, which should ideally serve as a basis for building trust through 
their intensive cooperation in collaborative work, the small group approach also introduced the possibility of 
utilizing a facilitator(s) in each group to mediate group member interactions. Facilitators were employed for 
small group activities to welcome newcomers, and help them to find places or information that they needed. 
From this idea came the later and broader notion of introducing a facilitator for the entire site. This individual 
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could help to make connections between new participants and the community. This could help to break the ice 
for new visitors, and would shorten their orientation time and period of potential anxiety or awkwardness in the 
unfamiliar environment. The idea was informally tested with the cooperation of the ILF designers and the 
teacher liaison. A welcome message was devised by the teacher liaison (DE5) to greet new members on the site:  
 

[Sample] Hello Vicky, 
My name is Amy, and I'm the teacher liaison for the ILF. I think you'll find as you continue to explore 
the site that there are many opportunities for discussion and sharing of ideas and resources here in the 
ILF. You might find the Lounge an interesting place to visit, to see what other teachers have to say 
about some of the issues that concern you the most. Please let me know if I can be of any assistance in 
helping you find your way around. Welcome to the ILF!  (February 20, 2002) 

 
This message was in response to a perceived failure of the ILF community members to respond to an “Introduce 
Yourself” prompt that was located on the site, and was intended to act as a “human touch,” to make the site seem 
more like a community of real and caring people. 
 
As still another way to facilitate interactions and to build trust, the optional feature, My Profile, was created. 
Within this feature, participants could post their photos, their background, school, years of teaching, who they 
wanted to connect with, their hobbies, and their own definitions of inquiry. In different forms, each message was 
linked to a personal profile, so some idea of the identity of the site’s participants could be established. Speaking 
about My Profile, TE2 commented:  
 

I could see that getting those profiles and pictures and detail might be very helpful for visitors to the 
site, or for first-timers, to see that these are real people. They’re not just imaginary characters out there 
somewhere in the digital world…I could see that being helpful in building a stronger, trusting 
relationship with the ILF. 
 

All of these new features ultimately enabled users of the ILF to interact more comfortably. They were then better 
able to share ideas and co-develop teaching materials. 
 
 
Boundaries (Inside v. Outside) 
 
In regard to boundaries, two different dualities emerged during the design of the ILF. One involved aligning the 
ILF with school districts and educational and professional development institutes, such as the State Department 
of Education and State Professional Boards. The other involved bridging the small groups which were formed 
spontaneously as the ILF grew with the larger site as a whole.     
 
The ILF (Inside) v. the Outer Community (Outside). Ruopp, Gal, Drayton, and Pfister (1993), speaking from 
their LabNet project experience (on building a teachers’ CoP), commented that a community can be autonomous, 
but the growth of the community might then be less effective without external supports. DE8 articulated this 
tension in the summer of 2000. The ILF was initially perceived as more or less an isolated Web-based tool, 
which would over-simplify situations in order to view their complex dynamics. This new perspective helped the 
ILF designers to understand the relationships between the ILF and outside environments, such as the culture of 
schools, Public Law (PL) 221, and policies of the State Department of Education.  
 
There was some attempt to link the ILF to the outside world in the earlier stage of the project. When the grant 
proposal was prepared, the former PI sent out letters to the State Department of Education, the State Teachers 
Association, and the State Professional Standards Board and received supporting letters from those institutes. 
These educational institutes were very much in favor of the project. However, these initial attempts to form links 
with other professional organizations faded as the ILF project proceeded. As to missing connections with other 
institutes and schools, DE3 said the following:  
 

The Principal Investigator [DE1] is a relatively young faculty member. He hasn’t been here very long, 
and he hasn’t met or established a lot of relationships with teachers in the area. [Also] historically, the 
[University] School of Education has a poor history of working with teachers in the area…I think that 
not having a network of teachers that the school has been interacting with and working with over a 
number of years has really limited our ability to get people involved.  
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While summarizing comments from another PI, DE8 pointed out in an interview that, “we are trying to do 
something innovative, something that very few teachers are searching for, and there’s not much official 
institutional backing behind it.” There was not even a link in the ILF, for example, to the State Department of 
Education, which is closely related to the teachers’ professional lives and which would have improved the site’s 
“institutional legitimacy.”   
 
It was not until the PAB meeting in the summer of 2002, which was held a few months before the end of the 
grant, that many people from professional development organizations were invited, in order to ascertain their 
input regarding better ways to support teachers’ professional development. Participants in this meeting 
emphasized that schools and teachers are currently faced with higher accountability for general school 
improvement and teachers’ professional development because of PL 221. This law specifically requires 
professional development plans to be matched with schools’ improvement plans.  
Another tension related to Boundaries occurred a few months after the ILF was launched. This had to do with the 
membership of school principals. In the first PAB meeting in 1999, teachers indicated that they did not want to 
allow principals to have membership for fear of being judged; that is, their videos and postings could be used as 
evaluation tools. This seemed to reflect the reality of a stiff relationship between teachers and their principals. 
The principals were perceived by the teachers as having the roles of supervisors rather than facilitators or 
stewards.  
 
In the RAB meeting in 2000, the participants continued to raise questions about the potentially negative effects 
that might result from the unregulated interaction of administrators. However, the teachers were largely in favor 
of opening the ILF door to principals. DE1 asked, “How do we get…support from administrative folks unless we 
show them [what we’re doing]?” Another teacher commented, “they come in and look at what we’re doing any 
way. Administrative involvement may spread word of it.” However, TE6 said that she was still in the “middle of 
the road;” that is, she thought teachers would be uncomfortable with expressing themselves if principals looked 
in and watched videos. But she also acknowledged that they are all educators, and that principals also want to 
know what their teachers are doing. Yet, TE3 seconded the objection, saying that involving administrators 
“could be a threatening move to a lot of people.”   
 
This issue of whether or not to permit administrators/principals into the ILF was then asked of the ILF 
community as a whole in “an effort to make sure that they weren’t scaring people away,” as TE3 explained. The 
ILF team opened a time-bounded poll and a discussion (by the end of September 2000) entitled, “Should 
administrators be allowed to become members of the ILF?” There were only six postings, including two from the 
ILF developers. They all expressed positive reactions to the issue. The item passed. However, despite this 
measure and all the discussion, principal and administrator participation did not occur. Only two administrators 
registered on the ILF, and they posted no messages.   
 
Bridging Communities within the ILF. As the ILF grew and became more diversified with many small groups, 
called Inquiry Circles, a question arose regarding how these groups could be linked to the bigger ILF. With 
permission required from the facilitator of the Inquiry Circle to join a Circle, the Inquiry Circles came to have 
their own boundaries within the ILF.   
 
When the idea of the small group approach was conceived, according to DE4, there were two conditions those 
groups had to meet: 1) interest in inquiry-based learning; and 2) a willingness to share with the larger 
community. Contributions to the larger ILF community were expected from the Inquiry Circles. This rule was 
generally accepted. However, an incident occurred about a year later that illustrated that lack of trust and 
accompanying defensiveness could be easily excited among the teachers when the internal boundaries of their 
Circles were breached in a careless fashion.  
 
In this instance, a comment was posted in a Circle discussion forum from another ILF member who was not a 
member of the Circle. The message was subsequently interpreted as a slight by the one of the Circle members. 
This situation was quickly resolved by an emailed apology sent on the following day. Apparently, the problem 
had been caused by a simple lack of “netiquette” on the sender’s part, which resulted in a wholly unintended 
negative reaction by the Circle members. Though this was an isolated and rare sort of incident on the ILF, it did 
subsequently raise the issue of how to conduct respectful and mutually beneficial communication between small 
groups and outer-members within the broader ILF community. 
 
 
Conclusions  
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The main question that this research study set out to answer was “what are the design dualities that emerged 
when teachers and designers worked together to build a Web-supported community of practice?” Those design 
tensions, like the Chinese word “wei-ji”–which can mean both danger as well as opportunity, were like a double-
edged sword. If tensions interplay dynamically and are well-balanced in their context, then those tensions may 
provide new opportunities. But if the tensions are not well managed, then they could be detrimental and might 
cause malfunctions in the system.   
 
In the ILF, the design tensions entailed both opportunities and dangers. In some cases, dangers—in the form of 
frustrations or challenges—threatened the survival of the ILF. Overall however, as the term “dynamic” indicates, 
they were more like catalysts that triggered and created a wide range of opportunities.  The ILF community 
members were thereby enabled to actively engage in dialogues that contributed to not only useful design changes 
in the ILF, but also to the participants’ learning together. These changes have resulted in a set of technical 
structures that have proven most useful in the context of the teacher preparation program, in which participation 
is mandatory.  
 
Reflecting more generally, the duality “design for v. design with” may offer the most potential for overcoming 
the challenges faced by the ILF in being thoroughly adopted by in-service teachers. The application of a broad 
framework of participation could have provided the ILF designers with opportunities to better understand the 
teachers’ culture. One has to have an arena to informally test an idea in order to better match it to particular 
cultural contexts. Perhaps the design of an online or Web-supported community, being such a complex dynamic 
process, must always entail elements of “serendipity or discovery.”  This seems to be the nature of community 
formation and a part of creative design. This process involves tentative interpersonal dialogues that need to be 
open and whose members are willing to negotiate. To create a Web-supported community as a vehicle for 
education reform is not to build a single technical tool, but rather to create a socio-technical network. The design 
paradigm of a tool oversimplifies the underlying dynamics and contextual issues, and eventually results in the 
naïve view that “if we build, they will come.”   
 
While engaged in this study, we encountered the following areas or topics that require further attention. As was 
implied in many comments from the participants in this study, there is an underlying construct that influenced 
teachers’ participation in the ILF and eventually contributed to the emergence of those dualities between the 
teachers and the ILF designers. This construct is the teachers’ culture. An in-depth study of how the teachers’ 
culture influenced the emergence of these design dualities should be conducted as a preliminary by any designer 
who wishes to create an effective CoP to support teachers’ professional development. We offer this manuscript 
as an illuminative case study, highlighting particular challenges (dualities) that others might confront and, 
hopefully, with foresight may effectively balance so as to stimulate meaningful participation. 
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ABSTRACT 

Perceptions related to “educational technology” have been continuously changing throughout the century. 
At this point, educational technology seems to be a confusing or an incomprehensible concept for most 
people. Perceptions of professional educational technologists in the relevant field can provide individuals 
who build their career in the relevant area with various perspectives. Also practices related to educational 
technology and relevant opinions of professionals can provide a guiding outline for the research activities 
being conducted in the field. This research was conducted to reveal how educational technology is 
perceived as a discipline, and how opinions about applications of educational technology in various 
countries differ. A total of 71 professionals from 12 universities in six countries participated in this 
research, implemented through survey method. Results support the idea that functions of the educational 
technology in various areas are mostly related to learning-teaching processes, and learning resources. 
Professional opinions on current status of the discipline reflect that there are no considerable differences 
related to the problems being experienced among different countries.  
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Introduction 
 
The literature related to the educational technology embraces various definitions of the concept of educational 
technology, which are sometimes difficult to associate with each other. Similarly, epistomological concerns 
lying on the basis of definitions also vary. It is impossible to reach a proper and satisfactory definition through 
gathering all perception styles fostered within a century. Such efforts often disregard the conditions that foster 
each perception, and the uniqueness of these styles. It is crucial to have a certain internal consistency in such 
efforts towards unifying different perception styles which have a philosophical unity in themselves.  
 
Responses given to the question “what is educational technology” have changed significantly within time (Seels 
& Richey, 1994). A chronological review of these definitions is important in the sense of revealing the 
perception styles which are parallel to the understandings we have had at a certain point of time. 
 
The commencement of systematic studies in the area of educational technology does not even date back to the 
nineteenth century. First studies related to the educational technology have started at the beginning of the 
twentieth century, with the pressure of industrial technology, regardless of educational sciences and studies of 
educators. Concept of “visual education”, emerged with industrial technology, may be regarded as the starting 
point of the fostering of educational technology as a specialization (Simsek, 1998).  
 
Early 1900s were the years when the school museums were newly established, silent movies were produced, and 
professional production and organization were experienced in visual communication industry. With the impact 
of “visual education” that the technology industry had developed and tried expand this toward those schools 
within its market profile, establishment of “visual education offices” in the schools was another important 
development experienced in this period of time (Percival & Ellington, 1988). 
 
As seen in the definition given by Dorris, in those years, the concept of visual instruction was an expression for 
the statement “...the enrichment of education through the ‘seeing experience.’ It involves the use of all types of 
visual aids such as the excursion, flat pictures, models, exhibits, charts, maps, graphs, stereographs, stereopticion 
slides, and motion pictures.”  (cited in Reiser & Ely, 1997, p.64).   
 
Focus of perception for educational technology was also expanded towards the 1930s, with the impact of 
technological developments such as audio recordings, radio and movies. Having been unified with audio 
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technologies, the concept of visual education was turned into “audio-visual education”. This focusing continued 
until early 1950s with the support of communication theorists as Shannon and Weaver. In this period, the focus 
of educational technology was mostly on audio-visual environments. At that period of time, what was 
understood from the concept of educational technology which was expanded dimensionally but remained the 
same in terms of quality was audio-visual environments and the use of these environments to support educational 
objectives. 
 
Just right after the World War II, in the industry sector discussions has started about commercial implications 
with regard to which communication environments might best respond to the expectations towards the 
educational technology. The focus of these discussions then turned to the educational functions of 
communication environments. Many applauded an understanding, represented by the psychological and 
educational parties reacting to this discussion, stating that messages controlling the environments were more 
important than the environments themselves. Ideas stated by Dale and other theorists who thought in the same 
way continued to have their impact for some time (Simsek, 1998).   
 
At that time, Finn and Lumsdaine emphasized the fact that educational technology was an approach towards the 
problems of education beyond all discussions. They pointed out that the educational technology, in fact, had a 
basic function of applying scientific information and processes onto the problems of education. It has been 
known that the educational technology was defined as “... a way of looking at instructional problems and 
examining feasible solutions to those problems.”  by Finn, and as “... the application of science to instructional 
practices” by Lumsdaine (cited in Reiser & Ely, 1997, p.66). 
 
The literature review has shown that what was understood from the concept of educational technology until that 
time was mostly related to the concepts of tools, materials and messages. Many people who focused their studies 
on details of teaching-learning processes pointed out that there were many more things to be developed in 
education. This led to a more comprehensive interpretation as “the technology of education”, which was far 
beyond the concept of “technology in education”. This interpretation caused a shift in the focus to a system 
consisting of every single thing which is supposed to be effective in learning and instruction, including hardware 
and software of educational technology (Percival & Ellington, 1988). 
 

 

 
Figure 1. Perceptional changes on educational technology 

 
 
Until late 1970s, the educational technology was associated with significantly different perceptions. Almost none 
of the perception could be rejected; on the contrary, “cumulative definitions” were obtained through adding 
those focuses to one another. This led to several statements as a “product”, “process”, “an approach”, 
“communication revolution”, ”means of communication”, “an instructional design”, etc. 
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Nevertheless, no significant, limited and agreed definition of educational technology was put forward as to what 
educational technology was. This period of time could be considered as a period when the word “as” in English 
was most commonly used up with the definitions of educational technology.  
 
This period has given an impression of trying to overcome a confusion through defining the educational 
technology as “none but all of them.” Nearly, all the definitions have been accepted as both true and false. Thus, 
an atmosphere of agreement has been created, being not so pretentious and open to reactions and criticisms. 
Until that time, definitions of educational technology have mostly based on industrial technology, behaviourism, 
systems approach, and cognitive psychology.  
 
In recent periods, functions and methodology of educational technology have been changed by the 
constructivism, which is based on both cognitive psychology and interpretative philosophy. Constructivist 
educational paradigm has caused perceptions related to the educational technology to focus on learning, student, 
and learning environment (Simsek, 1998). It may be claimed that this approach has led to a narrow-down in the 
scope of perceptions of educational technology, but also to a deepening and flexibility in applications.  
 
In their book titled Distance Education: A Systems View (2nd Edition), Moore & Kearsley (2005) investigated 
the changes in the educational technology in their effects on distance education. Their findings revealed that 
changes in the perceptions related to educational technology were not just a chronological phenomenon. This 
perceptional shift caused a change not only in the concepts used, but also in many other things such as 
expectations related to technology and media, approaches to the course design and development, and roles of 
teacher and instructors. 
 
Each of these different perceptions has induced different definitions of educational technology. Today, the fact 
that current definitions of education technology have an ambiguity and non-discriminating constitutes a major 
problem. It is difficult to find out responses that cover the following questions through a retrospective review of 
all these definitions which were gathered in the literature: If all these things comprise educational technology, 
what is not educational technology? Or if all these things are far from describing the educational technology, 
what is educational technology?  
 
In his book titled ‘The Concept of Educational Technology’, Richmond (1970) included a large section to the 
definitions related to technology and educational technology. Definitions compiled from literature and included 
in the book mentioned above displayed that educational technology could be perceived in various ways and 
hardware dimension was considerably emphasized. 
 
Research conducted by Johnson (1995) revealed that qualitative and quantitative aspects of the graduate 
education have shown a heterogeneous structure. Title of programmes and courses, number of instructors, and 
technological equipments have a wide variety from country to country or university to university. 
 
Plotnick (1996) performed a content analysis reviewing articles in professional journals, doctoral dissertations, 
ERIC documents in order to define trends in the field of educational technology. The findings of these analyses 
can be summarized as follows: Computerization in schools became common for almost all students, computer 
networks became one of the applications of educational technology developed rapidly and benefiting from 
television became universally. Technology use in education became the focus of political discussions. 
Accessibility rates to educational technology applications from houses increased. Developments in delivery 
technologies were too rapid. Insistence in the direction of being technologically literate for teachers became 
strong gradually. Applications of educational technology become an important and effective means that launched 
educational reform. 
 
Studies of Hoffman & Ritchie (1997) stated that educational technologists could find job opportunities in 
schools, companies, army, and professional organizations. The responsibilities that are going to be carried and 
products that are going to be developed by educational technologists can vary regarding the service areas and 
sizes of organizations in which the educational technologists are employed. Generally, educational technologists 
work in the processes of analyses, design, development, application, evaluation and project management. 
 
Chronological reviews of Reiser & Ely (1997) showed that the meanings assigned to the concept of educational 
technology displayed significant changes within the course of time. Change in the direction of media-material-
message-system-process in perceptional focuses related to educational technology caused a change in the 
expectations toward the educational technologists. Expectations considering the issues of providing benefits of 
instruments at the beginning change in the direction of organization and management today. The instruments 
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used in order to fulfill these functions changed in a direction regarding media-message-source-process. 
Moreover, the objectives foreseen for educational technology changed from visualization of instruction into 
performance development. 
 
Caffarella (1999) displayed trends in the field of educational technology by analyzing doctoral dissertations 
related to educational technology. This study revealed that specific subjects were more popular than the others in 
specific periods and various changes occured in the methodologies utilized as well. It was observed that media 
researches were significantly dominant in the studies reviewed. 
 
As it can be seen from the studies mentioned above, current studies related to the aspects of educational 
technology are generally based on literature review and document analyses. There is a need for an international 
perspective based on the views of the professionals in the relevant subject areas. Four continents which are 
categorized according to their development levels in the relevant area and the views of educational technologists 
employed in six countries were included in this research. These professionals were asked how they perceive 
educational technology and how they evaluate the applications in their homelands. 
 
Professionals in the field of educational technology do not work merely in the jobs in their homelands as it was, 
also they carry on their studies as researcher and practitioner. Findings related to the perception and application 
of educational technology in various countries can provide professionals with significant insights to consider the 
current status in various countries and this can make their adaptation process easier. 
 
Educational technology is a field that develops rapidly. Within rapid development process, findings related to the 
issue of associating the field of educational technology with specific subject areas in international area can 
provide various perspectives to those who are performing their careers in the field of educational technology.  
 
Significant variety related to the perception of educational technology is a point which is emphasized frequently 
in the relevant literature. The definition of this field, goals, research methods and applications related to 
international status provide criteria in order to establish a standard and to compare their perceptions and current 
status in their homelands. 
 
 
Research Questions 
 
The main aim of this research is to define how the educational technologists perceive the educational technology 
as a discipline and how they evaluate educational technology applications in their homeland. Within the scope of 
this main aim, answers to the following questions have been sought: 
1. What are the profiles of educational technologists included in this research considering the issues of their 

academic title, position, educational background, the sources and languages they utilized in literature 
review? 

2. What are the work areas of educational technologists within the educational technology? 
3. What are the perceptions of educational technologists related to definition, goals, products, scopes and 

method of educational technology as a discipline? 
4. What are the opinions of educational technologists related to the applications of educational technology in 

their homelands? 
5. Do the perceptions and opinions of educational technologists vary regarding the development level of 

countries?  
 
 
Method 
 
The research was conducted within a frame of general survey model and questionnaires. The questionnaire was 
administered in order to determine both perceptions of the professionals related the educational technology and 
their opinions regarding the current applications in their countries.  
 
 
Participants 
 
A total of 71 professionals participated in the research. Table 1 gives the distribution of the participants 
according to their countries and universities at which they work. Every participant has at least a PhD or EdD 
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degree in educational technology. By the time of this research, these individuals have been assigned for various 
tasks in the educational technology doctoral programme in their universities. 
 

Table 1. Countries, universities and number of participants 
 

 
 
 
Instrument 
 
Data collection instrument which was prepared in English consists of 48 questions in total, 8 of which are on 
demographic questions, 16 questions on their perceptions of educational technology (Cronbach alpha is 0.76), 
and 24 questions on the current status of the applications in the area (Cronbach alpha is 0.79). 5-point Likert 
scale is used for all questions except demographic questions.  
 
The draft of the questionnaire was prepared based on the relevant literature and developed with the contributions 
of the international professionals from various countries, and in the year 2000 pilot study of the questionnaire 
was conducted with the participation of 34 professionals who were not included in this research. Reliability of 
the questionnaire was calculated through Cronbach Alpha and the value of 0.80 was obtained.  
 
 
Procedures 
 
Various web resources and the study of Johnson (1995) were utilized in the determining the countries and 
universities to be included in the scope of this research.  
 
The countries having doctoral programmes in the field of educational technology were classified according to 
their developmental level as underdeveloped (countries with one programme), developing (countries with two 
programmes) and developed (countries with more than two programmes). The USA and Canada were directly 
selected as developed countries (no data were obtained whether there were other countries in this category), 
Turkey and Indonesia were randomly selected as developing countries, and Poland and Nigeria were randomly 
selected as underdeveloped countries. 
 
For USA, it was necessary to take a sample due to the high number of the doctoral programmes, whereas in other 
countries all universities having a doctoral program were included in the research. All numerical information 
regarding the programs in the USA was grouped, and the universities were classified as developed, developing 
and underdeveloped “in the circumstances of the USA” based on the quality of their programmes and their 
facilities. One university among groups was included in the scope of this research. In the data analysis, this 
classification within the universities of the USA was not considered. This grouping was only used for 
representativeness of the universities with different development levels in the USA. Comparisons were made 
among the countries, not universities.  
 
The questionnaires were sent through electronic mail between November 2000 and March 2001. 71 of 97 
questionnaires returned back. This number constitutes approximately 73% of the questionnaires sent to 
professionals.  
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Data analysis 
 
Primarily, frequencies (f), percentages (%) and average means (M) were calculated for the collected data. In 
determining the approval status of the questionnaire items, agreement levels stated by professionals for each item 
were taken as basis. Those items with an average agreement level of 2.59 or below were considered “rejected,” 
those with an average agreement level of 2.60–3.39 were neither rejected nor approved or “not-approved,” and 
those with an average agreement level of 3.40 or above were considered as “approved.”  
 
The only independent variable used for comparison of agreement level averages was the developmental level of 
the countries on the relevant area. F values obtained from ANOVA test in the tables were calculated based on 
this variable. Single group t-test was used to determine whether there was a difference between the agreement 
levels of two items.  
 
 
Results 
 
Profile of the participants 
 
Among the professionals participated in the research, the developed countries were represented with 39 
participants (55%), developing countries with 23 participants (32%) and underdeveloped countries with 9 
participants (13%). The number and the percentages of the participants were as follows respectively; 29 full 
professors (41%), 16 associate professors (23%), 13 assistant professors (18%) and 13 other (18%). 
 

Table 2. Descriptive statistics related to the participants 
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63 of the participants (89%) are academicians, while 8 of the participants (11%) are those who work as managers 
or technical staff. All of the participants obtained their PhD level in the field of educational technology. The 
number of the participants who obtained their undergraduate and graduate degree in educational technology were 
24 (34%) and 6 (8%), respectively. The participants who obtained their graduate (f=27; 38%) and undergraduate 
(f=41; 58%) degrees on education were forming the largest group and those who obtained their graduate (f=24; 
34%) and undergraduate (f=20; 28%) degrees on the other fields were forming the second group. 
 
All participants stated that they followed the developments in the field by books, articles, and reports. The 
number and percentage of the participants using other resources were as follows respectively; 43 (61%) using 
online resources, 17 (24%) using daily newspaper and 32 (45%) using other resources. All of the participants 
stated that they knew one foreign language beside their mother languages. 15 (21%) of the participants stated 
that they knew 3 languages, 7 (10%) of them 4 languages and 2 of them stated that they knew more than 4 
languages to follow the relevant literature. 
  
 
Work Areas in the Field of Educational Technology 
 
Participants used totally 43 different terms to express their work areas within educational technology. The 
amount of the special work areas accepted within the field is significant. The concepts used by the participants 
covered a wide spectrum ranging from cybernetics to philosophy. Table 3 provides a complete list of terms used 
to define special work areas along with their frequency of use. 
 

Table 3. Work areas of participants 

 
 
Primarily, it is seen that special work areas related to educational technology quite vary. It is also seen that 
educational technology has an accumulation and functionality usable in many areas related with education. Such 
a perspective attracts the attention to the necessity and possibility to cooperate with educational technology or 
educational technologists in most of the educational practices or in work areas within educational sciences. 
Similarly, it is understood that educational technologists should consider a wide spectrum of problems as their 
areas of study.  
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Definition of Educational Technology  
 
In this study, definitions of educational technology were compiled from the literature and participants were 
asked how much they agree with these definitions. The participants agreed on that educational technology 
covered both use of technological products in education and production of learning environments processes 
(M=4.51), that educational technology covered overall instructional design processes (M=3.97), and that 
educational technology was a work area related to have students reach to the objectives of instructional programs 
(M=3.64). Despite, the participants rejected the expression that the concept of educational technology defined 
the technological products used for educational services (M=1.88). Participants neither rejected nor approved the 
definition that educational technology was not identical to science (M=3.05). The results of F test, based on the 
development level of countries in the area, showed no significant results for none of the five definitions.  
 
This finding shows that opinions related to the definition of educational technology did not change according to 
the development level of countries, and that the opinions within the literature are mostly shared. The findings 
obtained show that a definition like “… a research and practice discipline related to development and use of 
learning-teaching processes and environments” is a definition to be shared at international platforms. It is clear 
that “development and use” cover such sub-processes as design, application, evaluation, selection, improvement 
and problem solving.  
 
The existence of a reaction toward associating the educational technology with technological products in general 
terms is also prominent. Despite this, it is possible to say that associating the area with the concept of “science” 
is open to discussion. From the science and technology philosophy perspective, although the behaviour of those 
professionals associating these two concepts is seen as a dilemma, the basis of these opinions may be the 
continuous expansion of method share between science and technology as a result of the deepening relationships 
between these two areas.  
 
The professionals reacting to association of science and educational technology might have considered the 
obligation of those methods and tools not tested scientifically, and the impossibility of the use of scientific 
testing processes in solving practical problems all the time.  
 
 
Goal of Educational Technology 
 
The professionals approved the expression that the goal of educational technology was to support learning of the 
student (M=4.59). In the same way, improving the effectiveness of the instruction was also approved as a basic 
goal of educational technology, along with the productivity of the resources used (M=4.15). Application of 
theoretical knowledge related to learning and teaching into practice (M=3.99) and supporting the instructor 
(M=3.85) were also stated among the basic goals of educational technology. Results of the F test applied based 
on the development level of countries in the area were not significant for any of the goals expressed.  
 
These findings, despite different agreement averages, showed that all of the expressions regarding the possible 
goals of educational technology were approved by the participants and approval level was not dependent upon 
the developmental level of countries. Departing from these findings, goals foreseen for educational technology 
may be summarized as follows: supporting learning, improving effectiveness and productivity of learning-
teaching and of the resources used in these processes, transforming relevant theoretical information into practice, 
and supporting the instructor. 
 
In order to enlighten the discussion, observed from time to time, on determining the priority of the function of 
supporting learning or teaching, single group t test was used to analyze the difference among agreement averages 
for the relevant items. The value obtained (t=2.762) was found as significant. This finding showed that, with an 
approach appreciating learning and student, “support to learning and student” function of the educational 
technology (M=4.59) was more emphasized than “support to teaching and instructor” function (M=3.85). 
 
 
Product of Educational Technology 
 
Explanations related to the concrete products of studies of educational technology were summarized with three 
items in the data collection instrument. Among, all items except that “... techniques, strategy, methodology and 
environments with regard to learning-teaching processes” (M=3.85) were neither approved nor rejected. F value 
calculated for the approved expression based on the development level of the countries (9.785) showed that 
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agreement averages for this item was higher in underdeveloped countries (M=4.86) compared to developing 
countries (M=3.42). Differences among agreement averages for other items were not significant. 
 

Table 4. Perceptions related to educational technology 

 
 
Non-approval of the idea of graduates of programmes (classical system and input-output approach) as products 
of educational technology (M=3.00) showed that this idea lost its popularity, whereas its non-rejection showed 
that it was not abandoned totally.  
 
Non-approval of the expression that educational technology took the science as its basis, however it was directly 
towards practice and product rather than theoretical information production like science (M=3.14), might be 
caused by contribution of technology to science and by interpretation of science as a relative flexible concept. 
Non-rejection of this expression, then, might be caused by paying importance to the product-related side of 
educational technology. 
 
 
Scope of Educational Technology 
 
The statement that educational technology covered all aspects of education was neither approved nor rejected by 
the professionals (M=3.32). Professionals approved the statement sensitive to the separation between the 
studying area and interest area of educational technology (M=3.51). F values, calculated based on development 
level of countries, for both items were not significant. 
 
These findings are also consistent with the results related to the definition, goal, and product of educational 
technology. Departing from these findings, it is possible to say that educational technology has a function of 
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producing and solving problem with regard to learning-teaching process and environments; however, it deals 
with all relevant aspects to solve the problems in this area. In other words, the major work area of educational 
technology is instructional processes and environments, and all other aspects are areas of interest. It is necessary 
to be responsible for considering important and benefiting from those developments in the relevant areas of 
educational technology, and for making production in areas of interest. 
  
 
Method of Educational Technology  
 
Are there any problem-solving or knowledge/product development methods more appropriate to the nature of 
educational technology than the other methods? There were two separate expressions in the data collection 
instrument related with this question. Professionals approved the opinion that the most appropriate research 
approach for educational technology was research and development (M=3.71). Professionals also approved the 
statement, which took the relationship between educational technology, science and scientific methodology as 
basis, that educational technology was dependent upon scientific methodology, but independent when it was 
insufficient (M=3.64). Results of the F test for agreement level averages were not significant for both statements 
related with valid production and research methods in the area.  
 
It is considered that there is no dilemma between non-rejection of the item stating that educational technology is 
not identical with science and approval of the item “educational technology may apply for empirical information 
and methodologies in the case of insufficiency of the existing scientific information and methodologies.” Main 
thing in the area is scientific methodology was approved, however, educational technology has the responsibility 
to solve problems in the case of insufficiency of scientific testing and controlling methods, and it may make use 
of trial-and-error type of methods when needed. 
 
 
Current Status of Educational Technology Applications 
 

Data collection instrument included 24 items for the professionals to evaluate the general situation of educational 
technology in their own countries. It was aimed to determine the trends and problems experienced in different 
countries through participation level in these items. Generally, none of the items given in Table 5 was rejected. 
However, the expression was not approved neither.  
 
First of the items neither rejected nor approved was the expression numbered 31 stating that experimental 
designs were neglected in scientific researches in the area of educational technology. Average participation level 
to this item is 3.11 and F value is 2.264, which is not significant. Non-rejection of this item may either be 
considered not to accept the incapacity of the experimental researches, or not to consider to use of one of the 
research design more frequently than the other one. The fact that this item was not rejected completely by the 
participants may indicate that such a problem is considered important by some professionals. 
 
The situation is the same for the item numbered 33 expressing that scientific information related to human 
learning is not adequately considered in the practice (M=3.14). F value (2.182) for this item is not significant. 
Non-rejection of the item confirms the existence of the problems expressed, whereas non-approval of it verifies 
that the problem is not widespread enough to attract the attention.  
 
Another item neither rejected nor approved is “Academic studies regarding the instructional design do not go 
beyond keeping and improving the control over the instructional process” (M=3.14). F value (11.063) for this 
item is not significant, either. Non-rejection of this item may be caused by the opinion of professionals that the 
studies related to the instructional design are under the dominance of behaviourist and cognitive approaches in 
practice. As known, these two approaches have a structure paying more attention to controlling the learning 
processes. Non-approval of the item may be caused by the fact that professionals consider those approaches and 
practical examples not having such features. 
 
Calculated F values were not significant for the approved 21 items, except for 2 items. The professionals 
approved the claim that educational technology practices are generally implemented through a single dimension, 
and systematics is generally disregarded (M=4.00). F value for this item (7.969) is significant, providing clues 
towards the fact that the problem concerned is experienced much by the developing countries. This finding may 
be interpreted in such a way that, in these countries there exists a knowledge background to recognize the 
problem mentioned, but the resources and policies are not sufficient to prevent or overcome it. It is not 
unexpected to have less such problems in developed countries. 
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3.75 is the mean for agreement level with the item expressing that educational technology applications are 
mostly based on behaviourist instructional approach. This mean is 3.21 in developed countries, 3.85 for 
developing countries, and 4.19 for underdeveloped countries. F value for this item (1.079) is significant in favour 
of developed countries. This may be associated with strong trend for demanding for innovative approaches in 
developed countries. 
 

Table 5. Opinions related to educational technology applications 
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Discussion 
 
Application of problem-solving and production approach of technology on education has a hundred-year-old 
history as a work area. The general name of this work area is educational technology. Generally, with an 
influence caused by widespread nature of technology, educational technology is the concern of everybody 
related with education. The more this number of people interested in educational technology increases, the more 
varied are the perceptions towards this area. Today, there exists a variety of perceptions and definitions on 
subjects, including what educational technology is, what it deals with, what it contributes to, and what it covers. 
The variety of these perceptions is not a problem in itself. Nevertheless, these perceptions also determine the 
expectations toward educational technology and direct the applications concerned.  
 
The findings of this research provide clues to determine the source of this perceptional scatter.  For instance, the 
number of concepts used by the participants to name their own area of work within the educational technology is 
so many that it is difficult to develop a complete definition sensitive to all concepts used. However, it is an 
important issue that those individuals defining themselves as educational technologists fulfill similar tasks in 
those various areas defined by concepts. For instance, in the context of technology concept, what may be the 
common function of “local history” and “library science?” Within the same context, what is the common point 
of “TV production” and multi-culture?” Findings of the research have shown that the common point shared by 
these areas focused on product, process and problem solving for improving the efficiency and productivity of 
learning-teaching processes.  
 
The variety of areas within the educational technology is not an issue blurring the things it is dealing with; on the 
contrary, it shows that the products, solutions and systems developed by the educational technology may be used 
in a variety of areas, for reaching to the same aims. A simple illustration may be the existence of hundreds of 
languages throughout the world. However, whatever the language(s) s/he uses, a person whose profession is to 
interpret from one language to another is called interpreter. The variety of languages they use does not mean that 
what the interpreters do is indefinite; they do interpretation.  
 
The participants, regardless of their countries, definitely rejected the idea that educational technology is identical 
with technological products used in education. This, in fact, was an expected finding. As can be seen in the 
literature also, this idea has emerged as a product of industrial technology at the beginning of the twentieth 
century, but abandoned towards the second half of the previous century. 
 
Thoughts and perceptions which professionals feel difficult to agree on are generally related with such issues as 
whether educational technology may be associated with “science” concept, whether educational technology has a 
function of information production, what the parameters limiting the interest areas are, whether a priority can be 
set about the research patterns, and which concrete objectives should the researches have. It is neither possible 
nor necessary to reach a certain compromise about these issues, since it is not possible to limit the viewpoints 
related to learning, technology or the educational function of technology. 
 
Professionals’ assessments for the existing status in the area imply that problems of various countries do not vary 
in nature. It is considered that almost every country experiences problems such as the disseminated nature of the 
perceptional variety of the area, the imperfect use of at-site knowledge for applications, functional uncertainty, 
incapacity in the dimension of product development, and low speed of academic development in the area. 
 
 
Implications 
 
The terms used by the participants in order to define their work areas display significant variety than expected. 
The terms used can indicate the research areas in the field of educational technology for the future. The terms 
mentioned above provide the researchers with various perspectives. Researches that will be conducted in the 
future could be suggested to focus to the areas defined by these terms. 
 
What do the terms used by the participants inherently include? In which contexts these terms are used in relation 
to educational technology? These are the key questions. The analytical studies related to these questions can 
provide more satisfactory and guiding findings. It is suggested that further studies should be in this type. 
 
Educational technologists agree on the issue of educational technology is not a general name of all kind of 
technological products which are used in education. This agreement can be seen as a reaction to perception of 
educational technology just as a product. However, as long as the researches and applications on educational 
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technology focus on media and material, it is difficult to consider that the other aspects of educational 
technology attract attention of the people. Further studies are suggested to focus to subject areas other than 
media and material which are the two subjects that are examined frequently in studies on educational 
technologies. Among the subject areas are cross-cultural comparison studies related to educational technologies 
applications, factors affecting achievement of education technology applications, applications of educational 
technology in different settings, and computer-mediated instructional design, etc. 
 
Participants agree that the academical studies related to instructional design do not go beyond the effort of 
maintaining and increasing the control on learning. These opinions are the guidelines for objectives of the further 
educational technology researches. Considering this issue, the research and applications related to educational 
technology should go beyond the narrow framework of traditional educational paradigms. Studies related to this 
issue have an importance in that they provide a test opportunity for new education paradigms. 
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ABSTRACT 
The culture and traditions of colleges and universities have been foci of attention by strategic planners, 
development officers and consultants. Developing a unique market niche to attract students and keep 
alumni affiliated is a constant struggle. As we build new electronic universities and add electronic courses 
and dimensions of existing colleges and universities, these same questions of uniqueness, attraction and 
affiliation will begin to crop up. This issue also has ramifications for basic education schools both public 
and state supported who are attempting to widen their image electronically. In this article, which is an 
exegetical and hermeneutical piece, the author hopes to pose some questions about culture and mission and 
make suggestions for extending these to the electronic environment.  
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Introduction 
The development of a strong and clear school culture is important for both the success and vitality of every 
school and institution of higher learning and corresponding student success (Baldrige & Deal, 1983; Deal & 
Peterson, 1999; Stolp, 1994). Higher education institutions have invested thousands of hours and dollars in 
analyzing, defining and promoting their particular vision, mission, charism, or deep story.  Institutions of higher 
education with buildings and physical classrooms, (henceforth termed “traditional”) continue to struggle to 
define themselves in terms of identity, the new arena of online learning adds another dimension to an already 
complicated problem of identity and culture. How will we translate “strong cultures” into the online community? 
How does a culture develop when there is no traditional counterpart? I hope that by exegeting some of the 
principles found in traditional school culture that applications can be made to the electronic forum. 
 
 
Discussion 
 
Culture and Identity 
 
The definition of culture, long debated, congeals around the concepts of story, history, climate, identity, 
symbols, language, rules, feelings, shared values and charism (Baldrige & Deal, 1983; Bolman & Deal, 2001; 
Deal & Peterson, 1999; Geertz, 1975; McBrien & Brandt 1997, Neuhauser, Bender, & Stromberg, 2000; Schein, 
1985; Stolp, 1994).  Deal & Peterson (1999) explain the culture as, “ ...unwritten rules and traditions, norms, and 
expectations that seem to permeate everything: the way people act, how they dress, what they talk about, 
whether they seek out colleagues for help or not...” (pp. 2-3). Values, traditions and beliefs are often manifested 
in relationships, architecture, symbols, myths and organizational structure are all part of the culture of an 
organization. Geertz (1975) reminds us culture is not simply an abstract concept, but a public expression. 
 
Along with or part of the culture of the institution is its articulated identity. The mission statement, slogan, logo, 
or defining statement of purpose, all add to the identity of such places. Sometimes this defined mission or 
identity translates into a statement from which strategic goals emanate. Other times, the charism is a touchstone 
from which all activity and symbols flow.  
 
In recent years Catholic universities have grappled significantly with their “Catholic” identity in light of a 
document by John Paul II (1990), Ex Corde Ecclesia which called them to prove they are identifiably Catholic. 
This call to be identifiable is not limited to religious schools. All institutions struggle with their identifying 
cultural characteristics of culture to market themselves in the recruitment of students and strengthen the bonds of 
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affiliation to develop stronger alumni relations. Transmitting this particular identity and culture to the online 
market will be another level of challenge for institutions with and without traditional counterparts. 
 
 
Cultural Aspects 
 
Culture, as a set of beliefs, and traditions held by an organization’s members, is often representative of a deep 
story from the institution’s founding or a true charism can be linked to the founding of the school. It would be 
obvious Harvard has a unique place within the US culture and that it has its own culture, with corresponding 
values, traditions, symbols, celebrations, and, even, perhaps, its own language. 
 
Looking at school culture differs somewhat from other organizations or business cultures. Deal& Peterson 
(1999) identify the functions and impacts of culture as they impact schools:  
 

Culture fosters school effectiveness and productivity; culture fosters school change and improvement 
efforts; culture builds identification of staff, students and administrators; culture amplifies the energy, 
motivation, and vitality of a school staff, students, and community; and culture increases the focus of 
daily behavior and attention on what is important and valued. (pp. 7-9) 
 

I presently teach at a university with a strong US military history. This university has buildings constantly 
remind the student of its past. Fortress-like buildings, flag raising ceremonies, military and patriotic songs 
wafting through the air from the bell tower each hour and the presence of fatigue-dressed Reserve Officers 
Training Corps (ROTC) students in training reinforce a history and identity. Even if this institution attempts to 
distance itself from its military history, its edifices, ceremonies, and alumni memory bring it back to its roots. In 
short, it has a strong culture. But in this age of online services and classes, will those students who never step 
foot on campus experience a similar culture? Is there a way to transmit the ceremonies, stories, delivery of 
services, architecture and history to the online learning community? 
 
This university struggles to redefine its tradition of education in terms of leadership, civic engagement and 
scholarship. Focus groups of stakeholders meet regularly to discuss vision and mission as ongoing strategic 
planning takes place. University alumni relations and development personnel constantly tap into traditions to 
keep donors connected to the institution, while recruiters play on the uniqueness of the school to attract new 
students. How will this university, with its rich tradition of civic engagement and leadership preparation, 
communicate this culture to a student enrolled in an online course? 
 
 
Symbols 
 
Neuhauser, Bender & Stromberg (2000) suggest symbols and language are, “...the most visible and simplest 
level of culture” (p.11). Most colleges and universities have strong affiliation to cultural expressions such as 
mascots, school colors, songs, or ceremonies. Whether it is the building of a bonfire at Texas A&M or the fights 
over what shade of red the high school team needs to wear, these particular symbols are related to can have high 
levels of affinity for stakeholders.  
 
These symbols, whether they are mascots, rings or images, are important connecting points for members of a 
school community. The connectedness to these symbols helps to internalize something about the culture of the 
institution.  At first, symbols may seem to be the easiest area for the electronic forum to address. The same 
symbols can be transferred onto a website or email. The famous dome, the pervasive star or the omnipresent 
bulldog can make their way magically onto every page in a variety of ways. But will this engender the same kind 
of loyalty is fostered by traditional symbols? 
 
 
Architecture 
 
Whether it is the English collegiate gothic architecture of Oxford or the colonial towers of Harvard, architecture 
influences education. Large state universities whose enrollments burgeoned in the 1960’s may reflect the 
responsive nature of their campuses in block buildings that are more functional than aesthetic.  In many cases 
universities have invested hundreds of thousands of dollars in landscaping and architectural improvements (i.e. 
Duquesne University, Pittsburgh, PA, USA) to make a campus more inviting, intimate and user-friendly. 
Consultants are hired to help plan spaces with white noise so students may gather. Flowers are planted, art and 
landscape features embedded in the campus to promote a vision of education that moves a students’ spirit along 
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with his or her mind. This artistic sensibility or historic preservation, even if not protected by law, becomes a 
matter of stakeholder pride. How will the architectural sense of an online institution be developed? 
 
 
Behaviors, Stories, Folklore, Habits and Ceremonies 
 
Schools are replete with ceremonies. Kindergarten graduation, the first school play, proms and promenades, 
sports banquets and awards, homecomings and honors convocations are part of every level of education. This 
may spring from our ecclesiastical connections or from an innate need to pass on ceremonies that have been 
personally meaningful or expressive. At the higher educational level we have continued the tradition of 
specialized colors and garb for degree recipients. Particular institutions have even designed academic regalia and 
or dress accessories (neck ties) peculiar to their institution. 
 
Beyond the ceremonies are the stories and folklore of days gone by. In some cases this might be the semi-
authenticated ghostly apparitions that have manifested themselves over the years at a particular house, sorority, 
field, or concert hall. Or, it may be the tale of great deeds or pranks performed by engineering students on an 
annual basis, trying to best the class before in their new and brilliant feat of engineering skill and tomfoolery. 
More profoundly, the folklore and stories of schools and universities include the great events and the sad 
moments that have shaped an institution.   
 
 
Communication and Underlying Assumptions 
 
Perhaps no other area of this discourse could foster more scrutiny than the ways in which organizations 
communicate. Each institution will be evaluated by their messages, publications, memos, internal 
announcements, dissemination of information, processes of decision-making, shared authority, and processes to 
determine the policies of hiring, firing, reprimanding, rewarding, etc. The perception by stakeholders of how 
well the institutions does this helps to form its culture. Do stakeholders perceive the school as informative and 
responsive to their needs? Are faculties involved in the decision-making process? Are students a part of 
curricular or other decisions? How do alumni views find their way into the forums other than through donations? 
 
In the departmental communications realm, the ways that support staff have been trained to respond to the needs 
of others helps to strengthen or weaken a culture. Is there a collaborative model working so the registrar will 
support the research of the biology department? Will students’ need for financial aid be responded to quickly?  
Do faculty include students in their research or teaching agenda?  
 
The use of informal communications by the savvy administrator can help to strengthen a school’s identity by 
using the gossip to his or her advantage. The less sophisticated manager may be “done in” by these 
misrepresentations and find it impossible to function within a milieu of semi-truth and rapid accretions in 
informal communication. The smaller bits of communication around the water cooler, the interaction between 
and among professional and support staff, and the relationships that develop throughout an organization are all 
part of this web of culture and communication that must be examined. Given the speed of the internet and the 
inability to gather informal information in the same way how will we be able to control and maintain formal and 
informal communications to strengthen online culture? 
 
What about the underlying assumptions about a university or school?  According to Neuhauser, Bender & 
Stromberg (2000), “The underlying assumptions and core values are the deepest part of the culture. They are the 
hub of the wheel for everything else about culture” (p. 6). For schools with a particular religious or moral 
mandate, this can be extremely complex. What does it mean to be a Jewish, Catholic, Christian, or Seventh-day 
Adventist school? For those schools that believe in civic engagement, how will one measure the service learning 
components or the integration of civic values with online students, staff and faculty? Do those institutions that 
credit themselves with character development have a means to identify that development with the online 
community? 
 
 
Questions for the Transfer of Culture 
 
I have to this point posed a series of questions based upon the experiences and practices of traditional 
institutions. Granted, most of these questions have not been adequately answered even by these traditional 
institutions. They are ongoing and dynamic processes that transform themselves with each organization, 
community, program and subgroups. Further, the questions may actually differ for those schools that only exist 
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in cyber versions versus those who have no traditional counterparts. However, we must begin to ask the same 
questions about online learning communities and the experiences of educational processes in cyber formats. 
 
 
Online Organizations-Exegetical Principles 
 
Frequently educators have turned to the business community to look for models for educational processes and 
programs. Typically, these models have lacked many of the style components that are needed for the education 
sphere. Because education attempts to takes on, not only a product affiliation, but a transformative process the 
corporate models are often a poor fit. Yet, as Baldridge & Deal (1983) have pointed out, “...there is no such thing 
as a special theory of change. Good organizational change theory is simply good organizational theory...” (p. 4).   
The application to educational institutions and the needs for change in these settings are more practical 
applications or hermeneutics than theoretical underpinnings. To this end I propose three exegetical principles: 
1. School culture of traditional colleges and universities can tell us about some expectations of school culture 

online. 
2. Corporate culture and the web can influence our understanding of service delivery and challenges for online 

education. 
3. 3.Our personal experience of online communication can inform our perceptions of online education. 
 
In addition to these principles, Okham’s Razor also applies. That is, as complicated as technology may seem, the 
simplest explanation still remains the most likely.  I will assume the same for culture online. 
 
 
Principle #1-School Culture of traditional Colleges and Universities Can Tell Us About Some Expectations of 
School Culture Online 
 
Whether education is delivered in person or in an electronic forum, there are certain standards or dispositions 
that must be present. In the same way faculty and students in traditional classrooms must be prepared for class 
instruction, the same can be said for the online environment. Yoder (2003) points to appropriate preparation and 
planning, the encouragement of good writing skills, and using effective facilitation skills as just a few 
suggestions for the online learning community.  
 
The need for social interaction, challenge and motivation in the learning environment, quality faculty and 
experiences with faculty, opportunities for research and expansion, and the ability to form relationships need to 
be present within the electronic community of learners. The style of these activities may change, but the 
substance of the contract remains intact. 
 
Financial considerations are certainly a consideration for the online learner. In many cases, the costs for 
electronic courses can be well below the costs for their traditional counterparts. Even with the need to establish 
an infrastructure, the costs are far less than for buildings, housing and the like. In this category, the expectations 
of the online learner remain the same or similar as a traditional learner. The concern is to get an affordable 
education in the area desired at a reputable institution; one recognized by an employer or other educational 
institution. 
 
The online learning community of today has based much of its marketing on the assumption that education, 
finances, availability and quality are the only or the top considerations.  
 
Beyond the desire for education, many basic education schools and colleges and universities provide a social 
experience where one can find a group of friends or a significant other, depending upon the developmental stage 
of the student. To discount this perspective, even in an age when non-traditional students, married students, and 
more career minded students are attending classes would be to negate the experiences we see reported through so 
many social indicators. Beyond the ratings for best academic value, best teachers, top research institutions are 
the prized titles of best party school, most alcohol consumed, or best places to meet a mate. These categories are 
even further subdivided into specialty categories such as, “Reefer Madness, Lots of Hard Liquor, Lots of Beer, 
Major Frat and Sorority Scene or Stone-Cold Sober Schools, Don’t Inhale, Scotch and Soda Hold the Ice, or Got 
Milk?”  (The Princeton Review, retrieved from on March 17, 2004).  One might suggest schools and universities 
provide social chat rooms, “lounges” and other even matching/mating services attempt to emulate the social 
expectations of their traditional counterparts. 
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Possible answers in providing some affiliation and loyalty is online games, Instant Messaging and other social 
interactions may teach us about online learning communities and culture. Cyberconsumers of every age are 
becoming more adept at online usage and with their proficiency comes greater online expectations. Television 
executives have already tapped avid viewers of popular programming by hosting focus groups and chat sessions 
with cast members. As online consumers of education become more accustomed to building personal 
relationships on line, colleges and universities will be challenged to provide more extensive venues for this type 
of interaction. Online institutions can and must engender loyalty. 
 
 
Principle #2.  Corporate culture and the web can influence our understanding of service delivery and challenges 
for online education. 
 
Colleges and universities have had varying degrees of success in providing adequate solutions to the service 
demands of their clients. Course registration and library access are the most basic of functions, but ever-growing 
needs of students for financial information, textbooks, course information and support access are challenging 
even the most well resourced institutions. Beyond the practical nature of this service delivery is the nature of the 
cultural delivery in a corporate branding sense.    
 
Dependent upon the institution, a student may never set foot on the traditional campus of a school. This does not 
mean the same student does not have the pride of affiliation for that institution. Schools with strong identities 
may draw as much from vicarious affiliation to the physical plant as some other traditional schools only hope to 
do at the main campus. Places with national reputations and popular sports programs reap the rewards of 
affiliation through product merchandising. Notre Dame hats and Texas A&M t-shirts are worn by more than a 
few of those who desire a connection to an institution they may never attend. 
 
The online learning community could act as a strong affiliation link for those who are attracted to schools with 
such rich traditional heritages and identities. Being able to link one’s self to a popular institution and thus, make 
oneself part of the community will fulfill needs that otherwise could not be fulfilled.  The perils and possibilities 
of marketing in this arena are easily perceived. 
  
One of the primary safety valves for maintaining a level of confidence in a school’s “brand” or prestige is the 
criteria and scrutiny by which they accept or reject candidates. The concept of rigor, albeit not beautiful 
(personal correspondence with G. Shank, April 2004), provides a modicum of comfort from the fear that an 
electronic version of a college or university will be less demanding than its physical counterpart. Those who 
have taught or received instruction online can attest that in many cases, the specific demands required by the 
electronic medium in terms of attempting to set the correct tone, achieving satisfactory levels of communication 
and reaffirming one’s understanding of material is often far more demanding than the traditional classroom. It is 
harder to hide in cyber space.  And, yet, it is also harder to be known. One cannot know for sure that the person 
submitting material is, in fact, the same person each time. Until some electronic fingerprint is required for 
coursework, the risk of fraudulent activity is always present at the extreme. What sort of security mechanism do 
colleges and universities have in place to make sure online graduates are truly their graduates?  
 
If concerns for identity and the need for selectivity and rigor seem to be the cynical side of the equation, the 
ability of online institutions to reach new populations of students is the more generous side. The electronic 
version of institutions can reach far beyond the grasp of traditional systems. Single parents, disabled people and 
the phobic of all types can enter into an environment that allows them the ability to negotiate the climate in 
friendlier terms. As the great equalizer of sorts, the online community takes away the biases of height, weight, 
age, dress, smell, beauty, girth, physical ability or other defining features that enhance or detract from one’s 
appeal to an instructor or others. The very nature of the online forum, when not photographic in nature, requires 
judgment solely upon the online persona created by the user/student. A prison inmate, a quadriplegic, a middle 
class husband, or a traditional age undergraduate is each evaluated according to performance online, alone. The 
choice of what personal attributes to reveal remains the right of the user.  
 
Students and teachers in basic education involved with Internet activities report: warmer and less adversarial 
relationships, students having increased motivation and teachers having an enhanced appreciated of students’ 
capabilities (Schofield & Davidson, 2003, p. 72). If the same factors are transferable to higher education 
contexts, then the Internet and electronic experiences could define a culture in terms of new dimensions in 
relationships among learners. 
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Links to Heritage and Culture 
 
One of the profound riches of online communications is the easy linkage to other sites. The new student to a 
university or institution at any level can be linked with ease to an institution’s history, its defining symbols and 
even to sponsoring organizations. In many ways the online environment will provide more resources for its 
student, by giving them ready access to URLs that immediately address their queries about an organization’s 
structure, traditions and beliefs. Online programs need to continue this tradition to help foster a sense of 
connectedness is sometimes lacking, especially from a traditional institution, onto whose campus a student may 
never set foot.  
 
Traditional organizations use architecture and art to help foster an understanding of their mission. In cyber space, 
there may be the benefit of always having the chair you want for a class, but the aesthetics that surround our 
students electronically also have an important emphasis in learning.  Cyber architects can develop the online 
architecture in such a way that access to events, programs and campus spaces help to develop a new style of 
environment that helps shape the uniqueness of the institution. Perhaps the area in which electronic resources can 
reinforce a school’s identity most significantly is through the delivery of services.   
 
The challenge now is to make sure the electronic services can live up to the stated intention of the institution. 
Just as traditional institutions need to train personnel in the unique vision of their school, so too the online 
environment must represent a delivery of services which is consistent with the mission. How are services 
provided that help to advance the diffusion of knowledge? Is there a respect for the integrity of electronic 
scholarship for tenure and retention or simply for delivery of courses? Is there a way to interweave the ethical, 
religious, mythical, or deep story of the institution into the electronic services? 
 
The challenges faced by Catholic institutions in proving they are, indeed Catholic, is the same challenge we all 
face. How do we prove we are what our mission statement says we are? Will we require a service learning 
component to online learning? If so, how will we do that? Will religious schools require online retreats or 
provide cyberministry for their students to reinforce the vision and mission of the institution?  These are 
solutions yet to be seen 
 
 
Principle #3. Our personal experience of online communication can inform our perceptions of online education 
 
Cyberspace has already begun the defining of its own culture. Emoticons, font usage, acronyms, synchronistic 
and asynchronistic chat, and the plethora of other indicators will continue to change with the advent of new 
technology. The threat is that this online culture may become generic. The experience of one university or school 
will be differentiated from that of another school only by the technology in use at the moment.   
 
Beyond the sameness quality of online education, the access or digital divide issue may simply reinforce the 
factors already excluding those who might otherwise benefit most from rapidly changing technology. As 
technology advances, those who have been left behind will find themselves left further behind by online 
opportunities. The very populations whom could be newly reached may soon be unskilled or under skilled in the 
necessary tools for success. The online university may find its criteria being defined for it, not by finances or 
traditional educational background, but by the new fears and trepidations of the cyber age. 
 
For many people of varying ages, online communication is fast, fun and easy. They have established new 
relationships, learned new skills and accessed information that would never have been accessible to them 
previously. The perceptions of online education may be as simple as one’s positive or negative experiences with 
the online environment. The simplest answer is usually the best. 
 
 
Conclusions 
 
I opine any halo effect from an online program, if any, still results from its affiliation with a traditional program 
of repute. Oxford, Cambridge, or Harvard University Online does not carry the same weight as these same 
institutions in their traditional manifestation. This may not be the case for much longer. Perhaps, the issues I am 
raising of identity, tradition and charism are, for some, the demons of traditional education they believe should 
be exorcised. However, our experience may serve us in the future of electronic education. That experience tells 
us we need to find a uniqueness to attract students and build alumni. 
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Many of the issues I have raised are concerns for web designers, engineers and graphic artists. It is important that 
schools, colleges and universities make sure that their online environments connect to their tradition, culture and 
charism as do their physical counterparts. Or, in the case of institutions with no traditional counterpart, they 
develop a culture that sets them apart as unique in the world of online learning. To accomplish this school 
president, directors of mission, folklorists and artists need to be involved in developing the electronic face of an 
institution.  
 
We must develop communities of learners who continue to challenge each other. We must have faculties who 
will use the tools at their disposal to reach out to the changing populations of students.  These faculty must 
provide opportunities for research and collaboration, beyond the confines of a course, if we are to develop true 
learning communities. We must welcome students and let them shape our communities in a dynamic and 
creative way if we are to develop an online culture that is sustainable and identifiable. In the end, it is 
relationship that will define the online culture. 
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ABSTRACT 
There is an increased use of computers in the educational environment of today that compels educators and 
learners to be informed about computer ethics and the related social and legal issues. This paper addresses 
different approaches for integrating computer ethics across the curriculum. Included are ideas for online and 
on-site workshops, the design of a faculty seminar day and an academic course. The paper contains a 
template for designing modules that are relevant for individual disciplines as well as those that are 
discipline-independent.  One module is presented in detail. Survey results are presented for a two year 
project on integrating computer ethics across the curriculum. The study of computer ethics is critical as 
technology is being integrated into every aspect of our lives. 
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Introduction 
 
The rapid growth of technology has left a clear impact on the educational environment.  Online distance 
education is growing in popularity, instructional technology is being incorporated into courses in the traditional 
classroom and the concept of hybrid courses that have both an on-site and online component are being 
implemented on a wide-scale basis. The increased use of computers across the curriculum compels our students 
to be knowledgeable about computer ethics and the related social and legal issues so the rewards of technology 
can be accessible to all (Bynum and Rogerson 1996; Huff and Martin 1995; Kallman and Grillo 1993; Maner 
1996).  It is our pedagogical obligation to help learners develop the necessary habits of scholarship that are 
required for use of the computer, the Internet and electronic resources in an intellectually responsible way 
(Martin et al. 1996; Martin 1999; NSF 1998). Computers are a part of the educational environment independent 
of the different learning styles of students.  
 
Students of all majors are utilizing computers within the classroom, are using computers as research tools, and 
are using computers to communicate with friends and colleagues.  For some, computers actually serve as the sole 
vehicle of participation in classroom discussions. Computers are an integral part of the professional, social and 
educational life of more and more people. In order to facilitate the appropriate use of the power of technology in 
student learning we need to integrate the study of computer ethics into the different disciplines (Ben-Jacob 
2003).  
 
There are many links between computer technology and different disciplines. A correlation between disciplines 
and topics includes the following:  

 Legal Studies: Is the use of legal self-help software and websites an unauthorized practice of law? Who is 
liable for the publication of false information on the Internet?  

 Social Science and Humanities: How can we discern misrepresentation of identity on the Internet? How can 
the use of computers compromise the ethics of social work?  

 Mathematics and the Natural and Physical Sciences:  How does parasitic computing compromise research? 
How does the Web contribute to the misrepresentation of statistics? 

 Computer Science:  Should software engineers be licensed? What are acceptable computer user policies?  
What are the roles of Internet cookies?  What can we do about spam?  

 Business and Cultural Studies:  What are appropriate guidelines for computer usage? How much knowledge 
should be shared? How do people abuse radio music in cyberspace? 

 Interdisciplinary Concerns: What are appropriate citations of different types of Internet resources? What 
constitutes plagiarism?  What are the issues with regard to downloading materials from the Net? What 
constitutes the responsible use of computer systems that are not individually owned? (Ben-Jacob 2004) 
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The Project 
 
With the support of the National Science Foundation we conducted a two year project on integrating computer 
ethics across the curriculum. The first phase of the project was a hands-on workshop for a core group of Mercy 
College faculty representing different academic disciplines, the second phase  involved a faculty seminar day for 
the entire College faculty, the third phase  focused on an online workshop for faculty at other institutions across 
the United States and the fourth phase encompassed the design and teaching of an online computer ethics course 
for Mercy College students that  had a module which was  team-taught  with a faculty member from DePaul 
University. 
 
 
The On-site Workshop 
 
The format of the three days hands-on workshop allowed for presentation by a scholar of national reputation and 
group discussion in the morning. In the afternoon the participants worked on individual modules in the computer 
lab.  Faculty from disciplines as diverse as English, economics, history, mathematics, computer science, library 
science, psychology and music participated. The following semester we brought our work on ethics into our 
classrooms and are fine-tuned our modules to our students’ experiences.  
 
 
The Seminar Day 
 
For phase two of our project, we conducted a seminar day for the entire Mercy faculty to promote the integration 
of computer ethics across the curriculum. Our agenda included a plenary session led by an expert in the field of 
computer ethics and discipline-related breakout sessions. The day concluded with a session of summation and 
reflection.  The discipline-related sessions resulted in modules that reflect the issues and concerns geared to the 
curricula in the specific areas.  
 
 
The Online Workshop 
 
The online workshop during the third phase of the project was open to faculty at institutions of higher learning 
across the country. It ran for one week and promoted discussions led by Mercy faculty of various disciplines. 
The advantages associated with an online workshop for faculty of different institutions include different 
perspectives on the topic. It commenced with a general discussion of computer ethics and then more leads more 
specifically into issues that are subject-related. The online workshop was delivered by a team of Mercy faculty 
who had developed modules and were aware of the need for the integration of computer ethics across the 
curriculum and more specifically into their respective disciplines. They encouraged and guided their colleagues 
across the United Stated with the development of modules and exercises that have proven to be pedagogically 
sound.  
 
The online workshop, whose format encouraged collaboration, was offered through Mercy’s distance learning 
program, using WebCT as a platform. The goals of the workshop included providing faculty with information, 
support and guidance in integrating computer ethics into their curricula.  The use of a technologically mediated 
environment facilitated the participation of faculty from a large geographic locale at less financial expense than 
its on-site equivalent, and the asynchronous delivery allowed flexibility for participation.  On the workshop 
homepage there were icons serving as links to a welcome message, workshop notes, announcements, 
discussions, e-mail and pre-workshop readings.  The welcome message provided the participants with an 
overview of the workshop format and prompted each participant to introduce him/herself.  The notes icon was 
linked to the information posted by each discussion leader. The information content was self-contained and 
encouraged discussion.  For each set of notes there was a correspondingly labeled topic area in the discussion 
section where the exchange of ideas was posted.  The e-mail link allowed private correspondence as well.  The 
announcements contained the module template, copies of all surveys and evaluations, and logistics messages. 
Discussion leaders and participants were encouraged to take part in all the discussions in order to support an 
invigorating exchange of ideas and opinions.   Although the workshop was officially one week in length it was 
available for navigation one week before and remained available for referral several weeks afterward.  Within a 
week of its conclusion, the participants were asked to submit a module that they developed based on the 
collaborative work done in the workshop. Discussion leaders were available to support participants throughout 
the workshop and afterwards as well.  There was a discussion thread led by each of the experts. 
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The Online Course 
 
The online course in computer ethics and related social and legal issues covered ethics and computer ethics, 
privacy and the ubiquity of information, freedom of electronic speech, social and legal implications of the world 
today, crime abuse, the responsibility and liability of computer professionals and ethical and social issues of 
distance learning, to name just some of the topics. The subject matter was introduced by the instructor and the 
topics were addressed through readings and case studies that were discussed online in a thread /conversation 
format.  The class discussion focused on (1) understanding the ethical issues addressed in the readings; (2) 
examining the positions taken and arguments given by the authors; (3) exploring how these positions arise out of 
the context within which computers are being used and the philosophical position of the author; and (4) 
analyzing scenarios and case studies to uncover and examine ethical and social issues. The students were made 
aware of the issues, guided in the evaluation and decision–making process and taught what the responsible action 
is in each situation. There were proctored exams as well as an individual research project. The course addressed 
the ethics of distance learning, a learning environment which is ever growing in popularity. 
 
 
The Pedagogical Tool 
 
The main pedagogical tool developed throughout the project was a module whose format lends itself to different 
topics. We provided the design as well as guidelines for educators to generate their own assignments and 
examples. Our contention is assignments, in general, should represent ethical issues from areas such as fraud, 
freedom of speech, hacking/security, intellectual property rights, privacy and spamming, safety for critical 
systems, whistle-blowing, concerns of the workplace, critical thinking and discipline specific issues. (Bowyer 
2001). We recommend that each class exercise or activity generated involve an independent search of the Net by 
students.  This could, however, be done as a group, as a class, or if necessary, by the instructor with a handout 
provided to the students. 

Our design of classroom exercises, i.e. the module template, addresses the following: 
Topic area 
Target audience, the relevance to the course in which it is being used 
Materials 
Background information 
References  
Activity e.g. reading assignment, worksheet classroom exercise, debate (Ben-Jacob 2004; Bowyer, 2000). 

 
The following is a specific example of a module on the issue of plagiarism, a concern that crosses all disciplines. 
It appears in Integrating Computer Ethics Across the Curriculum. 
 
 
Academic Integrity: Ethical Behavior for Students 
 
Abstract 
 
Cheating is present in too many institutions of learning. If students are aware (that the professor is aware) of the 
different methods of cheating, it may lower the incidences of non-ethical academic behavior. In addition, 
evaluation of information from the web will reinforce critical thinking and the exercises will strengthen the art of 
collaboration among students. 
 
 
Goals for the activity 
 
To raise student awareness of what is considered to be ethical academic behavior for students and what the 
possible consequences are for what might otherwise be construed a seemingly, harmless action. 
 
 
Knowledge / skills / attitudes to be developed (behavioral objectives)  
 

 To have students understand what plagiarism is and why it is wrong.  
 To have students critically analyze case studies and other information on ethics that are available on the 

Internet. 
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 To have students explore their opinions on ethics and compare and contrast them with the views of 
others.  

 To have students work collaboratively. 
 To make students aware of the consequences of lack of academic integrity and generically, lower the 

incidence of cheating. 
 
 
Procedure 
 
Start with definitions of ethical academic behavior, cheating, plagiarism, and whistle blowing. Have the students 
complete the reading assignment of cases and worksheet. Divide the class into groups that must collaborate and 
form a consensus. 
 
 
Assessing outcomes 
 
Qualitative outcome- Part I of the Worksheet: Ask the students if their initial attitudes are different from their 
attitudes after the assignment and if their opinions differ from the groups and why. Quantitative outcome - Part II 
of the Worksheet: The number of correct answers. 
 
 
Additional remarks 
 
Assignment 
 
Read the case studies and the article on the legal aspects of academic dishonesty. Take a look at some of the 
websites mentioned in the reference section. Complete the worksheet.  

 
Worksheet 
 
Part I 

1. List the different ways a student can cheat in a college course. 
2. Prioritize this list in the order of “most to least heinous.” 
3. Which of these ways is suitable only to on-site learning? Online learning? 
4. If one of your peers were cheating, would you report him/her? 
5. Does your answer to question 4 change if the other student was/was not in your class? 
6. What type of punishment do you think is suitable for someone is who caught cheating? 
7. Would you support the enforcement of the aforementioned punishment if the student claimed   

ignorance, e.g. “I did not know that was considered plagiarism.” 
8. Name areas, other than the academic environment where cheating and plagiarism can take place. 
9. Comment on the case studies that you read, e.g. Was there proof of cheating? Was the punishment in 

line with the crime? Was the outcome of the case in agreement with your sense of ethics? 
   

Part II 
Consider the following original paragraph taken from Dr. Kevin Bowyer's book Ethics and Computing, Living 
Responsibly in a Computerized World (IEEE Press), and the three paragraphs that follow it. Determine why each 
of the three is plagiarized. 
 
Original  
 
Reading can help you learn about things like codes of ethics and resolutions of particular ethical conflicts, but 
ethical behavior is a way of life. As such, it is best learned through experience; that is, by continually living 
ethically yourself. 
 
Paragraph1- According to Bowyer reading can help a person behave in an ethical manner but ethical behavior is 
a way of life. The best way…… 
 
Paragraph 2- Reading can help you learn about things like codes of ethics and resolutions of particular ethical 
conflicts, but ethical behavior is a way of life. As such, it is best learned through experience; that is, by 
continually living ethically yourself. 
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Paragraph 3- One can read about ethical behavior in different situations but the best way to understand ethics and 
what is considered to be ethical behavior is to integrate it into one's own life. This can be accomplished….. (Ben-
Jacob 2004). 
 
 
Dissemination 
 
Our dissemination plan for the project included a website where the major portions of the project are chronicled, 
http://www.mercy.edu/IT/ethics, and a book entitled Integrating Computer Ethics Across the Curriculum (Ben-
Jacob 2004) which contains the modules that were developed by interested students as well as the participants of 
the on-site and online workshops. We have presented at conferences and written papers on computer ethics as 
well. 
 
 
Surveys and Statistics 
 
Surveys were conducted throughout the project. The results of the pre-post comparison of Mercy faculty 
responses for the on-site workshop held at the college, N = 18, follow. The faculty were surveyed on attitudes 
both before and after the workshop. The survey instrument contained nine statements regarding knowledge and 
attitudes toward computer ethics and they were: 
1. Comprehending the ethical and related social and legal issues of computing is necessary for all computer 

and computer information system majors. 
2. Comprehending the ethical and related social and legal issues of computing is necessary for all 

college/university students. 
3. The study of computer ethics should be integrated across the computer science curriculum. 
4. The study of computer ethics should be integrated across the general education curriculum. 
5. The study of computer ethics should be integrated across pre-college curriculum. 
6. One should be familiar with ethics before enrolling in online courses. 
7. I plan on integrating the module I develop into my fall courses. 
8. My course outline will address the issue of computer ethics. 
9. I plan on adapting the module to reflect the life experiences of my students.  
 
Of these questions two showed significant differences between pre and post assessment at the p<. 05 level, using 
the paired t-test. These were questions 1 (t (17)= -2.557; p=0.02) and 4 (t (17) = -3.29; p = 0.004). The faculty 
members’ attitudes were in the direction of more strongly agreeing with the importance of comprehending 
computer ethics for CIS majors and the importance of computer ethics integrated across the general education 
requirement, demonstrating the positive effect of workshop participation. 
 

Comprehending Computer Ethics for CIS Majors - pre 
  Frequency Percent 
Agree 6 33.3 
Strongly Agree 12 66.7 
Total 18 100.0 

 
 

Comprehending Computer Ethics for CIS Majors  - post 
  Frequency Percent 
Agree 1 5.6 
Strongly Agree 17 94.4 
Total 18 100.0 

 
 

Study of Computer Ethics Integrated across Gen. Ed. Curriculum -  pre 
  Frequency Percent 
No Opinion 2 11.1 
Agree 9 50.0 
Strongly Agree 7 38.9 
Total 18 100.0 
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Study of Computer Ethics Integrated across Gen. Ed. Curriculum –  post 
  Frequency Percent 
Agree 6 33.3 
Strongly Agree 12 66.7 
Total 18 100.0 

 
 

Paired Samples Test 
    t df Sig. (2-tailed) 
Pair 1 Comprehending computer ethics for CIS majors - 

Comprehending computer ethics for CIS majors 
-2.557 17 .020 * 

Pair 2 Comprehending computer ethics for all college students - 
Comprehending computer ethics for all college students 

-2.051 17 .056 

Pair 3 Study of computer ethics integrated across CIS curriculum - 
Study of computer ethics integrated across CIS curriculum 

-1.000 17 .331 

Pair 4 Study of computer ethics integrated across gen. ed. curriculum - 
Study of computer ethics integrated across gen. ed. curriculum 

-3.289 17 .004 * 

Pair 5 Study of computer ethics integrated across pre-college 
curriculum - Study of computer ethics integrated across pre-
college curriculum 

-1.458 17 .163 

Pair 6 Familiar with ethics before enrolling in on-line course - 
Familiar with ethics before enrolling in on-line course 

.369 17 .717 

Pair 7 I plan on integrating the module I develop into my fall courses. 
- I plan on integrating the module I develop into my fall 
courses. 

-2.062 17 .055 

Pair 8 My course outline will address the issue of computer ethics - 
My course outline will address the issue of computer ethics 

-.825 17 .421 

Pair 9 I plan on adapting the module to reflect the life experiences of 
my students - I plan on adapting the module to reflect the life 
experiences of my students 

-.251 17 .805 

 
 
Although the calculations of the responses to statements #2 and #7 were “not quite statistically significant,” one 
can speculate that participation in the workshop encouraged the appreciation of the attendees for the importance 
of computer ethics being understood by all college students. In addition, after attending the workshop and 
developing a module, the participants realized the benefits of including a module in their respective courses. The 
calculations of the responses to statement #6 lead us to conjecture that the attendees were initially familiar with 
the academic importance of the subject matter and that is why they enrolled in workshop. The calculations of the 
responses to statement #9 support the assumption that the participants designed modules that sufficiently 
accounted for the life experiences of their students and did not feel that further adaptation would be necessary to 
make the issues relevant.  
 
Analogous research with regard to attitudes both before and after the online workshop where the participants 
were faculty members of institutions of higher education located across the nation was conducted.  As a result of 
technological issues, a paired sample test was not possible. The first six questions in this sample matched the 
aforementioned first six, and we were able to compute group means both before and after the workshop. The 
results of the pre-post comparison for the online workshop, N= 23, are: 
 

Pre-workshop  Post-workshop 
Group Mean  Group Mean 

 
Question 1  5   5 
Question 2  4.73   5 
Question 3  4.82   4.88 
Question 4  4.27   5 
Question 5  4.36   4.75 
Question 6  4.45   4.63 

 
Since all the comparative means were non-decreasing, once again we contend that the online workshop had a 
positive impact on the attitudes of the participants. The aforementioned project focused on curriculum 
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development and was not a research study. As such, the surveys that were conducted were done so as an internal 
evaluative measurement and not designed with the detail that is necessitated for substantive research. 
 
 
Conclusion 
 
To summarize, there is a need for computer ethics to be brought to the forefront of education given the impact 
technology has on all of our lives. Courses addressing this issue are prevalent on the graduate level but we 
contend that it should be integrated at the undergraduate level. We have presented a successful model that can be 
easily replicated in part or in whole to achieve this purpose. 
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ABSTRACT 

Eighty-one female and sixty-seven male undergraduates at a Malaysian university, from seven faculties and 
a Center for Language Studies completed a Computer Self-Efficacy Scale, Computer Anxiety Scale, and an 
Attitudes toward the Internet Scale and give information about their use of the Internet. This survey 
research investigated undergraduates’ computer anxiety, computer self-efficacy, and reported use of and 
attitudes toward the Internet. This study also examined differences in computer anxiety, computer self-
efficacy, attitudes toward the Internet and reported use of the Internet for undergraduates with different 
demographic variables. The findings suggest that the undergraduates had moderate computer anxiousness, 
medium attitudes toward the Internet, and high computer self-efficacy and used the Internet extensively for 
educational purposes such as doing research, downloading electronic resources and e-mail communications. 
This study challenges the long perceived male bias in the computer environment and supports recent studies 
that have identified greater gender equivalence in interest, use, and skills levels. However, there were 
differences in undergraduates’ Internet usage levels based on the discipline of study. Furthermore, higher 
levels of Internet usage did not necessarily translate into better computer self-efficacy among the 
undergraduates. A more important factor in determining computer self-efficacy could be the discipline of 
study and undergraduates studying computer related disciplines appeared to have higher self-efficacy 
towards computers and the Internet. Undergraduates who used the Internet more often may not necessarily 
feel more comfortable using them. Possibly, other factors such as the types of application used, the purpose 
for using, and individual satisfaction could also influence computer self-efficacy and computer anxiety. 
However, although Internet usage levels may not have any impact on computer self-efficacy, higher usage 
of the Internet does seem to decrease the levels of computer anxiety among the undergraduates. 
Undergraduates with lower computer anxiousness demonstrated more positive attitudes toward the Internet 
in this study.  
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Computer self-efficacy, Computer anxiety, Internet attitudes, Internet experience 
 
 
Introduction 
 
The teaching and learning process has been altered by the convergence of a variety of technological, 
instructional, and pedagogical developments in recent times (Bonk & King, 1998; Marina, 2001). Technology is 
challenging the boundaries of the educational structures that have traditionally facilitated learning. Recent 
advances in computer technology and the diffusion of personal computers, productivity software, multimedia, 
and network resources over the last decade, heralded the development and implementation of new and 
innovative teaching strategies. Educators who advocate technology integration in the learning process believe it 
will improve learning and better prepare students to effectively participate in the 21st century workplace (Butzin, 
2000; Hopson, Simms, & Knezek, 2002; Reiser, 2001).  
 
The Campus Computing Project’s survey shows that the computer technologies have become core components 
of the campus environment and the college experience (Green, 1998) while a survey of first-year students by 
Sax, Astin, Korn, and Mahoney (1998) indicated that computer network use has become a way of life for the 
majority of the students. They use computers around the clock to accomplish a wide range of academic tasks 
(Green, 1998; Romiszowski & Mason, 1996). Many prepare course assignments, make study notes, tutor 
themselves with specialized multimedia, and process data for research projects. Most exchange e-mails with 
faculty, peers, and remote experts. They keep up-to-date in their fields on the Internet, accessing newsgroups, 
bulletin boards, listservs, and web sites posted by professional organizations. Most access library catalogs, 
bibliographic databases, and other academic resources in text, graphics, and imagery on the World Wide Web 
(Green, 1998).  
 
Furthermore, “information technology literacy” has become the centerpiece of “professional literacy” and 
“workforce readiness” (Resnick & Wirt, 1996). Workforce readiness includes  communication skills, 
competencies in emerging technologies, and critical thinking skills. Given the certainty of technological change, 
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far more desirable than competencies in a limited number of specific applications are broad flexible skills, 
transferable skills and the related confidence to adapt to new applications and environments (Rush, 1998). 
Romiszowski and Mason (1996) conclude that higher education will expand academic computing resources not 
only for their pedagogical benefits but also “because it will be seen to be the duty of education to use such 
systems in order to prepare its graduates for the realities of a workplace where they will be obliged to use them” 
(p. 449).  
 
However, in integrating computers in higher education, researchers have proposed that positive attitudes toward 
computers and high computer self-efficacy and lower computer anxiety levels could be important factors in 
helping people learn computer skills and use computers (e.g., Busch, 1995). Sproull, Zubrow, and Kiesler (1986) 
recognized that some college students felt confused and a loss of personal control when they encountered 
technology. DeLoughry (1993) also cited that “as many as one-third of the 14 million college students in the 
United States suffer from ‘technophobia’” (p. A25) and implied that the effectiveness for the use of computers in 
higher education might not be realized without research foundations and corresponding planning.  
 
Kinzie, Delcourt, and Powers (1994) defined self-efficacy as an individual’s confidence in his or her ability, 
which may impact the performance of tasks: 
 

“Self-efficacy reflects an individual’s confidence in his/her ability to perform the behavior 
required to produce specific outcome and it’s thought to directly impact the choice to engage in a 
task, as well as the effort that will be expended and the persistence that will be exhibited.” (p. 747)  

 
Self-efficacy has been shown to influence choice of whether to engage in a task, the effort expended in 
performing it, and the persistence shown in accomplishing it (Bouffard-Bouchard, 1990). The greater people 
perceived their self-efficacy to be, the more active and longer they persist in their effort (Bandura, 1986).  
 
Miura (1987) has suggested that self-efficacy may be an important factor related to the acquisition of computing 
skills. Computer self-efficacy is a specific type of self-efficacy. Specific self-efficacy is defined as belief in 
one’s ability to “mobilize the motivation, cognitive resources, and courses of action needed to meet given 
situational demands” (Wood & Bandura, 1989, p. 408).  Thus, computer self-efficacy is a belief of one’s 
capability to use the computer (Compeau & Higgins, 1995) and participants with little confidence in their ability 
to use computers might perform more poorly on computer-based tasks. On the other hand, previous computer 
experience may lead students to believe computer applications courses are easy. Heightened self-efficacy may 
cause students to expend little effort toward learning new computer concepts. On the other hand, Brosnan (1998) 
argued that better computer self-efficacy could increase persistence in studying computing. 
 
Computer anxiety has been defined as a fear of computers when using one, or fearing the possibility of using a 
computer (Chua, Chen, & Wong, 1999). It is different from negative attitudes toward computers that entail 
beliefs and feelings about computers rather than one’s emotional reaction towards using computers (Heinssen, 
Glass, & Knight, 1987). Computer anxiety is characterized as an affective response, an emotional fear of 
potential negative outcomes such as damaging the equipment or looking foolish. From an information processing 
perspectives, the negative feelings associated with high anxiety detract cognitive resources from task 
performance (Kanfer & Heggestad, 1997). Thus the performance of participants with higher computer anxiety 
might be poorer than those with little or no computer anxiety.  
 
Woodrow (1991) claimed that students’ attitudes toward computers were critical issues in computer courses and 
computer-based curricula. Monitoring the user’s attitudes toward computers should be a continuous process if 
the computer is to be used as a teaching and learning tool. Other attributes, such as the relationship with gender 
and age (Morris, 1988-1989), the effects of training and learning (Ford & Noe, 1987), and computer anxiety 
(Paxton & Turner, 1984) were also related to attitudes toward computers.  
 
 
Purpose of the research 
 
This research looked at two research objectives. Firstly, are computer anxiety and computer self-efficacy related 
to the reported use of and attitudes toward the Internet among undergraduates in Universiti Malaysia Sarawak 
(Unimas), and secondly, are there any differences in computer anxiety, computer self-efficacy, attitudes toward 
the Internet and reported use of the Internet based on gender and faculty for these undergraduates? Specifically, 
this research investigated the following research questions: 

 What is the Internet use pattern of Unimas undergraduates? 
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 Are there differences in the Internet use pattern based on gender and faculty? 
 What are the Unimas undergraduates’ attitudes toward the Internet and computer anxiety and computer self-

efficacy levels? 
 Are there differences in attitudes toward the Internet and computer anxiety and computer self-efficacy levels 

based on gender and faculty? 
 Are there differences in Internet use pattern based on the Unimas undergraduates’ attitudes toward the 

Internet and computer anxiety and computer self-efficacy? 
 Are there relationships between time spent on Internet use, attitudes toward the Internet, computer anxiety, 

and computer self-efficacy? 
 
 
Review of related literature 
 
Computer anxiety, computer self-efficacy, and attitudes toward computers  
 
Several studies have demonstrated the effect of computer anxiety and computer self-efficacy on computer-
related behaviors. Computer self-efficacy has been shown to be positively related to performance during 
computer training (Webster & Martocchio, 1992). A student’s confidence about computer skills may affect the 
willingness to learn about computer skills. The less confident a student feels about computer skills, the more he 
or she desires to learn about computer technology (Zhang & Espinoza, 1998). 
 
Computer self-efficacy was also found to be associated with attitudes toward computer technologies (Zhang & 
Espinoza, 1998). Furthermore, Zhang and Espinoza (1998) also reported that past enrollment in computer 
programming courses was found to be positively related to self-efficacy and computer self-efficacy positively 
related to plans to take more computer related courses.  
 
A high level of computer anxiety, on the other hand, has been negatively related to learning computer skills 
(Harrington, McElroy, & Morrow, 1990), resistance to the use of computers (Torkzadeh & Angula, 1992; Weil 
& Rosen, 1995), and poorer task performance (Heinssen et al., 1987).  
 
Taken together, these studies show that these three characteristics can have an important impact on computer use 
and ability to learn to use computers.  
 
 
Computer anxiety, computer self-efficacy, and attitudes toward computers with gender and computer use 
 
In this age of all-pervading use of computers in most parts of the world, the issue of gender and computer use 
should be redundant. Nonetheless, as recently as the year 2000, in the United Kingdom, HESA (2000) reported 
that only 17% of enrollment to study computing at universities was female. Balka and Smith (2000) likewise 
reported that in the United States of America, the proportion of females studying computing was also getting less 
in recent years. Thus gender differences in computer use are still relevant, especially with the advent of the 
Internet to continue to study the genderisation of computing as proposed by Gackenbach (1998).  
 
The research on gender and computing has often, although not conclusive, reported that males have more 
experience and use of computers (Brosnan & Lee, 1998; Balka & Smith, 2000). For example, Chua et al. (1999) 
and Coffin and Mackintyre (2000) in their meta analyses on the relationships between computer anxiety, 
computer attitudes, computer self-efficacy and computer experience state that most findings usually reinforce the 
gender effects and suggest that greater levels of computer experience are associated with lower computer 
experience and more positive computer attitudes.  
 
Females also usually have more negative attitudes toward computers (Durndell & Thompson, 1997; Whitely, 
1997) and greater computer anxiety (McIlroy, Bunting, Tierney, & Gordon, 2001) than males. Research on 
computer self-efficacy in general also revealed that males on average have better computer self-efficacy than 
females (Torkzadeh & Koufteros, 1994). Several studies have investigated female students’ choice of courses 
and careers, and self-efficacy has turned out to be a critical predictor. Female students have significantly lower 
self-efficacy than male students regarding math-related and traditionally male-dominated subjects, including 
computer science (Hackett, 1985).  
 
However, controlling for computer experience, men and women had similar interest toward computers 
(Badagliacco, 1990). Loyd, Loyd, and Gressard (1987) reported that female students had less computer anxiety 
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than male students, and female students liked working with computers more than male students. Rosen, Sears, 
and Weil (1987) on the other hand, found that gender was not related to computer anxiety, but was significantly 
related to computer attitudes, with women having more negative attitudes.  
 
Furthermore, there are few examples of study to the contrary on the gender issue in computing. For example, 
Brosnan and Lee (1998) found that males were more computer anxious than females in a study in Hong Kong. 
 
Recently, it has also been suggested that the contemporary male and female students alike are pragmatic; their 
sights are set less on intellectual development than professional advancement and the utilitarian promise of 
higher education appeals to their desire to remain competitive and to increase personal income (Fulkerth, 1998; 
Sax et al., 1998). Shaw and Giacquinta (2000) reported that their findings suggested two frequently held beliefs, 
that older adult students showed more resistance than do younger students toward computing for academic 
purposes and that males are more involved with, interested and skilled in the use of computers than females, are 
no longer accurate. Pervasive use and importance of computers among undergraduates (Green, 1998; Sax et al., 
1998) and striving for professional advancement (Fulkerth, 1998; Sax et al., 1998) have been suggested as 
possible reasons to account for these findings.  
 
On the other hand, Shaw and Giacquinta (2000) discovered that educational technology students reported using 
computers more frequently, for a wider array of purposes, and for greater number of hours each week than 
students in the Educational Administration, Business Education, and Higher Education programs. They also 
reported completing more formal instruction and more positive attitudes toward the value of computers in 
academic studies. 
 
Nearer at home, in a study conducted in Unimas, Hong (1998) reported that there were no significant differences 
in undergraduates’ attitudes toward computers and computer anxiety for male and female undergraduates and 
their different fields of study. However, low computer anxiety level and high self-efficacy with computer skills 
were significant predictors of success in computer-related courses. 
 
The rapid growth of the use of the Internet brings up the question of whether the gender, age, and computer use 
issues reported earlier would be present with regard to the Internet. Furthermore, Schumacher and Morahan-
Martin (2001) commented on the limited research comparing computer and Internet use. Gackenbach (1998), 
however, commented that the findings from the few studies on Internet use and attitudes suggest a parallel 
between computers and the Internet. For example, Kraut, Patterson, Lundmark, Kiersley, Mukopadhyay, and 
Scherlis (1998) found that more males than females use the Internet. Furthermore, males access more domains 
and use it more often and for longer periods of time than females. There were also differences in Web navigation 
strategies (Balka & Smith, 2000) and communication styles on the Internet (Sussman & Tyson, 2000) based on 
gender. These studies indicated a continuation of the computer literature in the study on Internet use (Morahan-
Martin, 1998). Would this apparent trend be valid for undergraduates in Unimas? 
 
 
Methodology 
 
This study employed a survey research design to investigate undergraduates’ computer anxiety, computer self-
efficacy, and reported use of and attitudes toward the Internet. This study also examined differences in computer 
anxiety, computer self-efficacy, attitudes toward the Internet and reported use of the Internet for undergraduates 
with different demographic variables in Universiti Malaysia Sarawak (Unimas).  
 
 
Sample 
 
The subjects for this study were 148 undergraduates at Universiti Malaysia Sarawak (Unimas). The mean age of 
the subjects was 23.8 years old (standard deviation = 4.06), ranging from 19 to 43 years old. Majority of the 
subjects were in the 19-23 age group. The demographic characteristics of the subjects are shown in Table 1. 
 
 
Research instruments 
 
A questionnaire was used to collect data for this study. The questionnaire was divided into five sections. The 
first section collected demographic characteristics such as age, race, gender, and faculty/ center. The second 
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section of the questionnaire required the subjects to report how much time in a week they used the Internet and 
the uses to which the Internet was used for.  
 
The third section of the questionnaire was the Computer Anxiety Rating Scales (CARS). CARS was used to 
assess the subjects’ level of computer anxiety. CARS is a 19 items self-report inventory, designed and validated 
by Heinssen et al. (1987). The subjects responded on a five-point Likert type scale (1=strongly disagree, 
2=disagree, 3=undecided, 4=agree, and 5=strongly agree). Total scores ranged from 19, indicating a low level of 
computer anxiety, to 95, which would indicate a high degree of computer anxiety. 
 

Table 1. The subjects’ demographic characteristics 
  N % 
Gender Female 81 54.7 
 Male 67 45.3 
    
Ethnicity Chinese 66 44.6 
 Malay 43 29.1 
 Sarawak Bumiputeras 26 17.6 
 Others 13 8.7 
    
Faculty/Centre Faculty of Computer Science and Information Technology 32 21.7 
 Faculty of Resource Sciences and Technology 27 18.2 
 Faculty of Engineering 23 15.5 
 Faculty of Social Sciences 20 13.5 
 Faculty of Economic and Business 17 11.5 
 Centre for Language Studies 12 8.1 
 Faculty of Applied and Creative Arts 11 7.4 
 Faculty of Cognitive Sciences and Human Development 6 4.1 
    
 
 
The fourth section was the Internet Attitude Scale (IAS). IAS was modified from the Computer Attitude Scale, 
developed and validated by Nickell and Pinto (1986). In the IAS, used to measure attitudes toward the Internet, 
the word “computer” was replaced with “the Internet” throughout the scale. The IAS is a 20-item self-report 
inventory, rated on a five point Likert type scale (1=strongly disagree, 2=disagree, 3=undecided, 4=agree, and 
5=strongly agree). Total scores on IAS ranged from 20, indicating an extremely negative attitude toward the 
Internet, to a score of 100, which would imply an extremely positive attitude toward the Internet. 
 
The fifth section was the Computer Self-Efficacy Scale (CSE) (Torkzadeh & Koufteros, 1994; Murphy, Coover, 
& Owen, 1989). CSE has 29 items, each item preceded by the phrase “I feel confident”.  The subjects responded 
to a five-point Likert type scale (1=strongly disagree, 2=disagree, 3=undecided, 4=agree, and 5=strongly agree). 
Total scores for CSE ranged from 29 to 145, with high scores indicating a high degree of confidence in a 
subject’s ability to use computers (Durndell, Haag, & Laithwaite, 2000). 
 
The reliability for sections three, four and five of the questionnaire was acceptable, with Cronbach alpha values 
of 0.6334, 0.7186, and 0.9049 respectively for CARS, IAS, and CSE. The questionnaire is appended in 
Appendix 1. 
 
 
Data collection and data analysis procedures 
 
The questionnaire was distributed to the subjects at the end of the academic year 2002/2003. All subjects were 
volunteers. Data analyses were carried out with the Statistical Packages for Social Sciences using frequencies, 
percentages, cross-tabulations and chi-square tests, t-tests, One-Way ANOVAs and Pearson’s correlations 
 
 
Results 
 
Results in Table 2 showed that most of the undergraduates have used the Internet for e-mail services (98.6%), 
research purposes (95.9%), downloading electronic papers (95.3%), entertainment (85.1%), and gathering 
product and service information (82.4%). However, only 66.2%, 56.8%, 50.0%, and 46.6% of the 
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undergraduates used the Internet for downloading software and games, assessing newsgroups, chat room, and 
games respectively. Only 6.8% of the undergraduates have conducted purchase over the Internet. 
 

Table 2. Distribution of activities subjects’ conducted over the Internet 
Activities: Yes No 
I have used the Internet for   
1.   downloading software and games 98 (66.2%) 50 (33.5%) 
2.   shopping 10 (6.8%) 138 (93.2%) 
3.   research 142 (95.9%) 6 (4.1%) 
4.   newsgroups 84 (56.8%) 64 (43.2%) 
5.   games 69 (46.6%) 79 (53.4%) 
6.   product and service information 122 (82.4%) 26 (17.6%) 
7.   entertainment 126 (85.1%) 22 (14.9%) 
8.   education (electronic papers etc) 141 (95.3%) 7 (4.7%) 
9.   e-mail 146 (98.6%) 2 (1.4%) 
10. chat room 74 (50.0%) 74 (50.0%) 
 
 
On average, the undergraduates spent 9.2 hours in a week using the Internet (standard deviation = 1.2 hours). 
Twenty-three of the undergraduates (15.5%) reported using the Internet on average 10 hours in a week while 11 
undergraduates (7.4%) used the Internet for 14 hours in a week. Most of the undergraduates used the Internet for 
three to five hours in a week (N=68, 45.9%) 
 
 
Differences in the Internet use pattern and use levels based on race, gender, and faculty 
 
There were no differences in the undergraduates’ usage pattern for the ten common activities with the Internet 
based on gender. However, significantly more undergraduates from the Faculty of Computer Science and 
Information Technology have used the Internet for downloading software and games as compared to 
undergraduates from the Faculty of Applied and Creative Arts (refer to Table 3). 
 

Table 3. Differences in using the Internet for downloading software and games based on faculty 
Faculties I have used the Internet for 

downloading software and games 
 Yes No 
Faculty of Cognitive Sciences and Human Development (FCSHD) 11 (-0.3) 7 (0.4) 
Faculty of Economics and Business (FEB) 10 (-0.4) 7 (0.5) 
Faculty of Engineering (FE) 15 (-0.1) 8 (0.1) 
Faculty of Applied and Creative Arts (FACA) 1 (-2.3) 10 (3.3) 
Faculty of Social Sciences (FSS) 15 (0.5) 5 (-0.7) 
Faculty of Resource Science and Technology (FRST) 15 (-0.7) 12 (1.0) 
Faculty of Computer Science and Information Technology (FCSIT) 31 (2.1) 1 (-3.0) 
Note:  1. χ2 = 32.189, df = 6, p < 0.0005  
 2. numbers in brackets refer to standardized residuals 
 
 
There were no differences in the undergraduates’ Internet usage levels, as measured by the time they spent on 
using the Internet, based on gender (t=1.413, df=145, p=0.160). However, there were differences in 
undergraduates’ usage levels based on Faculty (F=2.509, df=6/146, p=0.025). Post-hoc analyses showed that 
undergraduates at Faculty of Computer Science and Information Technology and Faculty of Applied and 
Creative Arts had significantly higher usage time than the other faculties. 
 
 
Computer anxiety, attitudes toward the Internet and computer self-efficacy 
 
Based on the undergraduates’ responses to the CARS, they showed moderate computer anxiousness Likewise, 
the undergraduates had moderate attitudes toward the Internet based on their responses to the IAS. However, the 
undergraduates had high computer self-efficacy.  
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Table 4. Means and standard deviations for computer anxiety, attitudes toward the Internet and computer self-
efficacy 

 Mean Standard deviation 
Computer anxiety (based on CARS) 3.3373 0.3055 
        (1=low computer anxiety, 5=high computer anxiety)   
Attitudes toward the Internet (based on IAS) 3.2081 0.3389 
        (1=negative attitudes toward the Internet,  
         5=positive attitudes toward the Internet) 

  

Computer self-efficacy (based on CSE) 3.8656 0.5955 
        (1=low computer self-efficacy, 5=high computer self-efficacy)   
 
 
Differences in computer anxiety, attitudes toward the Internet and computer self-efficacy based on gender and 
faculty 
 
With reference to Table 5, there were no significant differences in computer anxiety levels, attitudes toward the 
Internet, and computer self-efficacy based on gender. Undergraduates from the seven faculties and one centre 
also did not show significant differences in their computer anxiety levels and attitudes toward the Internet (refer 
Table 6). There was however differences in computer self-efficacy among the undergraduates based on faculty. 
Undergraduates from the Faculty of Computer Science and Information Technology (Mean=4.154) have 
significantly better computer self-efficacy than undergraduates from the Faculty of Creative and Applied Arts 
(Mean=3.574). 
 

Table 5. t-tests results for differences based on gender 
  N Mean Std Dev t df p 
Computer anxiety (based on CARS) Male 67 3.335 0.317 0.607 145 0.947 
 Female 80 3.339 0.297    
Attitudes toward the Internet (based on IAS) Male 67 3.199 0.359 0.312 146 0.755 
 Female 81 3.222 0.323    
Computer self-efficacy (based on CSE) Male 67 3.902 0.678 0.680 146 0.498 
 Female 81 3.835 0.520    
 
 

Table 6. One-Way ANOVA results for differences based on faculty 
 SS Df MS F P 
Computer anxiety (based on CARS)      
                     Between group 0.821 6 0.137 1.496 0.184 
                     Error 12.806 140 0.091   
                     Total 13.627 146    
Attitudes toward the Internet (based on IAS)      
                     Between group 0.588 6 0.098 0.848 0.535 
                     Error 16.297 141 0.116   
                     Total 16.885 147    
Computer self-efficacy (based on CSE)      
                     Between group 5.321 6 0.887 2.671 0.017* 
                     Error 46.812 141 0.332   
                     Total 52.133 147    
Note: *p<0.05 
 
 
Differences in Internet use based on computer anxiety, computer self-efficacy, and attitudes toward the 
Internet 
 
The findings from this study (refer Table 7) showed that undergraduates with better attitudes toward the Internet 
did more “downloading of software and games” activities. Likewise, undergraduates who had higher computer 
self-efficacy were more likely to “use the Internet for product and service information.” The findings also 
showed that undergraduates “used the Internet for educational purposes (electronic papers etc)” regardless of 
their computer self-efficacy and computer anxiety levels. Likewise, no matter what their levels of computer 
anxiety, attitudes toward the Internet, and computer self-efficacy may be, many of the undergraduates “used the 
Internet mainly for emails.” 
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Table 7. χ2 tests results for differences in Internet use based on attitudes toward the Internet, computer self-
efficacy, and computer anxiety 

 Attitudes toward 
the Internet 

Computer self-
efficacy 

Computer anxiety 

 Low High Low High Low High 
Downloading of software and games        
 Yes 12 57     
 No 30 49     
  χ2=7.677, df=1, 

p=0.006 
    

Used the Internet for product and  
service information  

      

 Yes   5 117   
 No   6 20   
   χ2=11.220, df=1, 

p=0.001 
  

      
Used the Internet for educational  
purposes (electronic papers etc) 

      

 Yes   9 132 16 124 
 No   2 5 3 4 
   χ2=4.772, df=1, 

p=0.029 
χ2=5.851, df=1, 

p=0.016 
     
Used the Internet mainly for emails       
 Yes 40 106 10 136 17 128 
 No 2 0 1 1 2 0 
  χ2=5.117, df=1, 

p=0.024 
χ2=5.340, df=1, 

p=0.021 
χ2=13.3660, df=1, 

p<0.0005 
Note: Only significant results are shown in the table above. 
 
 
Relationships between times spent on using the Internet, computer anxiety, attitudes toward the Internet, 
and computer self-efficacy 
 
The results shown in Table 8 indicated that there were no significant relationship between time spent in a week 
using the Internet and the undergraduates’ attitudes toward the Internet and computer self-efficacy. However, 
undergraduates who spend longer hours using the Internet for educational purposes generally had lower 
computer anxiety. The relationship, however, was not strong. 
 
Although there were no significant relationships between computer anxiety and attitudes toward the Internet with 
computer self-efficacy, there was, however, a significant relationship between computer anxiety and attitudes 
toward the Internet. Undergraduates who were highly computer anxious generally have more negative attitudes 
toward the use of the Internet. 
 

Table 8. Correlations between time spent on using the Internet, attitudes toward the Internet, computer self-
efficacy, and computer anxiety 

 Time spent on using 
the Internet 

Attitudes toward 
the Internet 

Computer self-
efficacy 

Computer anxiety 

Time spent on    
     using the Internet 

 0.056 0.125 0.166* 

Attitudes toward the  
     Internet 

  0.005 -0.454*** 

Computer self-efficacy    0.038 
Computer anxiety     
Note: * p<0.05, *** p<0.001 
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Discussions 
 
In general, the results suggest that the respondents had moderate computer anxiousness, medium attitudes toward 
the Internet, and high computer self-efficacy. Similar to findings reported by Green (1998) and Romiszowski and 
Mason (1996), the undergraduates at Unimas also use the Internet extensively for educational purposes such as 
doing research, downloading electronic resources and e-mail communications. 
 
This study challenges the long perceived male bias in the computer environment (Chen, 1986; Balka & Smith, 
2000; Durndell & Thompson, 1997; McIlroy et al., 2001; Torkzadeh & Koufteros, 1994; Whitely, 1997) and 
instead supports recent studies that have identified greater gender equivalence in interest, opportunity, use, and 
skills levels (Green, 1998; Shaw & Giacquinta, 2000). Gender, at least among the undergraduates in this study, 
did not account for differences in the Internet use pattern, computer self-efficacy, computer anxiety, and attitudes 
toward the Internet. Female as well as male undergraduates seem to be equal in their receptivity to the use of the 
Internet, the extent of their use of the Internet, and the purposes for which they use the Internet. These findings 
seem to support the profile of contemporary undergraduates in the literature (Fulkerth, 1998; Green 1998; Sax et 
al., 1998) and their mindfulness of the role of computer-based technologies across professions and industries 
(Callan, 1998; Rush, 1998).  
 
There were differences in undergraduates’ usage levels based on the discipline of study. Undergraduates from 
the Faculty of Computer Science and Information Technology (FCSIT) and Faculty of Applied and Creative 
Arts (FACA) were found to use the Internet longer than those from other faculties. Although undergraduates 
from these two faculties recorded the highest usage levels compared to undergraduates from other faculties, the 
only differences in computer self-efficacy levels were between undergraduates from these two faculties. FCSIT 
undergraduates had significantly better computer self-efficacy than undergraduates from FACA. These two 
findings seemed to indicate that higher levels of Internet usage did not necessarily translate into better computer 
self-efficacy among the undergraduates. A more important factor in determining computer self-efficacy could be 
the discipline of study (Shaw & Giaquinta, 2000) and undergraduates studying computer related disciplines may 
in general have higher self-efficacy towards computers and the Internet. 
 
Although the general belief is that “the more is better”, in this study there is no empirical evidence to support this 
assumption in contradiction of a positive relationship between the Internet usage levels and self-efficacy (Seyal, 
Rahim, & Rahman, 2002). Undergraduates who used computers often may not necessarily feel more comfortable 
using them. Possibly, other factors such as the types of application used, the purpose for using, and the role of 
satisfaction, could also influence computer self-efficacy and computer anxiety. Nonetheless, although the 
Internet usage levels may not impact on computer self-efficacy, higher use of the Internet does seem to decrease 
the levels of computer anxiety among the undergraduates. Undergraduates with lower computer anxiousness 
demonstrated more positive attitudes toward the Internet, in this study.  
 
 
Conclusions 
 
It is believed that gender would not be a factor influencing undergraduates’ attitudes toward computers, 
computer self-efficacy, and attitudes toward the Internet in the near future, as computers become a prevalent tool 
in our daily lives, regardless of whether one likes to use it or not.  
 
The findings on this study, however, indicate that learning in the computer environment requires the special 
challenge of developing a mix of declarative, procedural, conceptual, and logical knowledge (Johnson & 
Johnson, 1996) as suggested by the theories of learning in general (Farnham-Diggory, 1992). While successful 
learning is always a function of the interaction of many factors, those known to be essential for cultivating 
computer skills include extensive practice (Anderson, 1990), experimentation with many “instances” or 
“examples” of applications (Brown, Collins, & Duguid, 1989), a positive attitude, motivation, and the sense of 
satisfaction that attends accomplishment (Brown et al., 1989; Farnham-Diggory, 1992). These factors clearly 
interact in a circular fashion, for example, the more one has or take the opportunity for instruction and practice, 
the more time one will devote, this supports motivation and satisfaction which, in turn, extend one’s use and 
thirst for more.  
 
Thus, as suggested by Shaw and Giacquinta (2000), faculty should in addition to integrating computer use in 
their courses, make regularly available a wide range of short-format, hands-on workshops and demonstrations in 
which undergraduates can be given individual attention. The subjects of the workshops and demonstrations 
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should parallel applications being integrated into course activities, in order to enhance exposure and high levels 
of practice.  
 
In addition to allocating fiscal resources to on-campus hardware and infrastructure, universities should also 
provide for upgrading of users’ skills and user support (Green, 1998;; Shaw & Giacquinta, 2000), opportunities 
for undergraduates to purchase affordable software and hardware for use at home, and remote connectivity to the 
campus network for all students. This is view of the limitations in the ability of university to put in place 
adequate and up-to-date computer facilities on-campus and as suggested by Shaw and Giacquinta (2000) that 
undergraduates’ generally prefer to do academic computing at home rather than at the universities.  
 
Furthermore, students who are going to participate in courses that require the use of the Internet would benefit if 
offered technology literacy courses prior to enrolling in courses that require its use (Hong, 2002). One may 
conclude that these courses would increase computer literacy, consequently improving attitudes toward learning. 
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Appendix 1 
 
Computer Anxiety Scale (CARS) 
 
Item  
1 I feel insecure about my ability to interpret a computer printout 
2 I look forward to using a computer on my job 
3 I do not think I would be able to learn a computer programming language 
4 The challenge of learning about computers is exciting 
5 I am confident that I can learn computer skills 
6 Anyone can learn to use a computer is they are patient and motivated 
7 Learning to operate computers is like learning any new skill, the more you practice, the better you 

become 
8 I am afraid that if I begin to use computer more, I will become more dependent upon them and lose 

some of my reasoning skills 
9 I am sure that with time and practice I will be as comfortable working with computers as I am in 

working by hand 
10 I feel that I will be able to keep up with the advances happening in the computer field 
11 I would dislike working with machines that are smarter than I am 
12 I feel apprehensive about using computers 
13 I have difficulty in understanding the technical aspects of computers 
14 It scares me to think that I could cause the computer to destroy a large amount of information by hitting 

the wrong key 
15 I hesitate to use a computer for fear of making mistakes that I cannot correct 
16 You have to be a genius to understand all the special keys contained on most computer terminals 
17 If given the opportunity, I would like to learn more about and use computers more 
18 I have avoided computers because they are unfamiliar and somewhat intimidating to me 
19 I feel computers are necessary tools in both educational and work settings  
 
 
Internet Attitudes Scale (IAS) 
 
Item  
1 The Internet will never replace human life 
2 The Internet makes me uncomfortable because I don’t understand it 
3 People are becoming slaves to the Internet 
4 The Internet is responsible for many good things we enjoy 
5 Soon our lives will be controlled by the Internet 
6 I feel intimidated by the Internet 
7 There are unlimited possibilities of Internet applications that have not been thought of yet 
8 The overuse of the Internet may be harmful and damaging to humans 
9 The Internet is dehumanizing to society 
10 The Internet can eliminate a lot of tedious work 
11 The use of the Internet is enhancing our standard of living 
12 The Internet turns people into just another number 
13 The Internet is lessening the importance of too many jobs done now by humans 
14 The Internet is a fast and efficient means of gaining information 
15 The Internet’s complexity intimidates me 
16 The Internet will replace the working human 
17 The Internet is bringing us into a bright new era 
18 Soon our worlds will be run by the Internet 
19 Life will be easier and faster with the Internet 
20 The Internet is difficult to understands and frustrating to work with 
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Computer Self-Efficacy Scale (CSE) 
 
Item  
I feel confident: 
1 working on a personal computer 
2 getting software up and running 
3 using the users guide when help is needed 
4 entering and saving data (numbers and words) into a file 
5 escaping (exiting) from the program (software) 
6 calling up a data fie to view on the monitor screen 
7 understanding terms/ words relating to computer hardware 
8 understanding terms/words relating to computer software 
9 handling a floppy disc correctly 
10 learning to use a variety of programs (software) 
11 learning advanced skills within a specific program (software) 
12 making selections from an onscreen menu 
13 using the computer to analyze number data 
14 using a printer to make “hardcopy” of my work 
15 copying a disc 
16 copying an individual file 
17 adding and deleting information from a data file 
18 moving the cursor around the monitor screen 
19 writing simple programs for the computer 
20 using the computer to write a letter or essay 
21 describing the function of computer hardware (e.g. keyboard, monitor, disc drives, computer processing 

unit) 
22 understanding the 3 stages of data processing: input, processing, output 
23 getting help for problems in the computer system 
24 storing software correctly 
25 explaining why a program (software) will or will not run on a given computer 
26 using the computer to organize information 
27 getting rid of files when they are no longer needed 
28 organizing and managing files 
29 troubleshooting computer problems  
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ABSTRACT 

In recent years, the information and communication technology (ICT) has created a significant impact on 
the methods of communicating information and knowledge to the learners and, consequently, innovative 
teaching techniques have evolved to change the way teachers teach and students learn.   
 
In this paper, the focus is on a study which was conducted on a group-based cooperative learning class to 
determine its impact on student learning and the reactions of these learners towards this instructional 
methodology. The students in the course were given a web-based multimedia-mediated cooperative 
learning project to complete.  Students worked in groups and used multimedia and web technologies to 
construct their projects.  As such, a technology-supported cooperative learning framework was established.  
A survey was conducted to ascertain the reactions of the students towards this mode of teaching and 
learning.   
 
Results of the study showed that in group-based learning, students learned by cooperating and interacting 
with each other and participated actively in their own learning process. Students also learned to cultivate 
teamwork, communication, management and interpersonal skills. Furthermore, by incorporating a 
multimedia project into the cooperative learning structure, a viable and effective strategy was created to 
enhance student learning. 
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Introduction:  Computer-backed learning 
 
In recent years, the ICT and, in particular, the multimedia technology, has increasingly altered the landscape in 
the Malaysian educational field particularly in higher education.  It is affecting the communication strategies in 
the education environment and influencing the way educators teach and students learn. The changing landscape 
in the Malaysian education arena is as a result of educational reforms that have been happening in the United 
States in the past two decades (Lambert and McCombs, 1998). 
 
These reforms called for a focus on student-centred learning, rather than on teaching and pedagogy, curriculum 
and instruction. They sought to challenge the fundamental assumptions about student learning, where learning is 
now defined as "the ability to retain, synthesize, and apply conceptually complex information in meaningful 
ways" (Lambert & McCombs, 1998). The availability of technology and multimedia enables these reforms to be 
effectively carried out because in designing multimedia applications, new insights into the learning process of 
the designer can be discerned, as the learner is forced to represent information and knowledge in new and 
innovative ways (Agnew,Kellerman & Meyer, 1996). More recently, there was a calling for an awareness of the 
need to improve student achievements  and a restructuring  calling for education to look at the learner, and create 
learner-centred opportunities in the classroom (Lambert & McCombs, 1998). 
 
In light of this, the Malaysian Government is echoing this learner-centred learning initiative and has thereby 
called for using multimedia materials for student development, self-assessment and self-directed learning 
(Mohaiadin, 2000; Chee, 2000)  as well as e-learning methods in the universities (Kamsah, Mokhtar, Ahmad & 
Yaacob, 2000; Ismail, 2001). Mat (2000) proposed that Malaysian educationists be proactive to incorporating 
technology into the teaching and learning environment. In such an environment, students will experience new 
challenges in technology and must be versatile to them. 
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Group-based co-operative learning – the pedagogical perspective 
 
In the traditional classroom of higher institutions of learning, students are generally regarded as passive learners 
and receipients of the educational content. Assessments of student learning are generally based on their 
individual work such as quizzes, examinations and tests. Each student competes with his/her peers to obtain the 
highest score that can be achieved individually. There is very little interaction among the students and they rarely 
have any opportunity to work together as a team and cooperate in their learning process.  Thus, in this method of 
teaching and learning, educational content is teacher-directed and learning is individualistic. In this context, the 
content is delivered to the learners by the teacher and the students rely mainly on the teacher, the knowledge 
expert, for their knowledge and information.  
 
The cooperative learning model, however, is an instructional method in which students are grouped in small 
learning teams and work in cooperation with each other to solve a common problem or to perform a task 
presented by the teacher (Johnson & Johnson, 1986; Johnson, Johnson & Smith, 1991; Slavin, 1983). Students 
work and cooperate among themselves, helping each other to achieve the group goal, and receive a group 
performance score.  Students learn content through group activities where they interact with each other, 
exchange information and knowledge, and work as a team to achieve the learning goals. This learning mode is 
student-centred and encourages students to cooperate and collaborate with each other in achieving their learning 
outcomes.  It also encourages students to foster interpersonal competencies such as "oral communication; active 
listening; group leadership; the ability to examine assumptions; and the ability to tolerate ambiguities.  All of 
these skills are highly valued in employment" (Tribe, 1994). 
 
Research has shown that using group and project-based activities are ways to effectively provide students with a 
more active approach to learning (Guzkowska & Kent, 1994; Berge, Collins & Dougherty, 2000; Hung & Wong, 
2000; Bennet, Harper & Hedberg, 2001), and therefore these are important elements to explore and study. 
Research has also indicated that since employers often seek out graduates who have acquired teamwork skills 
alongside technical competence, group work has been integrated into the curriculum (Bennet, et. al, 2001; 
Markkanen & Ponta, 2001; Nelson, 1999). 
 
Gregory and Thorley (1994) posit that group-based learning has two aims. The first is the contributions made 
through task skills, and the second focuses on process skills. They defined process skills as skills derived from 
assessing "the whole area of the individual's response to the group and the group dynamics as well as the way in 
which the group goes about completing the task and its participants interact in so doing". They stated that in 
such group-based learning activities, students may learn something about the group dynamics and the way in 
which groups work, they may learn about themselves and their own personal skills, and they may learn 
something about the particular subject matter. Thus group-based learning is "a method of learning which is both 
flexible and effective in cognitive, skill and affective learning domains," i.e., students learn to think, do and 
develop feelings towards their tasks. 
 
In learning group skills, the environment must be seen as either relevant to the curriculum, or meeting the 
student's perceived needs in some way (Brown, Collins & Duguid, 1989; Herrington, Oliver, Herrington & 
Sparrow, 2000). One example of instilling group learning motivation is to give students the opportunity to 
acquire team skills via small exercises and culminating in a large self-managed team project. Such exercises can 
begin with students working in small sub-groups of about 4-6 and then followed by a second phase of two or 
more sub-groups with different initial solutions attempt to come to an agreement. This exercise will invariably 
generate conversation and relationship-building among the students in the group and encouraging them to work 
well collectively (Robson, 1994).   
 
The theoretical framework for this group-based cooperative learning environment is embedded in the social 
constructivist learning structure. In this learning mode, students learn by interacting socially with their peers and 
teacher to achieve their learning goals. The constructivist approach to learning encourages students to cooperate 
and collaborate with each other as a team to seek knowledge and information in order to solve a problem or 
achieve a common learning outcome on their own while the teacher acts as a guide, supporting them in their 
learning process. This co-operative method of learning can be used as an alternative to the traditional learning 
mode as it effectively promotes active student learning and encourages learning of team skills.  The best 
argument for cooperative learning is that it increases cognitive achievement, motivates students in their learning, 
increases academic performance and help develop social competence and skills that are required in the 
community and the world of work at large. Johnson & Johnson (1989), in their compilation of results from over 
500 research studies came to the conclusion that cooperative learning was an effective teaching strategy. Johnson 
& Johnson (1994) also indicated that cooperative learning approaches led to (a) higher academic achievement 
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than competitive or individual approaches, (b) better interpersonal relationships among students, and (c) more 
positive attitudes toward subject studied and the overall classroom experience (Johnson & Johnson, 1994).  
 
In the context of this study, the co-operative learning experience involved the use of multimedia authoring tools, 
Internet communication tools such as e-mail, chatrooms, discussion boards, instant messaging services, and web-
based authoring tools. The web-based authoring tools would enable teachers and students to create multimedia-
oriented applications that were interactive and could be deployed on the web, while communication tools on the 
Internet such as Yahoo Messenger or MSN Messenger would allow for two-way communication activities 
between the teacher and students. These types of technologies would enable groups to work better, especially 
when they faced difficulties in scheduling meetings and discussions on a face-to-face basis. Multimedia 
authoring tools would enable groups to work together as a team to complete their projects, as they could 
brainstorm and apply their creative thinking skills to making their information multimedia-oriented and in using 
these complex multimedia and web authoring tools. These tools would thus provide the groups with hands-on 
experience of using leading industry tools to develop multimedia applications. 
 
 
The class structure 
 
In this study, a cooperative learning lesson was conducted among the students in the Courseware class in the 
Faculty of Creative Multimedia (FCM), in the Multimedia University, Malaysia. This Courseware class was a 3rd 
year course in which students would study about the learning theories and their proponents. To facilitate this 
group-based cooperative learning environment, it was conducted in 3 stages. 
 
 
Stage 1: Small groups research paper 
 
In the Research Paper stage, students had to research and collect information on a chosen Learning Theorist. The 
class was first divided into 3 main groups, the Behaviourist, Constructivist and Cognitive Groups. Each of these 
groups consisted of 30 randomly assigned students, with the exception of the Cognitive groups, which had 20. 
Then each Learning Theory Group were further divided into sub-groups (with sub-group leaders, SGLs) 
consisting of 5 members (4 for the Cognitive group) of their own choosing, and to choose a Theorist from their 
Learning Theory Group to write a research paper on. There were 2 sub-groups to one Theorist. The groups were 
given 3 weeks to submit their reports. 
 
 
Stage 2: Sub-groups website  development 
 
After turning in their research papers, all sub-groups in one learning theory group had to come up with an overall 
Learning Theory website, with the goal to educate and inform other learners about the different Learning 
Theories. Their website would be educational, interactive, multimedia-oriented, and delivered on the Web. They 
also had to use all the information from the research papers written by their subgroups to be used for content for 
the website. The final website would then be presented by their Learning Theory Group Leader (LGL), whom 
they chose, from their Learning Group. They were given 6 weeks to complete the task. 
 
After turning in their respective research papers, the sub-groups then had to create an overall website for their 
Learning Theory. Here, similar sub-groups had to combine with each other (to make a new group of 10) and to 
filter out similar information as well as compile a more comprehensive report of their Theorist. Each Learning 
Group also had elected one Overall Learning Theory Group Leader (OGL), who was in charge of organising all 
the sub-groups. Each Learning Group had to decide on the interface of the website, the information to display in 
the webpages (according to the objectives of the class), and the overall design of the site. They also had to turn in 
a progress reports. At the end of the project, each Learning Theory Group had to present the website to the class, 
and display its webpages, interactive features, as well as their development of the website. The Learning Theory 
Group Leaders were chosen to perform this task.  
 
 
Stage 3:  Class homepage 
 
In the final stage, the 3 Learning Theory Group Leaders combined all 3 Theory websites into one overall 
Learning Theories website which was uploaded onto the web server and made accessible to all students. Figure 1 
illustrates the instructional design of the class. 
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Figure 1. The cooperative instructional design of the class 
 
 
The student learning process 
 
In this learning environment, students were very much responsible for their own learning process.  Many of the 
decisions were made by members of each group based on meetings, brainstorming sessions and group 
discussions.  From these discussions, they chose their group members and Group Leaders.  Once they had 
established their membership, students then proceeded to the website project ideation stage, where they would 
brainstorm on their project ideas via meetings, and discussed possible solutions to the website creation.  This 
included the filtering, organising and acquisition of information, and the division of tasks among members of the 
group, both at the sub-group and the final website development levels.  
 
Group collaboration occurred throughout the planning and executing of this project, and in various stages.  There 
were small group collaborations during the research paper phase, graduating to sub-group collaboration during 
the development of the individual Learning Theories website, and finally, between Learning Theory groups and 
the Overall Learning Theory Leader to collaborate for the Learning Theory Homepage.  During these 
collaborative learning phases, students relied on group consensus and Group Leader direction to make their 
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decisions.  These decisions included deciding on the interfaces of the websites, the media content for display, the 
interactivity, and the overall consistency of design.   
 
The groups would then proceed to author their website and develop their content for presentation.  Here they 
would then utilise the web authoring technology, such as Macromedia Dreamweaver and Flash to create their 
interactive multimedia website.  They were also allowed to use any third-party software application to further 
help them with their development, which included using Adobe Photoshop and Image Ready for editing images.  
Finally, once the websites and homepage were developed, the groups presented their respective websites to the 
class and showcased their development process for discussion and reflection. 
 
This learning process is schematically presented in Figure 2.  The softwares that were used to create the final 
website took advantage of the students’ existing skills in developing multimedia applications. The groups also 
met once a week for lectures to provide them with fundamental information about the class and for consultation 
with the lecturer in order to discuss their ideas and concepts. 
 

Figure 2. The student learning framework 
 
 
In this learning environment, students constructed new knowledge through their active social interactions with 
their peers (Vygotsky, 1978).  They built on their prior knowledge through the exchange of ideas among their 
team members, and collaborated with each other to complete their project. Students engaged in discussions, 
brainstormed their ideas, produced multiple perspectives to solving their project, and became creative in their 
project presentation in order to reach their common goal.  Technology, especially web-authoring tools, became 
an enabler in this learning environment, as it provided students with the tools to be creative with their ideas and 
presentation.  Web communication technologies were also used to help the collaborative learning process of 
these groups.  Many of the students used Yahoo! Messenger, an instant messaging service, to communicate with 
their team members and leaders, when scheduling face-to-face meeting became problematic. 
 
 
Student learning assessments 
 
Formative assessments were made throughout the 9 weeks to measure students' learning processes. There were 2 
types of learning outcomes that were looked for in this study:  students’ product learning outcomes and their 
process learning outcomes. For product learning outcomes, students were evaluated on the product of their 
projects. In this case, the product outcomes were the research papers, the websites and the corresponding 
learning theory webpages, which were assessed on the interactivity, links and navigation, design and interface, 
clarity of content, depth of content presentation, and their ability to write about the Learning Theory and its 
corresponding theorists. Here, students had to demonstrate their competency in completing the assigned tasks, 
which were the research papers (at the Stage 1 level) and the website (Stage 2 & Stage 3 levels). Figure 3 
illustrates the learning product outcomes of students from the study (Stages 2 & 3). 
 
Process outcomes, on the other hand, involved assessing how students responded to this cooperative group-based 
learning project, and were taken from their group progress reports, project survey and open-ended questions. In 
particular, they needed to demonstrate skills in teamwork and leadership, communication, project and group 
management, decision-making and presentation. Since each phase of the project was accompanied by a group 
progress report and member journal, these group journals and progress reports were examined, and groups were 
required to give a presentation at the end of the project completion date. The groups' journals revealed several 
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activities that took place in the course of the project. Firstly, owing to their busy schedules and problems in 
meeting up for group discussions, many of the groups in both studies used the class times, and also the Web, to 
conduct their group meetings. In particular, all 3 Learning Theory Groups used emails to disseminate 
information among members and Yahoo! Messenger to conduct chats.  Figure 4 the Cognitive Learning Theory 
Group's Yahoo discussion board. 
 

Figure 3. The website and corresponding webpages for groups 
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Figure 4. One group’s Yahoo! Groups Discussion Board 
 
 
The survey results 
 
The students were given a 13-item survey at the end of their task to assess their attitudes towards doing the 
project and working in their respective teams during the respective phases. The reliability of the survey, using 
the Cronbach alpha coefficient, was 0.8230, indicating satisfactory levels of internal consistency. The survey 
was measured on a 5-point Likert scale, with 1 = Strongly Disagree (SDA), 2 = Disagree, 3 = Undecided, 4 = 
Agree, and 5 = Strongly Agree. Table 1 illustrates the means and percentage responses of the students on the 
various survey items. Figure 5 displays the means in  bar graphs. 
 

Table 1. Means (m) and percentage responses (p) on survey 
SURVEY ITEMS Mean (m) % (p) 

1.  We were able to achieve our group goals 3.77 69.6 
2.  Our group leader was very effective 3.75 63.3 
3.   I enjoyed collaborating with team members 3.82 70.9 
4.   I  was able to contribute well to the project 3.78 73.4 
5.   The collaboration enhanced my learning of the topic 3.89 77.2 
6.   My group members contributed well to the project 3.97 81.0 
7.   The collaboration was a challenge but I enjoyed it 3.71 70.9 
8.   My group was able to work together effectively 3.81 68.4 
9.   We were able to solve our problems as a group 3.85 77.2 
10.  I  found the collaboration very motivating 3.62 57.0 
11.  My group communicated well with each other 3.76 70.9 
12.  I learn more from the collaboration than on my own 3.65 53.2 
13.  My group taught me some things I would not have learnt on my own 3.57 57.0 
 N = 79 
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Figure 5. Bar charts of survey means 
 
 
As shown in Table 1, the majority of the class reported favorable attitudes and perceptions in the surveys. 
Therefore, within this cooperative learning environment, several cooperative constructs (and skills) can be 
assessed. 
 
 
1. Teamwork and communication skills 
 

 Items 4, 6, 8, 9 and 11 in the survey were used to measure students’ teamwork, leadership and 
communication skills. This would encompass how well the students worked together as a group, and solved 
their group problems. This study reported high means on these items.   

 73.4% of students reported that they contributed well to the project (Item 4, m=3.78).   
 These groups also reported that their group members contributed well to the project, Item 6, (m=3.97, 

p=81%). 
 In terms of being able to work together well and effectively, Item 8, groups reported a mean of  3.81 

(p=68.4). 
 Embedded in this construct of teamwork is the ability to also solve group problems, Item 9.  Here 77.2% of 

students reported a mean of 3.85, indicating that the ability to solve problems was high.  
 Groups also reported a fairly high mean for communication skills, Item 11, within the group. 70.9% of 

students reported a mean of 3.76, indicating that communication among their group was good. 
 
 
2. Project management 
 

 Project management skills were measured by items 1 and 2 in the survey, which were items that asked 
students about their ability to complete their group tasks, and the role played by their group leader. Again 
the means reported here were quite very high. 

 69.6% of students reported a mean of 3.77 on the ability to achieve their group goals (Item 1), indicating 
that the project management skills of this group was high. 

 In terms of the effectiveness of the group leader, Item 2, 63.3% of students reporting a mean of 3.75. 
 
 
3. Ability to perform 
 

 Items 5, 12 and 13 sought to measure students’ ability to perform within the cooperative setting (see Table 
1). Both items looked at how much students learnt from the project and whether they felt that they gained 
more skills from their group than on their own. 

 In terms on enhancing their learning, Item 5, 77.2% of students reported a mean of 3.89, indicating that 
more students found that their learning process was enhanced by the project. 

 53.2% of students reported that they did learn more from the group than if they were to do the task on their 
own (Item 12, m=3.65). 
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 Over half of the class felt that their groups did teach them some things which they would not have learnt on 
their own (Item 13, m=3.57, p=57%). 

 
 
4. Personal attitudes 
 

 The survey also tried to gauge students’ personal attitudes toward the group project, in terms of their 
personal enjoyment and motivation. Items 3, 7 and 10, sought to measure this construct. 

 Students reported high means for Item 3, ( m=3.82, p=70.9%), indicating that they enjoyed collaborating 
with their team members. 

 Students also found the project rather challenging but enjoyed doing it (Item 7), with 70.9% students in 
reporting a mean of 3.71. 

 57% of students found the project to be motivating, Item 10 (m=3.62). 
 
 
The instructional relationship 
 
Since this class was one where students were encouraged to cooperate and collaborate among their own peers, 
the role of the teacher was less involved, especially where the group's dynamics were concerned. Since many of 
these students have been classmates for many years, the initial period needed to get to know each other was not 
necessary, and students were able to get organised fairly quickly. The role of the teacher in this learning 
environment, however, changed from being involved in the groups’ decision-making process to becoming an 
external consultant, helping them to understand the content and materials for their websites, and guiding them in 
their website development process.  Many of the decisions made in the project depended heavily on the 
cooperation and collaborations among students in these groups and the ability for them to work together to 
complete their shared goal. 
 
The instructional relationship between the teacher, teacher and technology is illustrated in Figure 6. As can be 
seen from the diagram, the role of the teacher was one that was somewhat "hands-off", in terms of being 
involved in the group's dynamics. In particular, the teacher moved from being the sole expert in the class to an 
external consultant in the learning environment. Since the students in these cooperative learning environments 
were autonomous from the teacher, they were solely responsible for the negotiations and the learning outcomes 
of the group. The teacher became the "guide on the side", providing consultations when needed and not playing a 
highly active role in the group's management process. 
 
However, the teacher played an important role in the structure of the class and the tasks assigned. The teacher 
was also responsible for monitoring the group's progress via their work-in-progress reports and evaluating the 
groups formatively. The teacher also supported the student's knowledge skills by providing a theoretical 
foundation to enable them to have a basic understanding of the course. Although the class and the learning 
environment contained prescribed tasks and requirements by the teacher, the attainment and path to achieving 
and implementing the plan rested solely on the groups. They played a significantly active role in their learning 
process, from the decision of the group leader, to the website design, to the documentation of the reports. This is 
in line with the constructivist learning approach, where students play active roles in their learning process.   
 
The technology in this environment acted as both a communicative as well as a learning platform for the students 
and the teacher. The teacher used the technology for creating technology-based instruction for the class lectures, 
and utilised the Web technologies to keep in touch with the students and modifying class content as necessary. In 
this learning environment, the teacher used the Web as a server to house the students' website, and made it 
accessible to them so that they could all study from it.   
 
Results showed that technology played a very big part in the students' learning process. Students used web 
software and third-party helper tools such as Macromedia Flash and Adobe Image Ready to help them create 
their websites. Students also used the Web technologies to help them overcome communication problems such 
as the inability to schedule and conduct physical meetings, updating members on new information, sharing ideas, 
conducting asynchronous discussions, and posting queries. Yahoo! Messenger (for real-time chats) and Yahoo! 
Groups (for group discussions) were the popular web communication tools used, second to emails. 
 
In the process, it was observed that students had to learn how to compromise and cooperate with each other in 
order to reach their common goal.  As such, they had to build and foster their teamwork and cooperative spirit.  
As with cooperative learning groups, interdependency was an important element in their learning process, as 
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students relied on each other to successfully complete their project.  It was also observed that there was a lot of 
interaction between the teacher and the students, and between students and students, which resulted in the 
establishment of a learning community where the members cooperated and contributed towards a common goal.  
These observations are further supported by the survey data (see Table 1), where cooperation, collaboration and 
teamwork items were favorably assessed. 
 

Figure 6. The instructional relationship in the cooperative learning environment 
 
 
The technology-backed group-based cooperative learning framework 
 
The resulting model for this learning environment is one that encompasses the salient traits and attributes of the 
cooperative learning environment developed for this research study. Figure 7 shows the traditional learning 
model and the technology-supported group-based cooperative learning framework.  
 
As Figure 7 shows, at the heart of this environment is the development of a group-based learning setting, where 
students worked together in teams to achieve a common, shared, goal. Surrounding this group-based learning 
setting is the understanding and interrelationships between the teacher, students and technology. As mentioned in 
the preceding section, the instructional relationship between the three major components of this learning 
environment, the teacher, students and technology, is integral to the effectiveness of this environment. Here, 
students are the active and engaged participants of their own learning process, with the teacher serving as an 
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external consultant and manager, and technology being the enabler for students to access, develop and 
communicate with each other, and for the teacher to have an innovative method of teaching in the classroom. In 
the traditional learning model, however, the teacher is active in lecturing only while the students listen and take 
down notes. There is very limited interaction between the teacher and students. This mode of learning is mainly 
regarded as passive. 
 
The combination of the group-based learning setting and the understanding of the instructional relationship 
between the teacher, students and technology results in the successful creation of a technology-supported 
cooperative learning framework where students learn by interacting with each other, work together as a team, 
actively participate in their learning process, and experience several key learning outcomes such as cooperation, 
teamwork, group management, communication and interpersonal skills, which are important for their future 
careers. This mode of learning uses technology to create a learning environment to provide learners with a richer 
context and promote cooperation in learning among the students. 

Figure 7. The traditional and technology-backed cooperative learning framework 
 
 
Discussion 
 
In this cooperative learning experience in the classroom, it can be seen that the group-based learning 
environment provides learners with an active learning process whereby students learn by interacting and 
cooperating with each other and with the teacher, and by using technology to create the content. The 
technologies that are applied in this cooperative learning environment include multimedia technology, web 
authoring tools, and Internet communication tools such as email, chatrooms, instant messaging (via Yahoo 
Messenger or MSN Messenger) and discussion boards services. Multimedia and web authoring tools allowed 
students to exercise their creative thinking skills to apply various media elements to their information and 
content, as well as interactive features to make the application appealing and dynamic. Internet communication 
tools allowed for both asynchronous and synchronous two-way communication activities to be conducted 
between the teacher and students, and among the students themselves. Students can leave email messages for the 
teacher to answer before their next class, and conduct virtual meetings with their group members at night from 
their own homes, and during times when members are unable to meet. These technologies expedite their 
development process and allow them to make more efficient use of their time as a group. 
 
In this learning mode, students participated and were engaged actively in their learning process, constructing 
knowledge and determining their own learning path while building the multimedia website. The learning process 
is constructive, interactive and cooperative rather than individualistic, competitive and passive as in the 
traditional learning process. The results obtained in this learning experience showed that, besides promoting 
cooperation and interaction in the learning process, this learning experience also inculcates into the learners 
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teamwork, communication and presentation, interpersonal and group management skills. The instructional 
relationship between the teacher, students and technology is a fairly complex one, but it provides the teacher 
with a more flexible and innovative teaching approach, and the students with a richer learning environment 
whereby students can learn to become independent, autonomous and self-directed learners. This experience also 
shows that technology played a supportive role in the learning process which focusses mainly on student 
learning. They used technology to create their own website, constructing their own knowledge using the 
multimedia technology and determining their own learning path and goals in their project and many other group 
activities. In the cooperative learning model, a group learning activity is dependent on the socially structured 
exchange of information between learners. The learning framework shown above in Figure 7 provides a concise 
illustration of the enhanced and technology-supported cooperative learning approach. 
 
As seen from this study, the advantages of group-based learning are (a) group learning emphasises cooperation 
among students rather than competition as in the traditional method, (b) it provides opportunities for learner-
centred activities in the learning process, (c) it provides expertise and skills that cannot be obtained in an 
individual learning setting and (d) it provides solutions to complex tasks that cannot be done by the individual 
alone. In contrast, group-based learning has its limitations, such as group management tasks are difficult and 
require patience on the part of the teacher and students, and teamwork is vital to the successful implementation 
of group-based-learning. 
 
 
Conclusion 
 
The cooperative learning structure has received an encouraging and positive reaction from the students as shown 
by the students' work, the motivating response to their learning process and their enthusiasm in using multimedia 
technology to create their projects. The permeation of multimedia technology into the educational arena has 
created an important impact on Malaysian educationists and teachers in tertiary level as well as enabling students 
to use technology in the classroom to create a technology-supported learning environment such as the 
cooperative learning mode in this paper.  
 
This cooperative learning environment also displayed many characteristics of the learner-centred instruction, 
even though some parts of the learning process and content were prescribed by the teacher. As students worked 
together in groups, they shared information and came to each other's aid. They were a team whose players 
worked together to achieve group goals successfully. They used multimedia technology to create their own 
website, constructed their own knowledge and determined their own learning path and goals in their project. 
Students learnt the content by interacting with their peers and teacher, while the teacher acted as a facilitator of 
learning guiding the students in their learning process.  
 
In this context, the cooperative learning structure, the instructional relationship between the teacher, students and 
technology, and the technology-supported cooperative learning framework provided a viable and constructive 
guide and support in this area of learning. Also, the approach in learning was geared towards the social 
constructivist learning perspective. Hence, this teaching and learning method can be regarded as a highly 
credible alternative to traditional learning methods. 
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ABSTRACT 

In order to realize one of the most important necessities of the life, which is learning, the human being 
spends most of their life for education-training activities. In the conventional applications, every individual, 
being a part of a group is dependant on a single program and an educational management which was chosen 
for the group by the teacher. However, each student has individual learning abilities, different from other 
members of the group. At the end of the teaching activities with one group, nearly all of the individuals of 
that group are expected to be successful. This study was performed at the Technical Education Faculty of 
Fırat University in Elazığ during 2002-2003 autumn term in order to determine the effects of this mastery 
learning model on the success of the students who attended the “Usage of Basic Information Technologies” 
course. The findings gained in this research show that being a significant difference in experiment group 
favour on the points of final test and achievement points. (The findings of the study show a significant 
difference in favor of the experimental group, versus the control group, in both the final test scores and 
achievement points.)  In experimental group, mastery learning model was used. Therefore, it was seen that 
mastery learning model increased the student achievement effectively. 
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Mastery learning, Individual differences, Technology education, Information technologies 
 
 
Introduction 
 
The answers to the questions such as “How can I teach better? How can a person learn better? and “How is it 
possible to remember the learned material all the time?” have been surveyed for centuries through many studies. 
In the results of such studies, sometimes new learning models and new program types have been found. An 
education may also be possible as a result of the experiences gained through the family, environment, religion 
and mass communication media. But it should be known that the planned education is the responsibility of 
schools (Bloom, 1979: 7). Whatever comes out of the scientific studies, an important part of the education is at 
schools. It is a fact of current education systems all over the world. 
 
This fact, which is an important part of the education, occuring at school also brings with it some problems that 
need to be solved. One of these problems is the number of the students participating in classes are more than the 
capacity of physical space.  In this case we encounter another problem: “do all students have the same 
characteristics to take the same education through the same teacher, in the same conditions, and environment? 
Don’t they have any differences between each other?”  When the answers of these questions and the number of 
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the students at the school are considered, it can be concluded that individual differences should be taken into 
consideration. Disregarding these differences leads to the problems mentioned above.  
 
The genetic characteristics and the environment make every person different even twins. We cannot expect a 
group of people having such differences to react in the same way in all the details and aspects. The same is valid 
for learning; we cannot expect the same level of learning from different students under the same conditions.  
 
In the existing system, every individual in a group is unfortunately dependant on the program and teaching 
method chosen. However, each student has individual learning characteristics. A program disregarding these 
individual differences will result in a better learning performance by the students who are inclined towards the 
selected program and the teaching method used while the others may not learn as much. On the other hand, at the 
end of education activities, nearly all of the members of the group are expected to be successful. Of course the 
expected success level, i.e. 70 – 80 % success instead of 50% which is expected in conventional methods will be 
an indication of the success of the education activity.  
 
We use a different approach to the instruction which does not place a premium on time in class. We base our unit 
of instruction on mastery of school subjects rather than on the time spent on them. In mastery learning, students 
must demonstrate the knowledge of the subject to be learned before credit is given. We believe that mastery 
learning provides the greatest opportunity for the students who are out of step with their coursework to catch up, 
or in many cases, to accelerate their high school program. Mastery learning requires a pre-determined level of 
knowledge which is understood and agreed by the cognitive introduction behaviors test, or the skill to be attained 
by gaining this mastery is the goal of student effort. 
 
The subjects, requiring individual practice are the ones where the students have the possibility to be alone and to 
practice by themselves. The subjects related with computers and other technologies are the best examples of this 
fact. In these classes, generally every student has a computer or experiment set and in this case they will practice 
on their own. When the student is on their own, they will have the possibility to make use of their own individual 
characteristics. In the process of adaptation to the 21st Century, for which we have great expectations, the duty of 
the educators is to minimize the obstacles in front of teaching and learning, to enable maximum learning and to 
teach making use of computers which are the easiest way of achieving the knowledge.  
 
The mastery learning model, it is aimed at providing appropriate learning environments by considering the 
individual differences of the students so that they do not hinder the target learning activity. Because, according to 
Bloom, the mastery learning theory is based on the idea that Cognitive Introduction Behaviors (i.e. pre-learning 
which is assumed to be necessary for learning a unit) which are the students’ characteristics, Emotional 
Introduction Features (the level of motivation to learn the unit) and the quality of teaching activity are the basic 
indicators of learning output. The variables “clue, reinforcement, student’s participation, feedback and 
correction”, which Bloom described as the quality of teaching activity, explain the activities which are prepared 
by the teacher to enable mastery learning. According to this theory, if the related introduction features of the 
student along with the teaching activities are positive, the learning output will reach a high level and in respect to 
these outputs, the differentiation between the students will be at the minimum level (Sever, 1997). The variables 
of mastery learning are shown in figure-1. 
 

Figure 1. The Variables of Mastery Learning (Wong, 2002) 
 
 



235 

The theories of mastery learning resulted in a radical shift in responsibility for teachers; the blame for a student's 
failure rests with the instruction not a lack of ability on the part of the student. In this type of learning 
environment, the challenge becomes providing enough time and employing instructional strategies so that all 
students can achieve the same level of learning (Levine, 1985; Bloom, 1981). 
 
Mastery learning is an instructional strategy based on the principle that all students can learn a set of reasonable 
objectives with appropriate instruction and sufficient time to learn. Mastery Learning puts the techniques of 
tutoring and individualized instruction into a group learning situation and brings the learning strategies of 
successful students to nearly all the students of a given group. In its full form it includes a philosophy, 
curriculum structure, instructional model, the alignment of student assessment, and a teaching approach. 
 
 
How to instruct for mastery 
 

 Clearly state the objectives representing the purposes of the course.  
 The curriculum is divided into relatively small learning units, each with their own objectives and 

assessment.  
 Learning materials and instructional strategies are identified; teaching, modeling, practice, formative 

evaluation, re-teaching, reinforcement, and summative evaluation are included.  
 Each unit is preceded by brief diagnostic tests, or formative assessments.  
 The results of formative tests are used to provide supplementary instruction, or corrective activities to help 

the learner overcome problems.  
 
As a matter of curriculum development, mastery learning does not focus on content, but on the process of 
mastering it.  Curriculum materials can be designed by in-house instructional designers or via a team approach 
by various professionals in a given setting either in a school or industry. Instructional materials can also be 
obtained as prepared materials from an outside commercial source. A combination of these is also possible 
however, the instructional materials are developed or obtained; the teachers must evaluate the materials they plan 
to use in order to ensure that they match the instructional objectives set up for a given course of instruction. 
 
The great advantage of a mastery approach for catch-up or accelerated work is that, as teachers, we start by 
finding out what our students know, and then help them learn the things they will need to know in order to 
demonstrate mastery. Using a mastery approach also provides flexibility for accommodating instruction to 
individual learning styles, needs and interest. 
 
 
Advantages  
 

 Students have prerequisite skills to move to the next unit  
 Requires teachers to do task analysis, thereby becoming better prepared to teach each unit  
 Requires teachers to state objectives before designating activities 
 Can break cycle of failure (especially important for minority and disadvantaged students)  

 
 
Disadvantages (easily dealt with in most cases) 
 

 Not all students will progress at same pace; this requires students who have demonstrated mastery to wait 
for those who have not or to individualize instruction  

 Must have a variety of materials for remediation:  
 Must have several tests for each unit  
 If only objective tests are used can lead to memorizing and learning specifics rather than higher levels of 

learning  
 
In this study, the ways of acquiring computer literacy and making use of the information technologies at the 
highest level by the university students, which is a pre-requisite to adapt to the modern age and to allow such an 
acquisition to occur, are addressed. The use of the mastery learning model in “Usage of Basic Information 
Technologies” class by university students and the effects of the model on the success of the students have been 
investigated. It is accepted that the individual differences do not form a hindrance to the educators in achieving 
that goal in mastery learning model. It is suggested that the results of this investigation may from a base for 
studies to enable university students to make use of the basic information technologies at a maximum level.  
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The Aim and Subjects of the Study 
 
The general aim of the study is to define the effect of the mastery learning model on the success level of the 
students who attend the “Usage of Basic Information Technologies” class. Results of hypothesis testing are as 
follows: 

 There is a significant difference between the averages of pre-test and final tests of the control groups.  
 There is a significant difference between the averages of pre-test and final tests of the experiment groups.  
 There is a significant difference between the averages of final tests of the experiment and control groups.  
 There is a significant difference between the averages of points of the experiment and control groups. 

 
The criteria for the selection of experiment and control groups are sufficiently objective. The multi choice test 
used in the study is reliable. 
 
The study conditions were as follows: 

 The study took place during the autumn term of the 2002-2003 academic year. 
 The subject “Usage of Basic Information Technologies” is limited to Microsoft Word and Microsoft Excel 

themes.  
 The study is limited with the mastery learning model to be applied to the experiment group and the 

conventional method to be applied to the control group. 
 
 
Methodology 
 
In this part of the study, the investigation model, hypothesis and limitations, collecting and analyzing data will 
be described. In the study, the pre-test and final-test are used. An experiment group and a control group are 
formed. The effect of the independent variables, mastery learning model and conventional education program, on 
the success of the students has been investigated.  
 
The study took place using the students in the first class of the Technical Education Faculty at Fırat University 
and the sample group was formed by the students who attended the Usage of Basic Information Technologies 
course in the autumn term. 
 
The experimental and control groups were selected by using cluster analysis in order to maintain objectivity 
between the students of first class. 
 
The cluster analysis criteria were: 

 The scientific exam points which the students achieved on the University Entrance and OSS examinations.  
 The success points from secondary education of the students.  
 The result points that the students achieved in the pre-test. 

 
Improvement of Data Collection Media:  the theoretical dimensions were formed by the evaluation of the data 
obtained through scanning both literature sources and experts’ views. The experimental data were collected with 
the help of scientific introduction behaviors test, success test, follow-up tests and parallel tests.  
 
Since the result of the study would be obtained from comparisons of the pre-test and final-test, a success test was 
developed. During the development of the success test, a content analysis was performed using experience and 
knowledge gained from previous classes taught by the authors on the same subject, available books on the 
subject and experts in the field. The aims and objectives of the course were defined in accordance with this 
content analysis.  The definition table was prepared to measure behaviors and a success test was developed again 
after taking the opinions and confirmations of the expert lecturers on information technologies, program 
development and mastery learning. The success test was applied to 217 students who attended the Usage of 
Basic Information Technology Class before and after the analysis. The result was determined by the reliability 
and validity analysis to have a  KR= 0.792. 
 
For the content validity of the success test, the support of the lecturers at Informatics, Computer Teaching and 
Computer Engineering Departments of Fırat University were sought and the lecturers responded positively.  
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Application of the Investigation and Collecting the Data  
 
At the beginning of the application, the success test was given as the pretest to the control and experiment 
groups. At the same time, the cognitive introduction behaviors test was given to the experiment group in order to 
determine whether they had the necessary pre-knowledge. The students who do not have the cognitive 
introduction behaviors were given a complementary training before starting the first unit. In the experiment 
group, the units were taught based on the mastery learning model, and for the students’ participation, the 
question and answer method was used. At the end of each unit, follow-up tests were given to determine whether 
the students had achieved the mastery learning goals or in case of failure to achieve the goal, what correction 
training needed to be performed. At the end of the study, both the experiment group and the control group were 
given the success test and the result of these tests formed the database for the final test. 
 
For the related analysis of the individual characteristics and test results of the students, frequency, percentage 
and arithmetical average were used. Moreover, in the analysis of the obtained data and in the comparison of the 
points from the pre-test and final-test, dependent and independent groups t tests were used.  
 
 
Findings and Comments 
 
The investigated applications of the study, the statistical data derived from these investigations and the 
interpretation of these data have been discussed. As a result of the comparison of the pre-tests results applied to 
the experiment and control groups with statistical methods, Table 1 is obtained. The pre-test results were 
compared with the t test.  
 

Table 1. The Pre-Test Result Points Applied to The Experiment and Control Groups and Their Comparisons 
CONTROL GROUPS EXPERIMENT GROUPS 

Points Frequency Percentage Points Frequency Percentage 
6 2 3,70 6 1 3,03 
8 3 5,56 8 1 3,03 
9 2 3,70 9 1 3,03 

10 1 1,85 10 1 3,03 
11 4 7,41 11 1 3,03 
12 5 9,26 12 1 3,03 
13 2 3,70 13 4 12,12 
15 4 7,41 14 1 3,03 
16 2 3,70 15 5 15,15 
17 2 3,70 17 1 3,03 
18 4 7,41 18 2 6,06 
20 5 9,26 19 1 3,03 
21 6 11,11 20 2 6,06 
22 3 5,56 22 3 9,09 
23 4 7,41 24 3 9,09 
24 3 5,56 25 2 6,06 
27 1 1,85 27 2 6,06 
28 1 1,85 30 1 3,03 

Total 54 100,00 Total 33 100,00
GROUPS Range Mean Standard Deviation T 

Control Groups 54 16,72 5,68 
Experiment Groups 33 17,31 6,12 

 

- 0,68* 

*P>05 
 
 
As can be seen in table 1, there have been no significant differences between the experiment group and the 
control group in the results of the pre-test. Although there were students who knew the subjects of the unit 
before, not attending the class caused pre-test results to be low. Since both groups had low points in the pre-tests, 
there had been no significant difference between their knowledge of the subject prior to starting the course.  
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The results of the groups in the pre-test and final test had been compared with the t test results of the dependent 
groups. For these comparisons, the dependent groups’ t test was used. The difference between the final test and 
pre-test of the control group was significant (Table 2). This result has confirmed the first hypothesis of the study 
stating “There is a significant difference between the averages of pre-test and final test results of the control 
group”. 
 

Table-2. The Pre-Test and Final Test Results of The Control Group and Their Comparisons 
PRE-TEST FINAL TEST 

Points  Frequency Percentage Points  Frequency Percentage 
6 2 3,70 18 2 3,70 
8 3 5,56 23 1 1,85 
9 2 3,70 24 2 3,70 

10 1 1,85 25 1 1,85 
11 4 7,41 26 3 5,56 
12 5 9,26 27 2 3,70 
13 2 3,70 28 4 7,41 
15 4 7,41 29 1 1,85 
16 2 3,70 30 3 5,56 
17 2 3,70 31 5 9,26 
18 4 7,41 32 2 3,70 
20 5 9,26 33 3 5,56 
21 6 11,11 34 2 3,70 
22 3 5,56 35 4 7,41 
23 4 7,41 36 2 3,70 
24 3 5,56 37 8 14,81 
27 1 1,85 38 3 5,56 
28 1 1,85 39 3 5,56 

   40 1 1,85 
   42 1 1,85 
   47 1 1,85 

Total 54 100,00 Total 54 100,00 
TEST TYPE Range Mean Standard 

Deviation 
t 

Pre-test 54 16,72 5,68 
Final test 54 32,39 5,85 

 

-15,87* 

*P<.05 
 
 
The findings related with the second hypothesis of the study which states “There is a significant difference 
between the averages of pre-test and final test results of the experiment group” show that there is a significant 
difference between the averages of pre-test and final test results of the experiment group. This difference can be 
seen in Table 3. 
 

Table 3. The Pre-Test and Final Test Results of The Experiment Group and Their Comparisons 
PRE-TEST FINAL TEST 

Points  Frequency Percentage Points  Frequency  Percentage 
6 1 3,03 28 1 3,03 
8 1 3,03 30 2 6,06 
9 1 3,03 31 1 3,03 

10 1 3,03 33 2 6,06 
11 1 3,03 34 4 12,12 
12 1 3,03 35 2 6,06 
13 4 12,12 36 3 9,09 
14 1 3,03 37 2 6,06 
15 5 15,15 38 1 3,03 
17 1 3,03 39 4 12,12 
18 2 6,06 40 2 6,06 



239 

19 1 3,03 41 1 3,03 
20 2 6,06 43 2 6,06 
22 3 9,09 44 3 9,09 
24 3 9,09 45 3 9,09 
25 2 6,06    
27 2 6,06    
30 1 3,03    

Total 33 100,00 Total 33 100,00 
TEST TYPE Range Mean Standard 

Deviation 
t 

Pre-test 33 17,61 6,12 
Final Test 33 37,61 4,82 

 

-17,84* 

*P<05 
 
 
The most important result is the base of the study and we can see it by the comparison of the final tests. Also 
these findings have additional effect in confirming the third hypothesis. The first hypothesis is related with the 
difference of the final test results of experiment and control groups and this difference is shown in Table 4. This 
comparison was performed with the independent groups’ t test. 
 

Table 4. The Final Test Results of The Experiment and Control Groups and Their Comparisons 
CONTROL GROUPS EXPERIMENT GROUPS 

Points  Frequency Percentage Points Frequency  Percentage 
18 2 3,70 28 1 3,03 
23 1 1,85 30 2 6,06 
24 2 3,70 31 1 3,03 
25 1 1,85 33 2 6,06 
26 3 5,56 34 4 12,12 
27 2 3,70 35 2 6,06 
28 4 7,41 36 3 9,09 
29 1 1,85 37 2 6,06 
30 3 5,56 38 1 3,03 
31 5 9,26 39 4 12,12 
32 2 3,70 40 2 6,06 
33 3 5,56 41 1 3,03 
34 2 3,70 43 2 6,06 
35 4 7,41 44 3 9,09 
36 2 3,70 45 3 9,09 
37 8 14,81    
38 3 5,56    
39 3 5,56    
40 1 1,85    
42 1 1,85    
47 1 1,85    

Total 54 100,00 Total 33 100,00 
GROUPS Range Mean Standard 

Deviation 
t 

Control Groups 54 32,39 5,85 
Experiment Groups 33 37,61 4,82 

 

-4,31* 

*P<.05 
 
 
There was a significant difference between the final test results in favor of the experiment group. This result 
clearly shows the positive effect of the independent variable, i.e. mastery learning model on the dependent 
variable which is the success of the student.  
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Another result, which is as important as the final test result, is the achievement rate. The results of the 
comparison of such points which gives the opportunity to compare the achievement of the students can be seen 
in Table 5. 
 
As it can be seen from the Table, a significant difference between the achievement results was found in favor of 
experiment group which confirms the fourth hypothesis of the study which states "There is a significant 
difference between the achievement test results of the experiment group and control group” it has been seen that 
the experiment group to which the mastery learning model was applied, had a better achievement rate than the 
control group to which the conventional method was applied. 
 

Table 5. The Achievements of The Experiment and Control Groups and Their Comparisons 
CONTROL GROUPS EXPERIMENT GROUPS 

Points Frequency Percentage Points Frequency Percentage 
1 1 1,85 9 1 3,03 
3 2 3,70 10 1 3,03 
4 2 3,70 11 1 3,03 
6 1 1,85 12 1 3,03 
7 1 1,85 13 1 3,03 
8 2 3,70 14 3 9,09 
9 1 1,85 15 1 3,03 

10 1 1,85 16 3 9,09 
11 2 3,70 17 2 6,06 
12 2 3,70 19 2 6,06 
13 6 11,11 20 2 6,06 
14 4 7,41 21 1 3,03 
15 7 12,96 22 2 6,06 
16 1 1,85 23 2 6,06 
17 1 1,85 24 2 6,06 
18 2 3,70 26 1 3,03 
19 2 3,70 27 4 12,12 
20 1 1,85 29 1 3,03 
21 5 9,26 32 1 3,03 
22 1 1,85 34 1 3,03 
23 1 1,85    
24 1 1,85    
25 1 1,85    
26 2 3,70    
28 1 1,85    
29 1 1,85    
31 1 1,85    
32 1 1,85    

Total 54 100,00 Total 33 100,00 
GROUPS Range Mean Standard 

Deviation 
t 

Control Groups 54 15,67 7,25 
Experiment Groups 33 20.00 6,44 

 

-2,82* 

*P<.05 
 
 
Conclusion 
 
In the writings of Bloom, mastery learning was transformed from a virtually adventitious feature of programmed 
instruction to a major desirable characteristic of instruction in general. There came to be strong reasons why 
instruction should abandon a standard like “70% is passing.” Such a statement means that some things have been 
learned and some have not, whereas the aim should be that all of the objectives of instruction are mastered 
(Gagne: 108). 
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In the follow up test after the first unit, the group was successful but could not reach the mastery learning 
criterion. The mastery learning criterion was achieved after correction training. In the second unit, the learning 
criterion was achieved without any correction training. This fact may be interpreted as a sign that the students 
had adapted to the mastery learning after a while.  
 
There was no significant difference between the results of the success test applied to the experiment and control 
groups as a pre-test. There were students in both groups who had some experiences in the subjects of the Usage 
of Basic Information Technology Class. However, since they were only a few students and the group did not 
attend the class. It caused no significant difference in the results of the pre-test.  
 
In the control group, the classes were performed with the conventional methods, and this caused a significant 
difference between the pre test and final test results in favor of the final test. Despite of the conventional method, 
attending this class helped the students to achieve some of the aimed knowledge and skills.  
 
In the experiment group, the classes were performed according to the mastery learning model, and this caused a 
significant difference between the pre-test and final test results in favor of the final test. Moreover the difference 
was significantly higher than the one with the control group.  
 
There was a significant statistical difference between the results of the success test applied to the experiment and 
control groups as a final test in favor of the experiment group. 
 
There was a significant statistical difference between the results of the achievements of the experiment and 
control groups in favor of the experiment group. According to these results, it is clear that the mastery learning 
model affected the success and achievement of the students positively in Usage of Basic Information Technology 
Class.  
 
In addition to these findings, some other results have been achieved through this study. The first and may be the 
most important of these results is the motivation of the students in learning, which is considered to be a result of 
the education system starting with the primary education until the university education. Although the class has a 
content which the student will make use of not only at school but all his/her life long, the students were 
motivated only to pass the class. The mastery learning model, as it can be deducted from the title, is a learning 
model which aims to enable the highest level of learning, and is opposite of the conventional method mentioned 
above. The second problem is, most probably dependent on the first one, the participation of the student 
involuntarily. There were students who never participated in the class unless the lecturer asked them to 
participate. However, in the course of time, these students started participating in the class as they saw their 
classmates participate more actively.  
 
 
Suggestions 
 
In the investigation, the lack of the cognitive introduction behavior has been specified. Because this deficiency 
would appear during the class, the cognitive introduction behaviors should be determined and these behaviors 
should be measured. In case of a deficiency detected, this should be corrected before the beginning of every unit 
and class. This process becomes more important in the graded units. Therefore at the beginning of each unit, the 
objectives, behaviors and cognitive introduction behaviors necessary for the unit should be explained. 
 
It has been observed that the students do not participate when they are not obliged. The lecturer should use 
appropriate methods for the students’ active participation. Moreover, the students should be taught the methods 
of achieving and using the knowledge; the situation should be avoided where students work only with the instant 
information. Successful students should be provided with reinforcements to enable them to be aware of their 
success.  
 
During the term, instead of using total evaluation, formational evaluation should also be used. An evaluation 
after more than one unit, will be less valid and there will be no possibility for correction of the deficiency. 
Therefore, follow up tests should be applied at the end of each unit, and the determined deficiencies should be 
corrected.  
 
The aims of the education should be accepted by the individuals, and the people should not attend the school 
only for the purpose of achieving a diploma. As a result the individual will accept the knowledge and skills 
related with the chosen profession voluntarily and be more motivated to strive for it.  
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The corrective education mentioned in this study was performed out of the class. This means extra time and a 
place to do the work. To enable the lecturers to provide such additional activities, the necessary environment 
must be provided, and the problems regarding the place for the work should be solved, and when necessary, 
financial support should be provided. 
 
In the graded subjects which must to be learned at school, the level of learning depends on the attendance time. 
Therefore, necessary measures should be taken to avoid absenteeism in such classes. The attendance of the 
classes should be maintained used at the maximum levels.  
 
Activities to develop emotional introduction features related with the subject should be performed in the first 
unit of the class. General and positive information about the subjects should be provided to the students.  
 
While applying the mastery learning model, various teaching methods should be used for the application of the 
variables. For example, in order to enable participation, the question and answer method, clues and the example 
event methods may be used.  
 
For those students who learn quickly in the classroom, different learning opportunities should be presented. This 
will help prevent the boredom of the students in the classroom.  
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ABSTRACT 

In order to benefit from e-learning, companies should conduct considerable up-front analysis to assess their 
readiness. There are a number of instruments in the market that can be used for assessing readiness for e-
learning. However, almost all of these instruments are developed to be used in countries that have a mature 
field of human resources development. So, these instruments consist of terms, phrases, and applications that 
are meaningless for many companies in especially emerging countries where human resources development 
field has just shown an improvement. This article includes the description of a survey instrument that has 
been developed to assess e-learning readiness of companies in these kinds of countries and the results of a 
study that examines organizational readiness of companies for e-learning in Turkey. The study reveals that 
companies surveyed are overall ready for e-learning but they need to improve need to improve themselves, 
particularly in the area of human resources, in order to be able to successfully implement e-learning. 
Although this instrument has been developed according to the cultural characteristics of Turkish companies 
it can easily be adapted to be used by companies of other emerging countries.  
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Introduction 
 
e-Learning, defined as instructional content or learning experiences delivered or enabled by electronic 
technology (The Commission on Technology and Adult Learning, 2001), particularly computer networks and 
standalone computers, is one of the main innovations that is increasingly diffusing in corporate settings. 
According to the International Data Corporation (IDC), the global market for e-learning will grow to reach $23B 
by 2004 (cited in Barron, 2002). Gartner Group estimates that 42 percent of all business e-learning initiatives in 
the U.S. will be directed at consumers by 2003, up from 7 percent in 2002 (cited in Shea-Shultz & Fogarty, 
2002). Echoing this prediction, Gilbert and Jones (2001) state that in 2003, e-learning will comprise around 40 
percent of all corporate training delivery methods. The e-learning market numbers in Europe also show constant 
growth. According to recent studies, the European e-learning market has grown around 120% in 2002, and 
continues to grow, although it slowed in 2002 compared with 2001 (Massy et al., 2002). The corporate e-
learning market in Asia/Pacific countries is expected to be worth almost $233 million by 2005, growing 25 
percent. However, some decreases in this growth figure are expected in the Asia/Pacific region due to the 
influence of their softening economy (Sim, 2001). These growth figures reveal that the number of e-learning 
initiatives in corporate training settings is steadily increasing.   
 
There are several reasons behind this increase in e-learning implementations. One of the most significant reasons 
is related to the cost of training. The literature is filled with reports about how much money companies saved by 
implementing e-learning. As an example, Shea-Shultz and Fogarty (2002) cite that IBM’s e-learning initiative 
Basic Blue helped the company save $16 million in 2000 and PricewaterhouseCoopers reduced the cost of 
training for per person by approximately 87 percent through its e-learning initiative. The same authors state that 
“E-learning is saving 33 to 50 percent from the cost of training while cutting 50 percent off the time invested and 
allowing better results.” In addition to cost benefits, organizations prefer e-learning for its promises to: increase 
employee retention;, rapidly develop, deploy and update courses;  provide effective training, available anytime 
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and anywhere (Minton, 2000); boost worker productivity;  broaden training opportunities;  stay competitive; 
improve motivation and morale; and implement strategic initiatives (Bork, 2002). 
 
In addition to the benefits of implementing e-learning, experts such as Anderson (2002), Bean (2003), Chapnick 
(2000), Clark and Mayer (2003), Gold et al. (2001) warn managers to be careful in the process of adopting e-
learning for their organizations. They point out that adapting e-learning without careful planning most likely 
ends with cost overruns, unappealing training products, and failure. They also state that like any other major 
innovation, e-learning strategies require considerable up-front analysis, development time, money, technological 
infrastructure and leadership support to be successful. Thus, managers should assess their companies’ readiness 
for e-learning before adopting this innovation. 
 
The literature on organizational readiness for e-learning provides managers questions, guidelines, strategies, 
models and instruments for assessing the readiness of their companies for e-learning. Haney (2002), for example, 
suggests that managers should ask themselves 70 questions for assessing their organizational readiness. She 
classifies these questions into 7 categories: (1) Human resources; (2) learning management system; (3) learners; 
(4) content; (5) information technology; (6) finance; and (7) vendor. Haney’s instrument is sort of a checklist 
that requires managers to choose levels of importance for each of the questions. A manager should decide 
whether the question is “not very”, “moderate” or “very” important for her/his company. However, the questions 
under the last three categories, which are information technology, finance, and vendor, have already been 
checked as "very" important because Haney believes that these items should always be considered as very 
important in any e-learning assessment process.  
 
Likewise, Chapnick (2000) has developed an instrument for assessing organizational readiness for e-learning. 
She considers her instrument as an e-learning needs assessment model and she states that the model helps to 
answer three main questions, (1) ’Can we do this?’, (2) ’If we can do this, how … are we going to do it?’, and 
(3) ‘What are the outcomes and how do we measure them?’. Chapnick claims that there are several factors that 
must be considered to assess readiness. She lists 66 factors in question format and groups them into 8 categories: 
(1) Psychological; (2) sociological; (3) environmental; (4) human resources; (5) financial readiness; (6) 
technological skill (aptitude); (7) equipment; (8) content readiness. In a different way than prior researcher, 
Chapnick provides multiple choices for each question and expects managers to select only one response that 
represents the situation of their respective companies. Each response has a point value indicated in parenthesis at 
the end of each choice. The managers are expected to add up the points for each section after responding to all 
the questions in the section. In addition, the managers are asked to combine the points for each section to find 
out the cumulative score. According to Chapnick’s model, the lower the grade the users get the more ready their 
companies are for e-learning. The model helps managers not only assess on what level their companies are ready 
for e-learning, but also reveals in what areas their companies need improvement and in which areas it is 
successful.    
 
Although the above e-learning readiness instruments are often cited in the literature, similar ones can also be 
found, such as Anderson (2002), Rosenberg (2000), Broadbent (2001), Milton (2002), so forth. Any of these 
instruments may seem to be used by any company to assess its readiness for e-learning. According to the results 
of the analyses, companies can decide to implement e-learning or determine the areas in which they need to 
improve in order to be able to execute a successful e-learning initiative.  
 
However, Rogers (2003) points out that every system (i.e., organization, culture, country, individual) has its own 
norms that can be effective in diffusing an innovation in its system. From this perspective, it can be said that 
these instruments may not work for organizations of other countries. The human resources development field in 
many of the emerging countries as well as some developed ones has only recently shown advancement, and as a 
result, most of the terms and strategies for implementation that are widely used in western companies have not 
been adopted as yet. 
 
The e-learning readiness assessment instruments readily available in the field generally ask questions that 
include some terms and implementations that are not known or are not being used by many human resources 
departments. Learning style, for example, is a term that has only recently caught the attention of human 
resources departments of the companies. Indeed, the literature in emerging countries such as Turkey on 
determining employees' learning styles is almost non-existent. Using an e-learning readiness assessment tool, a 
question concerning the learning styles of a company's employees may not have an answer. Moreover, users 
(managers) may not understand, or even misunderstand, the question because they do not have a context in 
which to place it. Almost all the available assessment instruments contain items related to learning style or 
similar terms/implementations that may influence effectiveness of the assessment processes and results. 



246 

Therefore, the results of the assessment may very well be invalid for respondents from other countries than 
western. Studies on impact of culture and context in e-learning (e.g., Gunawardena, et al, 2001; Le Boterf, 1994; 
McIsaac, 2002) can also be shown as a base for this observation. 
 
Consequently, there are several unanswered questions in the field of e-learning literature including: “How can 
companies in emerging countries assess their organizational readiness for e-learning?” and “What are the factors 
that must be taken into consideration when assessing the organizational readiness of companies in these 
countries?”   
 
In this article, the researchers tried to answer these questions. They have first identified factors that can be used 
to assess the institutional readiness for e-learning. Later, they used these factors to develop a survey instrument 
and administered it to the companies in Turkey to assess their e-learning readiness. This article intended to 
reveal the results of this study.    
 
 
Context 
 
Despite its advantages, e-learning in Turkey is still in its infancy stages. Although there is not any statistical data 
on the size of the market, e-learning providers such as Hakkı Sevand (cited in BTVizyon, 2002) and Zafer 
Küçükateş (cited in Telepati, 2003) think it is overall around $1 billion. According to Kavrakoglu (March 2002), 
the supply side of the e-learning market is characterized by a few local players that have either some sort of 
collaboration with western (U.S. and European) training vendors or a solid background in providing face-to-face 
training and/or technology infrastructure. A few early adopters form the demand side of the market. Motives 
such as initial costs, infrastructure requirements, and uncertainty about the functionality as well as past 
unsuccessful experiences about use of technology for education ground a challenge for Turkish managers about 
implementing e-learning in their organizations. However, Kavrakoglu believes that companies will soon adopt e-
learning easily because technological innovations have been easily transferred and adopted by companies in the 
country, and Turkey has a population that is relatively younger, more dynamic, and open to innovations.  
 
 
Purpose  
 
The main purpose of the article is to report the results of a study that intended to answer the question: “Are the 
companies in Turkey ready for e-learning?”  The study examines the e-learning readiness of the first 100 
companies listed in the 2001 Turkey’s Top 500 Major Industrial Enterprises List of the Istanbul Chamber of 
Industry (ICI, 2002).  
 
The research questions of the study have been formulated as: 
1. How do managers of the Turkish companies perceive their organizational readiness for e-learning? 
2. Do managers’ demographic characteristics (gender, age, education, and computer experience) differentiate 

their perception of organizational readiness for e-learning?  
 
 
Methodology 
 
The data collection method used for this study was a survey designed to seek input from managers (or 
employees) who are able to judge their companies’ readiness for e-learning. Following are the information about 
the participants and the survey instrument used in the study. 
 
 
Participants 
 
The top 100 companies of Turkey –according to sales from production- were selected for the study. The 
participating companies were determined by using the Istanbul Chamber of Industry’s (ICI) 500 Major Industrial 
Enterprises of Turkey 2001 List. ICI is one of the oldest (founded in 1952) and the largest (has more than 10,000 
members) chamber of industry in Turkey. The chamber issues a list of major enterprises and firms in Turkey 
almost every year. The companies were listed according to their sales based on production in year 2001 (ICI, 
2002). The researchers agreed not to publish the names of the participating companies. 
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The directors of the human resources departments in these companies were chosen as the respondents who can 
provide data about their companies’ readiness for e-learning. With this in mind, a survey instrument was mailed 
to each of those directors. However, some companies have a personnel department, others a training department, 
and some have no special department at all. For those companies, the instrument was sent to directors of the 
personnel or training departments, or the managers who were involved in managing human resources in their 
companies. Also, a letter requesting help in forwarding the survey instrument to the right person, if necessary, 
was also inserted into the envelope. 
 
Although it cannot be claimed that the respondents of this study represent all companies in Turkey, this section 
of the study provides some indication about the status of human resource development in the country. For 
instance, the study revealed that majority of the managers or experts working in human resources departments of 
the companies in Turkey are male (%76) and older than 35 years old (Table 1). Most of respondents (%34) were 
either the head of or experts in their respective human resources departments. Only %10 was working in 
personnel while %8 was in education departments. Seven (%14) respondents were either presidents or vice-
presidents of their companies, while 4 (%8) were from the information technologies departments. The other 
respondents were from varying departments, including information technology, accounting, and 
communications.  
 

Table 1. The respondents’ age distribution 
Age Range Frequency Percent 

24 and younger 3 6 
25-34 12 24 
35-44 18 36 
45-54 16 32 
55 and older 1 2 
TOTAL 50 100 
 
 
More than half of the respondents (%56) reported that they were very good at computer usage, while only 1 (%2) 
indicated that s/he was just a beginner. Similarly, only one of the respondents held a secondary education degree 
while 41 (%82) have undergraduate and 8 (%16) graduate degrees.   
 
 
Instrumentation 
 
A two-section survey entitled, “e-Learning Readiness Survey” (e-LRS), has been developed to assess the e-
learning readiness of companies in Turkey. The first section consisted of 10 items to gather data about 
demographic characteristics, such as gender, age, education level, position in the company, and computer 
experience of the manager (or employee) who takes the survey. The second section included 30 items to assess 
respondents’ self-report perceptions of their companies’ readiness for e-learning. 
 
DeVellis (2003) indicates that the first step in the development of an instrument is clearly determining what it is 
the researcher wants to measure. The variables –or factors- that the researchers of this study want to measure are 
identified after detailed analyses of the available e-learning readiness assessment instruments, combined with the 
cultural characteristics of companies in Turkey and personal experiences of the researchers. As a result, four 
major factors that can help organizations measure how ready they are for e-learning have been determined. 
Everett M. Rogers’ diffusion of innovation theory provides a theoretical background for these factors. The 
factors are titled as: (1) technology; (2) innovation; (3) people; and (4) self-development. In addition to these 
factors, it has been suggested that each factor might have three different constructs: (1) resources; (2) skills; and 
(3) attitudes. These constructs are quite similar to Guglielmino and Guglielmino’s (2003) factors. According to 
Guglielmino and Guglielmino, technical readiness and readiness for self-directed learning are the two major 
components necessary for successful e-learning to occur and these components can be examined under 
knowledge, attitudes, skills, habits categories. In the current study, Guglielmino and Guglielmino’s knowledge 
considered under skills and habits regarded under attitudes. These two categories along with resources are called 
as constructs.  
 
Each construct of a factor should be taken into consideration during the assessment process as much as possible. 
The reason behind this suggestion is that an organization, for example, might have enough resources for 
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adopting e-learning; but, if the organization lacks the skills that are necessary to use those resources, the result 
might be failure. Similarly, another organization might have both the resources and skills to implement e-
learning yet have a common negative attitude toward technology, with the outcome the same as the previous 
example.  
 
Technology is one of the factors that can be effectively used to adapt a technological innovation in an 
organization (Rogers, 2003). According to Rogers, technology has two components: hardware and software. 
Hardware is the part of technology that includes the physical components, while software is the part that consists 
of the information aspects that help to use it to perform certain tasks. He also mentions that a technology may 
only involve software and not any hardware, at all, citing examples such as a political philosophy, a religious 
idea, and a new event. 
 
A company that wants to adopt e-learning should have at least the minimum hardware requirements and the 
software required to use that hardware. The hardware part of e-learning includes the physical equipment that 
must be able to supply e-learning (e.g., servers and networks) along with equipment for end-users to be able to 
access the services. Without appropriate equipment and easy access, it is quite hard, if not impossible, to 
implement any e-learning (Oliver & Towers, 2000). However, as Broadbent (2001) states, e-learning does not 
require a huge infrastructure. Even a well working Internet connection and supplying enough computers for end-
users would be sufficient for an effective e-learning project.  
 
Any assessment instrument should include identification of the hardware available in a company. Thus, the 
instrument used in this study asks managers about the hardware capabilities of their companies, in particular the 
questions relating to hardware focus on easy access to computers and the Internet/Intranet. Yet, having easy 
access to hardware is not enough. Rogers (2003) notes that easy to understand innovations are adopted more 
rapidly than ones that require the adopter to develop new skills and understandings. Similarly, employees should 
also have basic computer and Internet skills to get benefit of e-learning. Accordingly, the instrument also 
involves questions about employees’ computer and Internet skills.  
 
Additionally, a research study conducted by Rosen and Weils (1998) shows that around 58-65 percent of any 
organization’s employees is generally uncomfortable with new technology and is even technophobic to some 
degree. According to Rosen and Weil (1998, p.1) "If employers don't take into consideration that there will be 
company resisters and technophobes for whom they have done nothing to help, then they're going to suffer 
reduced worker productivity, lower job satisfaction, their profits and their efficiency are going to decrease 
companywise, and there will be more mistakes and errors with higher employee absenteeism". An e-learning 
initiative may suffer due to technophobia, as well. Consequently, identification of employees’ attitudes toward 
use of technology is also taken into account in the process of developing the e-learning assessment instrument. 
This consideration is not only limited to employees but also covers identification of managers’ attitudes, as well.   
 
Innovation as a factor mainly involves examination of past experiences. According to Rogers (2003), past 
experiences in a system about an innovation may also affect the adoption of a new one. Likewise, past 
experiences of employees, as well as managers, about an innovation in any or similar previous management 
procedures in a company may be influential on results of an e-learning initiative. Total quality management 
(TQM) is one of the innovations that have been introduced to the companies all around the world recently. Some 
of the companies have been able to easily adopt TQM, while others are still struggling. Information on 
acceptance or rejection of this innovation in a company might be used as a predictor of readiness for e-learning. 
For this reason, several questions about the acceptance of TQM among employees, managers, and human 
resources department staff are included in the readiness instrument. Another question considered under 
innovation factor is barriers to implementation. Internal or external, legal and/or politic barriers might influence 
the applicability of e-learning. Managers should always take into account any barriers they may face in 
implementation when planning for e-learning in their organizations.. 
 
The people factor deals with the characteristics of all human resources of a company. Literature (e.g. Gilley, 
Eggland & Maycunich, 2002; Jacobs & Washington, 2003; Swanson, 2001) reveals that the more skilled 
organization's human resources the more likely the organization is to be successful. Also, Rogers (2003) cites 
that individuals who have a level of higher education are more likely to adopt an innovation than others. Hence, 
education levels of employees can be used as one of the predictors of e-learning readiness. Furthermore, Rogers 
expresses that “earlier adopters have greater knowledge of innovation than do later adopters”. In the light of 
above generalizations, it can be claimed that companies with more skilled human resources personnel have a 
better chance to succeed at e-learning. Literature in change management bears this out, confirming that the 
existence of a champion, in other words someone who has the knowledge, skills, responsibility and authority to 
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lead the organization toward adaptations of an innovation, is positively related to adoption of an innovation (e.g. 
Carnell & Shank, 2003; Koska, 1992). Moreover, since most of the companies are purchasing e-learning 
solutions from outside resources, existence of enough e-learning vendors and/or consultants can be considered as 
another predictor of whether or not e-learning will be adopted rapidly. The proposed instrument asks managers 
the average educational level of their employees, whether their companies have skilled human resources – or 
personnel or training- department specialist, and a champion (leader), and whether there are enough e-learning 
vendors and external e-learning experts.  
 
Self-development is the last factor identified for use in assessing the organizational readiness of companies for e-
learning.  Diffusion of innovation theory also shows that companies those are open to organizational and 
individual development, those actively seek for information about innovations to improve themselves, and those 
have higher self-efficacy beliefs for the achievement can adopt innovations earlier than others (Rogers, 2003). 
This implies that companies that are willing to establish a budget for organizational and individual development 
initiatives, whose managers believe in the power of self-development, and whose employees have positive 
attitudes toward developing themselves can adopt innovations such as e-learning easier than others who lack 
these essential characteristics. To enable the researcher and manager to determine whether or not these 
characteristics are present, there are questions about self-development resources and attitudes in the instrument.  
 
In addition, Brown (2001) notes that learners who are new to online learning tend to spend more time becoming 
familiar with the technology, understanding the new approaches to teaching and learning online, and 
familiarizing themselves with the processes. In majority of the emerging countries, employees, especially those 
working in private companies, generally spend most of day in the workplace doing daily procedures (the average 
is around 10-12 hours, including travel time although the legal average is 7.5 hours). Additionally, family 
relations are still very important in those countries such as Turkey (Hofstede, 2001). As a result, the majority of 
employees spend their spare time with their families – not only spouses and children, but also parents and other 
relatives. Although most e-learning projects provide flexible learning occasions, time management skills might 
be an issue for successful e-learning implementations. To meet this criterion, the instrument asks users if the 
employees are able to manage their spare time in order to find occasions in the day for completing e-learning 
assignments. 
 
In summary, a company may assess its readiness for e-learning by analyzing the resources it possesses, and the 
skills and attitudes of its employees, as well as managers. These resources, skills, and attitudes are related to 
technology, innovation, people, and self-development factors. Table 1 shows the factors and constructs identified 
as crucial to assess e-learning readiness of companies in Turkey. The numbers in parentheses are the number of 
the items included in the instrument. Although these factors are determined according to cultural characteristics 
of Turkish companies, they can be used to assess the institutional readiness of companies in others –especially in 
emerging countries. 
 
The table (Table 2) helped the researchers of this study generate a list of 83 items to be included in the e-LRS. A 
group of experts who have been offering training and consultation to various organizations in Turkey, especially 
in the fields of research, communications, marketing and strategic management, have examined the 
comprehension and applicability of the items. After a series of brain-storming meetings with these experts, the 
researchers constructed 30 major items to include in the second section of the instrument.  
 

Table 2. The factors and constructs identified to assess e-learning readiness of companies 
 Resources Skills Attitudes 
Technology Access to computers and Internet 

(2, 3, 4) 
Ability to use 
computers and Internet 
(5, 6, 7) 

Positive attitude toward 
use of technology (8, 9, 
13, 16, 17)  

Innovation Barriers (28) Ability to adopt 
innovations (26)  

Openness to innovations 
(10, 15) 

People  Educated employees (1) 
 Experienced HR specialists 

(21) 
 An e-learning champion (22) 
 Vendors and external parties 

(25) 

Ability to learn 
via/with technology 
(23, 24) 

 

Self-Development Budget (18, 19) Ability to manage time 
(12) 

Belief in self-development 
(11, 14, 20, 27, 29, 30)  
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The items were first formed as a five-point Likert-scale (ranging from "strongly disagree" to "strongly agree"). 
However, after the expert group’s examination and discussions, another version of the instrument was developed 
in which items were transferred to question format with five alternatives for each question provided to the 
participants, similar to Chapnick’s model (2000). For a number of the questions the following alternatives are 
presented: "None", "Just a few", "Half", "Almost all", and "All". These alternatives were placed in a way that 
responses could easily be coded into a five-point Likert-type where 1 indicated the lowest readiness while 5 the 
highest.   
 
Additionally, a cover sheet that comprised definitions of e-learning, the directions, a description of the study, and 
an introduction to the researchers has been added to the instrument.     
 
After these steps were completed, two versions of the instrument were introduced to a small group (6 persons) of 
high and mid level managers working in large scale private companies located in Eskisehir, the city where the 
researchers live and work. The participants were asked to evaluate the comprehension of the questions and 
alternatives, as well as their preferences of the versions (questions and alternatives version versus items and a 1-
5 scale version). All managers mentioned the ease of responding to the questions and alternatives version. As a 
result, the questions and alternatives version of the instrument was used in the study.  
 
Moreover, a discussion about the format of the instrument (paper-pencil versus online) was also held with the 
experts. Due to lack of Internet access among some companies a paper-pencil format was offered and accepted.     
 
In order to help the managers (users of the instrument) of the companies surveyed an assessment model must be 
generated. As it has been mentioned before, the alternatives were designed in a way that provides easy coding 
and assessment for the users. The alternatives can easily be coded as 1, 2, 3, 4, and 5, as in a five-point Likert-
type scale. Therefore, the 3.41 mean score can be identified as the expected level of readiness with the item, 
while other responses enable organizations to show higher or lower levels of readiness. The 3.41 mean average 
was determined after identifying the critical level: 4 intervals/5 categories = 0.8. As a result of this analysis, the 
levels of readiness were determined as depicted in Figure 1. 
 

Figure 1. Assessment model of the e-LRS 
 
 
Procedure 
 
After having the survey instrument ready, the researchers of this study mailed it to the managers in the top 100 
companies of Turkey at the 15th of March 2003. The managers were asked to send it back before 15th of May 
2003. In other words, the study took place during March 15 – May 15, 2003. At the end of deadline 50 out of the 
top 100 companies responded to the survey.   
 
 
Results and Discussions 
 
The reporting of results and discussion is organized into three sections. The first section discusses the reliability 
of the survey instrument. The second section reports results for the first research question, “How do managers of 
the Turkish companies perceive their organizational readiness for e-learning?”; while the third section 
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summarizes results for the second research question, “Do managers’ demographic characteristics (gender, age, 
education, and computer experience) differentiate their perception of organizational readiness for e-learning?” 
 
 
Reliability of Analysis of the Survey Instrument 
 
Examination of the experts who have been providing training and consulting to the Turkish companies, literature 
and theoretical constructs, and the field test with the high and mid level managers of the companies located in 
Eskisehir were used to determine the content and construct validity of the survey instrument.  
 
According to Cronbach’s Alpha analysis, the reliability of instrument was found overall to be quite high (0.92). 
Results of the analyses for each factor can be found in Tables 3-5. As can be observed from these tables, scales 
related to technology, people and self-innovation factors were quite reliable when compared to the innovation 
factor scale (0.45).  
 
 
Managers’ Perception of Their Companies’ Readiness for e-Learning 
 
The first research question concerned how the participant managers of the Turkish companies perceived their 
organizational readiness for e-learning. In order to decide whether or not companies in Turkey are ready for e-
learning, the participants’ self reports were used.  
 
Table 3 illustrates the overall mean score of the participants’ responses and the mean scores of items related to 
each factor. From the table it can be observed that the overall mean score is higher than the expected level of 
readiness (Mo=3.69 > Melr =3.41). Based on this result, it can be inferred that companies in Turkey, within the 
limits of the companies surveyed, are overall ready for e-learning, although they need a few improvements.  
 

Table 3. Statistics for each factor 
Factor N M SD 

Technology 50 3.99 .61 
Innovation 50 4.02 .54 
People 50 3.07 .78 
Self-Development 50 3.69 .63 
Overall 50 3.69 .53 
 
 
Mean scores for the factors can be used to identify the areas of improvement in the participant companies. First 
of all, the mean score for people, the only factor whose mean score is lower than the expected readiness level 
(Mp=3.07 < Melr =3.41), shows that there is a lack of human resources in the companies. So, they definitely 
should improve their human resources.  
 

Table 4. Statistics for the items related to people factor 

Items People No of 
Items N M SD CA 

Q1 What is the average education level of your 
employees? 

6 50 2.60 .61 .79 

Q21 Do you have experienced human resources, or 
personal, or training department that organize and 
evaluate trainings and help your employees about 
career development? 

  3.72 1.03  

Q22 Is there an employee (a e-learning champion) who 
can facilitate the acceptance and implementation of 
e-learning initiative in your company? 

  3.30 1.34  

Q23 Are majority of your employees experienced about 
technology-based/or assisted training (e.g. computer-
based training, multimedia-based learning, video 
cassettes, etc)? 

  2.92 1.03  

Q24 Are majority of your human resources (or personnel   2.76 1.19  
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or training) department personnel experienced about 
technology-based/or assisted training (e.g. computer-
based training, multimedia-based learning, video 
cassettes, etc)? 

Q25 Are there enough external e-learning vendors or 
specialists such as content experts, project managers, 
graphic artists, instructional designers, computer 
programmers that will help you to implement an e-
learning project? 

  3.12 1.30  

 
 
Table 4 displays mean scores for the questions associated with the people factor. According to this table, 
companies in Turkey do not have enough employees and human resources personnel who are experienced in 
technology based training (MQ23=2.92; MQ24=2.76 < Melr =3.41). Also, they have an e-learning champion 
shortage (MQ22=3.30 < Melr =3.41). The literature in change management confirms that past experiences and the 
existence of a champion can be influential as to whether or not an innovation is adopted. Therefore, it may be 
logical for companies in Turkey to start with simple technology-based trainings such as using video or computer-
based instruction programs, and also to try to find someone who has the knowledge, skills, responsibility and 
authority to lead the organization toward adapting e-learning from inside or outside resources. In addition, the 
mean score for Question 25 is also lower than the expected level of readiness (MQ25=3.12 < Melr =3.41). This 
result can be interpreted one of two ways- either there are not enough e-learning vendors and/or consultants in 
Turkey, or companies are not aware of the external resources available to them. 
 

Table 5. Statistics for the items related to self-development factor 

Items Self-Development No of 
Items N M SD CA 

Q11 Are your employees voluntarily joining the trainings? 9 50 4.14 .70 .84 
Q12 Do you think your employees are able to spend a few 

time (15, 30 or 60 minutes) for improving themselves 
during any part of the day (morning, afternoon, 
evening, or night)? 

  3.56 .86  

Q14 Do your high and mid level managers believe that 
self-development of employees may strengthen the 
position of the company in the market? 

  4.28 .67  

Q18 Is it possible to create a budget for implementing e-
learning in your company? 

  3.42 1.07  

Q19 Have you ever discussed that e-learning might be 
able to help the company achieve current or future 
goals and a budget should be arranged for an e-
learning initiative? 

  2.92 1.44  

Q20 Do you think the organization of your company is 
appropriate for e-learning? 

  3.68 1.02  

Q27 Do the majority of your employees in human 
resources (or personnel or training) department 
believe that training may strengthen the position of 
the company in the market? 

  4.22 .93  

Q29 According to your instincts, do you think your 
company is ready for e-learning?     

  3.64 .85  

Q30 According to your instincts, do you think your 
employees are ready for e-learning? 

  3.34 .80  

 
 
Another area of improvement relates to the self-development factor. Its mean score, although higher than 
expected level of readiness, was the second lowest score among the factors. Table 5 provided the questions 
regarding this factor. As can be seen from this table, except the questions 19 and 30, the mean scores of all the 
questions were higher than the expected level of readiness. Question 19 (MQ19=2.92 < Melr =3.41) was related to 
discussing adopting e-learning and establishing a budget for it. This can be related to the results of the questions 
22, 23 and 24. If the participant companies had experienced human resources departments and an early adopter 
(a champion) they could begin to think about implementing e-learning. Discussion about how e-learning can be 
beneficial for an organization can be regarded as a good starting point for adopting successful e-learning. 
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Question 30 (MQ30=3.34 < Melr=3.41) was about the participant managers’ self-efficacy beliefs for their 
employees’ readiness for e-learning. This can also be related to the lack of experienced human resources. The 
participant managers have expressed that their companies were overall ready for e-learning in the Question 29; 
but, the results for the Question 30 show that they did not feel that their employees were ready. 
 

Table 6. Statistics for the items related to technology factor 

Items Technology No of 
Items N M SD CA 

Q2 Do your employees have access to computers to be 
able use individually at work? 

11 50 3.88 .98 .89 

Q3 Do your employees have access to Internet and/or 
Intranet at work? 

  3.64 1.05  

Q4 Do you think your employees are able to access 
Internet and/or Intranet outside the workplace (from 
home, Cafe, etc.)? 

  3.32 1.04  

Q5 Do your employees posses the basic computer skills 
(such as keyboarding, using mouse, creating, saving, 
editing files, etc.)? 

  4.08 .85  

Q6 Do your employees posses the basic Internet skills 
(such as e-mail, chat, list serve, surf, etc.)? 

  3.68 .99  

Q7 Are your employees able to read and learn, or follow 
the direction on a computer screen to accomplish a 
task? 

  4.02 .91  

Q8 Are the majority of your employees willingly using 
technology (computers) in routine/daily tasks?   

  4.18 .72  

Q9 Did the majority of your employees accept any 
technological innovation (e.g. start using digital 
documents instead of hard copies) in routine/daily 
tasks?     

  4.08 1.12  

Q13 Do your high and mid level managers think 
positively toward the technological interventions in 
daily/routine tasks? 

  4.38 .57  

Q16 Has any change that required the use of technology in 
daily/routine task been accepted by the majority of 
high and mid level managers? 

  4.18 .56  

Q17 How would you call your company in terms of 
investing on technology according to past 
experiences? 

  4.50 .65  

 
 
Additionally, Table 6 illustrates that the managers also think that their employees are not able to access Internet 
and/or Intranet outside the workplace, such as home or Cyber Café (MQ4=3.32 < Melr=3.41). One of the 
important benefits of e-learning is its capability of providing flexible training time and place. Access to 
computers and Internet might be challenging for an e-learning initiative. Bearing this in mind, e-learning 
adopters should take into consideration this critical issue and, perhaps at the beginning, offer varying access 
opportunities for their employees, such as encouraging them to use the computers at their workplaces during 
after hours or allowing them to borrow the company’s computers during training. 
 

Table 7. Statistics for the items related to innovation factor 

Items Innovation No of 
Items N M SD CA 

Q10 Did the majority of your employees accept any 
organizational change or any change in a daily task 
occurred in your company (e.g. start implementing 
total quality management, etc.)? 

4 50 4.02 .71 .45 

Q15 Has any organizational change (e.g. total quality 
management) been accepted by the majority of high 
and mid level managers? 

  3.90 .95  

Q26 Has your human resources (or personnel or training) 
department adapted the past changes easily? 

  3.96 .81  
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Q28 Are there any internal or external politic or legal 
issues that might be barrier to the adoption of an 
innovation (such as e-learning)?   

  4.25 .72  

 
 
Nonetheless, Table 7 shows that respondent managers perceive their companies’ levels of adapting innovations 
quite high. 
 

Table 8. Statistics for resources, skills, and attitudes 
Construct N M SD 

Resources 50 3.412 .64 
Skills 50 3.56 .62 
Attitudes 50 4.04 .53 
 
 
Table 8 illustrates the mean scores of participants’ responses for resources, skills, and attitudes that exist in their 
companies. The results reveal that companies are barely over the expected level of readiness in terms of 
resources they have (Mr=3.412 < Melr=3.410). As illustrated in Table 2, questions numbered 1, 2, 3, 4, 18, 19, 
21, 22, 25, and 28 are considered under the resources category. Tables 3-7 shows that half of these questions (1, 
4, 19, 22, and 25) have lower mean scores than the expected level of readiness (Melr=3.41). Among this half 
majority are related to the people, or human resources. This analysis also shows that the companies in Turkey 
need more educated employees, e-learning champions, and outside vendors, and resources.   
 
Table 8 also indicates that companies are ready for e-learning in terms of skills but need to improve themselves 
in the area of human resources. As can be observed in tables 4-7, Questions 23 and 24 are the only items that 
have lower scores than the expected level of readiness and are related to people, or the human resources factor.  
 
In addition, the results indicate that companies in Turkey are almost completely ready for e-learning in terms of 
attitudes. In this category, only the mean score for Question 30 (Table 5), concerning the participant managers’ 
beliefs about readiness of their employees for e-learning, is lower than the expected level of readiness.     
 
Briefly, the results of this study reveal that the participant companies in Turkey are, overall, ready for e-learning, 
but they need to improve their human resources in order to launch effective, efficient, and attractive e-learning 
projects.  
 
The lack of effective human resources departments can easily be associated with the current status of human 
resources educational programs in Turkey. Currently, there is no program focusing on human resources 
development in Turkey. Until 2001, there was a unique program called the Educational Communications and 
Planning in School of Communication Sciences of the Anadolu University. The program concentrated on adult 
education and included three emphasis areas, one of which was human resources development. Most of its 
graduates were employed in human resources departments of private and public sector companies. According to 
legislative changes, the program administrators had to change its name and the curriculum. Its emphasis shifted 
to communication studies. However, several selective courses on human resources development have been kept 
in the curriculum. In addition, other programs in Turkey, such as those in business management and industrial 
engineering, include courses on human resources development. Similarly, some graduate level programs in 
education deal with adult education and in-service training.  
 
Human resources development is considered to be under the management and industrial engineering fields as 
most companies employ graduates of these programs. According to the data gathered in this study, for example, 
only 1 participant has a degree in education while 14 have in business management and finance, 15 in 
engineering, and 13 in varying fields such as law, pharmacy, and statistics (7 participants did not responded to 
this question).  
 
 
Relationship between Managers’ Demographic Characteristics and Their Perception of Readiness 
 
The second question of the study examines the differences that occur in the overall score for e-learning readiness 
due to respondent managers’ demographic characteristics such as gender, age, education level, and computer 
experience. An independent sample t-test analysis has been conducted to see of gender makes any difference in 
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the participant managers’ perception about their companies’ readiness for e-learning. The results of this analysis 
are summarized in Table 9. According to the results, although females’ mean score is (Mf=3.81) higher than 
males’ score (Mm=3.69), the difference between female and male scores is not statistically significant.  
 

Table 9. t-test results for gender 
Gender N M SD Df Sig. (2-Tailed) 

Female 12 3.81 .39 48 .50 
Male 38 3.69 .58   
 
 
A series of one-way between-groups analyses of variance (ANOVA) were performed to observe if the overall 
responses of the participant managers differ according to their age groups, education levels and computer 
experiences. There was no significant effect of the age groups, education levels, and computer experiences on 
overall scores.  
 
 
Conclusions and Recommendations 
 
This descriptive study using survey data indicates that the companies surveyed, are, overall, ready for e-learning, 
but they need to improve themselves, particularly in the area of human resources, in order to be able to 
successfully implement e-learning. Moreover, the study confirmed that the personal characteristics (gender, age, 
education level, and computer experience) of the participant managers have no effect on their overall perception 
for the organizational readiness.   
 
According to Rogers (2003), an early adopter’s existence, past experiences and education level may be 
influential on the adoption of an innovation. It stands to reason that, at least in the short run, companies in 
Turkey should try to find people who are experienced in e-learning and then support them in their efforts to 
diffuse the innovation in their organizations. Moreover, Turkish companies should start using at least basic 
technologies, such as videocassettes, for training so that their employees and human resources department staff 
can have experience in learning from/with technology. It is also recommended that companies should try to 
employ people who have more years of formal education, and encourage and provide opportunity to their current 
employees for further education. In the long run, companies should collaborate with higher education institutions 
to develop specialized human resources development degree and certificate programs, with the end result that 
they will have more experienced and capable human resources departments. This type of collaboration may also 
result in building a scientific body of knowledge that would guide human resources development in Turkey.   
 
On the other hand, the researchers do not claim that the factors and the questions used in this survey instrument 
are ultimate factors and questions for assessing e-learning in an organization. More factors and questions can 
easily be added or subtracted (i.e., the researchers first came up with 83 questions and later decreased those to 
30). However, the questions provided in this instrument represent some of the significant issues organizations 
face when adopting e-learning as found in other instruments in the literature. Managers of Turkish companies as 
well as manager in different countries can, therefore, regard this survey instrument as a starting point for 
discussing the effectiveness of e-learning in their organization and the improvements needed to launch and 
maintain a successful e-learning initiative.  
 
The researchers also believe that conducting the survey instrument with more than one manager of a company 
might provide more reliable and verifiable data on its e-learning readiness since this assessment model relies on 
the self-reported perceptions of users. For instance, it can be carried out with managers and employees from 
different departments; and then, the results of these assessments can be analyzed. Such a use of the survey 
instrument might result in more accurate insights about important issues regarding a company’s readiness. 
 
It is also suggested by the researchers that several methods can be employed to assess the reliability and validity 
of this survey instrument. For instance, the researchers are in the process of conducting a case study with one of 
the companies who participated in the survey. The researchers expect to gather qualitative and quantitative data 
on the factors identified for the assessment of organizational readiness for e-learning. Additionally, a factor 
analysis of the survey instrument might also be beneficial if the required participant size can be achieved. 
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Product details:  
Product Name:  Integrity 
Product Category:  School/Polytechnic/University software  

Education /Software/Teaching/Learning/Assessment/Tool  
Developer/Publisher:  Castle Rock Research  
Website  http://integrity.castlerockresearch.com  
Product Price:  Purchasing is via the online web site. Integrity website provides 3 different types for 

licenses of use and there is also available a 30 days free trial version. The license prices 
vary according to the number of users to conduct test analysis or the amount of 
examinees taking the test to be analysed. 
For instance, a 100 users license to conduct test analyses for groups of less than 500 
examinees will cost $5000.00 (CAD) [3355.30 Euro].  

Contact:  integrity@castlerockresearch.com 
 

Snapshot review:  Maximum Rating 5  
Ease of use  4  
Ease of navigation  5 
Documentation  5 
Price/value ratio  Dependant on usage and application  
Pedagogical 
foundation  

5  

Instructional values  4  
Interactivity  5 
 
 
Brief product overview  
 
Integrity is a secure online application designed to analyze multiple-choice test data and to evaluate the statistical 
integrity of tests, and the academic integrity of students taking tests by means of leading-edge collusion detection 
analysis. The collusion detection features of Integrity allow clients to investigate cases of examinees who may 
have engaged in collusion on tests. Integrity should be used in conjunction with existing practices (such as 
having test invigilators patrol in the test writing area and spacing examinees out in a room) which test 
administrators use on a regular basis. These practices do not assume examinees are cheating, but are put in place 
to reduce the possibility that any collusion will occur. 
 
Integrity services are intended not just for assessment experts who wish to evaluate the statistical performance of 
tests, but also for anyone who administers multiple-choice tests in any setting (e.g., high school, certification 
examinations, post-secondary). 
 
Security and client confidentiality are ensured through strong encrypted Internet connection to Integrity servers. 
Client data are only accessible through an authenticated session, and clients are free at any time to permanently 
delete their data from Integrity servers. 
 

 Services included 
A multiple-choice test, to be analysed by Integrity, is named as job in the application.  Integrity uses data files of 
the job submitted by registered clients to provide detailed item-level and test-level statistical information, as well 
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as detailed statistical collusion detection reports. The access to all application functionalities is supplied by a link 
toolbar in the top area of the Home page. Those functionalities and services can be grouped in to the following 
sections: 

o Job list: Is the section on charge of data file submission and job management. It contains the list of 
all jobs submitted by user to the system. This section allows users to add or submit new jobs and to 
track the progress of the submitted jobs. In this page user can see when every job is completed and 
reports for that job are ready to be viewed through the appropriated link to the report document.  

o System management that includes the System Status, Admin and User Profile sections. 
 System Status: That section provides access to information about server status and data 

about the application performance history. 
 Admin: It allows users to view information about the model license they purchased. 
 User Profile: Registered users have access and can modify the information related to their 

personal data and login information.  
o Support: This section lets registered users to communicate with Integrity support team through 

web-based email system. 
o Knowledge base: This page contains links to a number of documents, grouped in different sections 

and designed to maximize user experience with Integrity. 
 Tour section presents a step-by-step guide of Integrity functionalities for new users.  
 Quick start guides section includes a set of links to documents, that guide users in their 

interaction with the services provided by Integrity, and also help them in the interpretation 
of every analysis results. 

 Glossary section supplies a list of terms used within Integrity and detailed definitions and 
explanations associated with each term. 

 Frequently asked questions (FAQ) section provides access to the page containing a 
comprehensive review of questions from the system users. That page is update on regular 
basis. 

 Useful links section presents a list of interesting sites, which contain information that can 
be helpful to enhance the analysis conducted by Integrity users. 

 System requirements  
o Internet browser installed in the client desktop. Internet access connection must be available.  
o A license of use must be granted to the user. Once signed up, clients can access Integrity from 

anywhere in the world through an Internet connection.  
 Installation and de-installation  

o There is no other installation needed for Integrity. Once the user purchases a license, her password 
is issued. Then, the registered client using that password along with her e-mail address can log in to 
Integrity website and start a secure session with Integrity back-end servers. Every time the user 
ends her work with the application, she should close the secure connection by logging out the 
session. 

 Costs: Integrity purchasing can be made on-line using the following url: 
http://integrity.castlerockresearch.com/store/default.aspx  

 
There are three different types of license and their prices vary according to the number of users to conduct test 
analysis or the amount of examinees taking the test to be analysed. 
 
As at 28 July 2005 the following options were available: 
License type  Prices Main features 
Standard license 
model 

From $70.00 (CAD) for a single 
user up to $5000.00 (CAD) for 
100 users 

License suitable for organizations or individuals 
interested in conducting test analyses for groups 
(e.g., classes) of less than 500 examinees.  
Each license has a limit of 30 jobs per year and 
a maximum of 500 examinees per job. 

Professional 
license model 

From $1000.00 (CAD) for 25,000 
examinees up to  
$12000.00(CAD) for 750,000 
examinees 

License suitable for organizations or individuals 
interested in conducting test analyses for groups 
(e.g., jurisdictions) of greater than 500 
examinees and up to 750,000 examinees. 
Each license option has a limit of 300 jobs per 
year. 

 Custom license 
model 

You can contact Integrity team by 
integrity@castlerockresearch.com

If you are an individual or an organization 
interested in custom service solutions (e.g., 
hosting Integrity on your networks 
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Discounts are offered to clients who purchase multi-user licenses and/or multi-year licenses. 
 
 
Using the system 
 
All registered clients using their password along with their e-mail address can log in to Integrity website and 
start a secure session with Integrity back-end servers. At that time, their Home page is presented like in Figure 1 
and users should select Job list link to submit information to Integrity to start their test analyses. 
 
The homepage is structured in four different horizontal areas, which provide access to all application 
functionalities and services. In the head or top area is located a link tool bar that supply access to the services we 
had described in the overview. Below is the contextual help area where is presented help information related to 
the service or functionality that is represented next in the functionality area.  The functionality area is used to 
represent to the users each one of the Integrity services and functionalities. The bottom or foot area of the page 
includes links to other Integrity information such as FAQ, Contact and Requirement pages. The design of all 
Integrity web pages follows the aforementioned structure, for that reason the rest of screen shots we present in 
this review only include the functionality area. 
 

 
Figure 1. Integrity home page 

 
 
Job list  
 
The user job list page lists all jobs that user has submitted as shown in Figure 2. A job is a multiple-choice test, 
which is to be analysed by Integrity. The tracking information of each job is presented in this page: it name, 
when it was submitted and completed, and data about the progress of it processing. To submit new job, the user 
must click the "Add a job” button. Then the user will be guided through step-by-step procedure to submit the 
job. 
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Figure 2. The user Job list page 

 
 
Step 1. Defining the job 
 
In this step, the user must provide information regarding to the test data she will submit to Integrity for analyses 
and to receive reports. On this page, the user will be asked to name the job, submit a key data file that contains 
the answers key for the tests; submit a test file with the information of every student answers to the test. 
 

 
Figure 3.  Step 1- Defining the job 

 
The user must also state the number of items on the test, select whether or not writing center or group 
information is contained in the data file and, select whether or not the user wants to specify subscale information. 
Later information allows Integrity to perform comparison analyses based on students group, centres or 
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knowledge topics that are subject of evaluation through the test. When all information has been entered on this 
page form, the user should click in the “Next step” button to go the Step 1-A for defining the number of 
responses for each test item. 
 
 
Step 2. Verification of the data files 
 
In this step, Integrity verifies if the information contained in the submitted key and data files has a proper 
correspondence with the information provided by the user in previous step. If an error (e.g the number of items 
specified by the user is not equal to the number of items found in data and key files) is identified, that error 
information is displayed in the Verification page, and the user must go back to previous steps to fix that error. In 
the case that Integrity does not find any problems, summary information regarding to the job is presented to the 
user. If the user is agree with that information can go further to the next step to select the type of analysis she 
want to conduct.  
 

 
Figure 4. Step 2: Verification of data files 

 
 
Step 3. Options 
 
The user can specify which are the options for analyses and processes she needs Integrity to conduct through this 
Options page. The available options are Perform collusion detection, Generate overall report PDF, Generate item 
statistics PDF and Generate data files. If no options are selected, Classical item and test statistics are 
automatically generated by Integrity, thus a basic report for the job will be produced. The last option (Generate 
data files) provides to the user with the examinee score information. Once the user has selected the desired 
option can go to the following step. 
 
Step 3-A. Collusion detection options 
 
Integrity presents this page only if the user had selected the option “Perform collusion detection” in the previous 
step. The user can choose which of the three available detection options she would like Integrity to conduct. 
Those options are: 

 All students: Integrity conducts the collusion detection analysis on all possible pair of students within the 
data file. 

 Specific students on all students: Integrity conducts pair comparison analysis of only the specified group of 
students from the all students set. 

 Only investigate specific students: Integrity conducts pair comparison analysis of only those students 
specified by the user. 
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Figure 5.  Step 3: Analyses and report options 

 
 
For the later options user must specify student identification numbers of the students, who will be included in the 
analyses. Once all the information has been entered according to the user needs, she can go to the Confirmation 
step. 
 

 
Figure 6.  Step 3-A: Options for collusion detection analysis 

Step 4. Confirmation 
 
This is the final stage of the job definition process. In this page, Integrity presents some summary information 
related to the defined job. That information includes the job name, answer key path, data file path, number of 
questions on the test and the optional analysis selected. The user must check if all of that information is correct 
before she submit the job to Integrity in order to conduct the analyses and produce reports. If there is some 
information the user would want to change before submitting the job for processing, she should click the 
“previous step” button to go the page on which she needs to make changes. 
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Figure 7.  Step 4: Confirmation of job options 

 
 
Job list page 
 
When the job is submitted to Integrity servers, the application presents again the Job list page. At that moment 
the user is allowed to track the progress of a job that has been submitted and is being processed. The job 
processing progress will be represented in the Stage and Progress columns. When a job is completed will be 
displayed in the Status column, and then reports for the job are ready to be viewed by clicking on the job name. 
 

 
Figure 8.  The updated user Job list page 

Job contents 
 
The user has access to this Job contents page by clicking on the job name in the Job list page and if the job was 
completed, a job summary page is presented. On this page are visualized all job data classified in different 
sections according to the processing options defined by the user. In this example, they are the Job profile and 
selected analyses reports Executive summary, Test statistics, Item Statistics, Collusion detection and Examinee 
scores. Integrity also allows user to download all those reports in PDF format. 
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Figure 9.  The summary information of submitted job 

 
 
The reports produced by Integrity, as can be seen in the Figure 10, are practical and easy to use in order to 
evaluate tests. If the user clicks on each of statistical method detailed information can be viewed and valuable 
tips to improve their performance are also provided. 
 

 
Figure 10.  Summary of Collusion detection report for the submitted job 
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Downloads 
 
This section presents to the user a list of files or data that are either being processed or are ready to view and 
download. When files or data are available for download, next to each file name will appear a link named 
“Download now” to retrieve that file. 
 
Integrity only keeps those report PDF files during a month, after that time those files are purged from the system. 
 

 
Figure 11.  Downloads page for job reports 

 
 
Main features and strong points 
 

 Main features: The item and test information generated by Integrity, provide educators with tools to evaluate 
the performance of the tests they administer to examinees and improve the performance of their tests and 
items.  Integrity also supplies to clients with an advanced research-based tool for collusion detection that 
allows them to investigate the possibility of collusion among examinees.  

 Integrity uses five separate methods of detecting collusion, which examine all possible pair of examinees. 
Academic researchers developed each of these methods and they have been published and peer-reviewed in 
academic research literature prior to the development of Integrity. 

 Integrity is an online application that free customers of downloading and installing updates or to periodically 
purchase an updated version of the software to take advantages of improvement or new features. 

 Statistical analyses of large data sets, such as those for collusion detection analysis, are processor-intensive 
and need certain requirements of operating systems, memory, and processor speed. Those analyses can take 
substantial time when large samples are processed on one desktop computer. Integrity servers process the 
data submitted by customers in a fraction of the time it would take one desktop computer to analyze the 
same information independently of client desktop platform. Thus, users who do not have access to up-to-
date computer technology can also use the services provided by Integrity. 

 Security and client confidentiality are ensure through strong encrypted Internet connection to Integrity 
servers. Client data is only accessible through an authenticated session, and clients are free at any time to 
permanently delete their data from Integrity servers. 

 The application servers have a very good performance and anytime server maintenance was done or new 
version was uploaded to servers, users were advised avoiding services unavailability problems. 

 The supporting documentation, included with Integrity, guides users in interpreting the statistical 
information in practical terms. It combination with the high-quality statistical reports produced by Integrity 
allows educator who do not have specific training in the area of educational and psychological measurement 
to effectively evaluate and improve the performance of their tests. 

 The reports produced by Integrity are detailed, practical, easy to use, accessible in .html, and .pdf formats, 
and they can be downloaded to the client desktop. 

 Application web interface is well structured and designed to effectively help users in their tasks.  
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 Contact with the developers was straightforward and their replies to any queries were received promptly. 
 
 
Criticism and suggestions 
 
We had found just a drawback in the web interface design for the job definition process prior to it submission to 
Integrity. The process is guided step by step but there are not available links to each individual and numbered 
step. The problem arise when the verification of introduced data is done almost at the end of the submission 
process and an error is found, then user needs to make changes in some particular step previous to Verification.  
But she has only a way to go back to that step by means of "previous step" button and once that step is reached, 
the user must start again the process of submission from that step. That procedure is cyclic error-prone because 
users can introduce other errors and then, she must begin again the same process. 
 
 
Conclusion 
 
The system achieves its objectives to assist in the evaluation of the tests which Integrity users administer to 
examinees in order to improve the performance of their tests and items. And also Integrity effectively helps it 
clients to investigate cases of examinees who may have engaged in collusion on tests by means of advanced 
research-based tool. Integrity uses five separate methods of detecting collusion, which examine all possible pair 
of examinees. Academic researchers prior to the development of Integrity developed each of these methods, and 
they have been published and peer-reviewed in academic research literature. 
 
The web based user interface has a consistent design with clear and quality graphics, and allows easy and 
intuitive navigation. The reports produced by Integrity include high quality graphical representation with 
supporting documentation that helps users to effectively understand the statistical information in practical terms. 
 
Overall, it helps academic staff to evaluate the results of examinee tasks and to improve the quality of designed 
multi-choice tests. 
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Site URL: 
http://www.ompersonal.com.ar 
 
Site title: 
OM Personal Multimedia English 
 
Objective of the site: 
The objectives are not stated explicitly in the site. However, one can infer that the basic aim is to provide 
learners of English with multimedia sources in English.  
 
 
Intended audience: 
The site seems to be useful for both students of English (especially for those whose native language is Spanish) 
and teachers of English.  
 
 
Domain related aspects: 
It is an educational site and it focuses on teaching English. The site provides audio and text materials in English 
and explanations in Spanish.  
 
The content of the site is original and although it is a commercial site, all the content is free to those who are 
registered (registration is free.) 
 
 
Structure of the site: 
“OM Personal Multimedia English” site is basically divided into four sections: 

 Learning and practice 
 Listening Comprehension 
 Reading Comprehension 
 Extra Edutainment 

 
Under the section headed “Learning and practice”, there are pages related to basic elementary course, tests, 
dialogues, exams and common errors in English. “Listening comprehension” hosts songs, conversation and 
dialogues from movies, and everyday dialogues. “Reading comprehension” provides reading passages, dialogues 
and e-books written in English, which I think is a valuable source. “Extra Edutainment” provides games, 
cartoons and some lyrics.  
 
 
Usefulness and richness of each topic: 
The site provides learners of English with a variety of materials in English not only in text but also in audio and 
pictures. It seems that it is rich as regards the materials provided.  
 
As far as the educational value is concerned, I strongly recommend this site to learners of English. 
 



269 

Connectivity: 
I did not have any problem in having accessing to the site. I tested the connection speed through ADSL 
connection and modem connections and no problem occurred. No special software is needed to access the site. 
However, to listen to audio files and access to the materials designed with flash, it is required to have a media 
player and a flash player, which are freely available on the Internet (Winamp for example). 
 
 
Interface related aspects: 
 
The layout of the website 
The layout is good and the links to the pages in the site are clearly identifiable. However, the animations on the 
links are a little bit distracting. 
 
Site structure 
The structure of the site is clear and you can easily find what you are looking for with clear titles and links. 
 
The background color is not distracting, fonts are readable and the links are clearly identifiable.  
 
Navigation 
You can navigate easily. There are some icons and some animations to make the navigation attractive. It has also 
a site map. 
 
Search facilities 
No search facility is provided. 
 
 
Overall issues: 
The site is supported by a commercial firm and all the contact details of the site owners are clearly stated. The 
site includes some banners; however they are not distracting, they are just related to the content itself provided 
by the site owners. Also, the advertisement is clearly differentiated from the main site content.  
 
The site is regularly updated (once a month) and the members of the site are informed about each update. In 
addition, on the main page new content is announced. I have checked the external links to other sites and none of 
them led to any failing to connect messages. 
 
Other comments: 
The site is rich as regards the content and most of the materials on the site are supported with audio materials. 
The exercises are not just mechanical and it provides the learners with lots of reading and listening through 
songs and dialogues. However, some of the texts and words are converted to audio versions through text-to-
speech programs, which resulted in robotic sounds. Instead of a program (because of the current limitations of 
this technology), a native speaker should read these texts and words.  
 
The multimedia course for learners of English at elementary level is clearly fascinating since audio files are 
provided and communicative needs are taking into consideration and what is better, although the site is 
supported by a commercial firm, all the content (more than 4500 pages) is open to access without any payment.  
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