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Abstract 

 
The ongoing effort by the Internet Engineering 
Task Force (IETF) in recent years has resulted in 
two technologies for support of Quality of 
Services (QoS) in the Internet. They are Integrated 
Services Network and Differentiated Services 
Network, commonly known as int-serv and diff-
serv. The scalability issue is considered as the 
major differentiator in the performance of these 
two technologies and has proven  to be best in a 
diff-serv network. An agent-based architecture 
through the implementation of a broker between 
different networks is the central idea and is called 
Bandwidth Broker (BB) which can be used in  
such diff-serv networks. Where efforts are still 
going on to provide a proper QoS, this paper 
presents a review of various issues related to the 
implementation of a Bandwidth Broker and 
proposes a revised scheme for achieving end-to-
end guarantees for better QoS over the Internet. 
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1. Introduction 

 
Currently the Internet provides Best-Effort (BE) 
service to a wide variety of users where all 
transmissions are considered equal without any 
guarantee of delivery. The transition from 
traditional applications such as data, e-mail and 
file transfer to more sophisticated types of 
applications such as voice and video over the same 
Internet infrastructure has encouraged researchers 
to devise methods for providing QoS to these new 
applications in a better way. The framework for 
new Internet architectures has been developed with 
an eye to support two main category of 
applications:  one    requiring     timely delivery  of  
 

 
 
services called Delay Sensitive and the other 
requiring services without loss of any information 
called Loss Sensitive applications. Hence we 
consider delay and loss of information as the two 
prime factors to minimize within an information 
flow and maintain satisfactory QoS amongst    
different   types   of applications. Also, the 
transition to accommodate these new emerging 
applications has resulted in differentiation among 
various services. Such differentiation can well be 
achieved once the Internet starts classifying 
different user applications on the basis of their 
performance factors e.g. delay, loss, throughput, 
bandwidth, etc. As part of the ongoing research in 
the area of QoS, the Internet Engineering Task 
Force (IETF) has come up with certain models and 
they are defined as the Integrated Services 
Network (int-serv) and Differentiated Services 
Network (diff -serv). The IETF and various other 
research organizations are working towards 
standardization of a future Internet where different 
services will receive different treatment according 
to their requirements. Such a model is essential to 
support a wide range of services as per their 
requirements differentiating the service needs of 
one from the other and has been referred to as 
Differentiated Services (diff-serv) Network. 
     The central idea of implementing a diff-serv 
architecture comes fro m the use of the Type Of 
Services (TOS) field of IPv4 or service type field 
in IPv6, consisting of 1 byte. This 1 byte of 
information has been used to assign a particular 
value to different traffic types through which 
different priority level of services amongst them 
can be established. Currently 6 bits are used to 
assign 64 different priority services and 2 bits are 
unused. This 1 byte information in the IP header 
has been redefined as the Differentiated Services 
Code Point (DSCP) which defines a base set of 



 

packet forwarding treatments called Per-Hop-
Behaviors or PHBs. Packets generated by different 
users can be marked in their DSCP field and 
several differentiated service classes can be 
created. Such a scheme of handling packets can be 
viewed as essentially a relative priority scheme. 
The Internet is basically organized as an 
interconnection of individual networks called 
Autonomous Systems (ASs), each one under 
separate administrative control. Initially hosts may 
request their ISPs for allocation of resources to 
send their traffic over the Internet. The ISPs in 
return check corresponding resources as requested 
by the hosts and, if the resources are available, 
inform the hosts with a positive response, 
otherwise the request from the hosts is simply 
denied. Once the request from the host is accepted, 
the hosts must supply their traffic according to the 
initial agreement. In case extra traffic is sent by the 
hosts, it may either be dropped at the entry point 
into the network or else renegotiation between the 
hosts and the ISP must be done to accommodate 
this extra traffic. Hence the devices situated at the 
entry point (Ingress routers) can be configured to 
perform the following functions: 

1. Traffic classification 
2. Traffic aggregation according to the DSCP 

set by the users 
3. Mapping DSCP into their respective PHBs  
4. Traffic policing 
5. Signaling the ISPs for resource allocation 

    Resource management plays an important role 
in order to support a proper QoS in the Internet. 
The diff-serv architecture can be designed to 
handle the issue of resource management in 
different ways. A two -tier architecture has been 
implemented to allocate resources to the users in 
two levels [1]. They are, intra-domain resource 
management and inter-domain resource 
management schemes. In intra-domain resource 
management, each domain is responsible for 
allocating resources internally using a certain 
scheme. As suggested in [4], a logical entity called 
Subnet Bandwidth Manager (SBM) can be 
employed in doing this job inside a domain. Then 
inter-domain resource management enforces some 
agreement between different domains to allocate 
resource. A bandwidth broker is considered as the 
logical entity in charge of resource management 
for allocating inter-domain resources. Various 
works related to such resource management issues 
are reported in the past [1,5,6,7] for achieving a 
desired QoS. This paper identifies the basic 
requirements to achieve QoS from the users 
perspective and how to achieve them without too 
many complexities in implementation.   In the next  

section we provide a summary of these methods of 
implementing Bandwidth Broker. Section 3 
describes our proposed scheme and a prototype 
test bed to implement them. In section 4 we 
provide our future work and conclusions in section 
5. 
    
2. Bandwidth Broker and resource 
management 
 
  A Bandwidth Broker (BB) is an agent designed to 
negotiate resource allocation between a user 
network and ISP, and resource negotiation 
between different ASs in support of QoS. Figure-1 
shows different situations of the bandwidth broker 
in an interconnected networking system. 
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 Figure-1. Negotiation of Service Level 
Agreement (SLA) 

 
As shown above, a host in user network A wants 
to send information to a host in user network B. 
The user networks are directly connected to their 
respective service providers (ISPs) and the ISPs 
are connected to each other. Each ISP has an entity 
called a BB situated within it and these are the 
elements which resolve the following issues of the 
users in the network: 

1. Management of internal resource 
distribution to the user network 

2. Negotiation for resources with neighboring 
ISP 

   Also as shown in the figure above, there are two 
different types of negotiations taking place in 
order to provide the connectivity for flow of 
information between these two user networks. 
According to the diff-serv terminology, all the user 
networks and the ISPs are treated as diff-serv 
domains and these domains include the following 
components for proper flow of traffic within them 
as shown in figure -2: 
  a. Ingress router: The ingress router encounters 
the traffic flows entering a domain and this is the 
point where major control functions (shaping, 
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policing, filtering etc.) are executed on the flows 
depending on the Service Level Agreement (SLA) 
of the flow specs. 
b. Egress router: This is the point where traffic 
leaves the network and it may be necessary also to 
execute the same or a part of the control activities 
as are performed at the ingress router.  
c. Core router: core routers are the intermediate 
ones between the ingress and the egress ones and 
are generally configured to have a greater capacity 
than the routers discussed above. Their basic 
activities are to collect and forward the traffic 
streams on the basis of the destination address in 
the packet header. In terms of functionality, apart 
from forwarding the traffic, necessary 
consideration must be given not to overburden the 
core routers, otherwise the QoS of time sensitive 
applications would be degraded further. 
 Figure -2 describes the location of these routers 
and their main activities in a diff-serv domain: 
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Figure 2. Location of different routers in a diff-
serv domain 
 
The diff-serv architecture relies on aggregated 
flow rather than individual per-flow traffic (as 
opposed to int-serv) passing through the routers. 
Such an aggregation is based on the DSCP as 
defined in the IP packet header. A database 
consisting of the traffic profiles and corresponding 
mapping to their DSCP may be maintained in the 
ingress router at the entry point into a diff -serv 
domain. This is also the location where after 
assigning the six bit code point to the packets of 
different traffic streams, the router does the job of 
aggregating (grouping) similar traffic flows and 
performs other jobs such as policing, traffic 
shaping and other related activities so as to ensure 
the flow agreement between the user and ISP is 
kept. After this the next router in the path, the core 
router, simply forwards the packets across the link 

until they finally exit through the egress router. In 
terms of functional loads, the core routers must be 
designed to handle less function in order to carry 
more traffic. If we overburden the core router by 
assigning the job of policing and shaping into it, it 
makes the whole process quite complex and 
ultimately degrades the QoS of the flows. Hence, it 
is always necessary to keep the design of the core 
router simple without overburdening it with such 
functions. 
    As we have stated earlier, resource management 
is one important aspect in order to achieve desired 
QoS in a heterogeneous environment thereby 
providing good scalability to any network 
architecture. The diff-serv architecture is designed 
to handle traffic flows on aggregated basis as 
opposed to per-flow in int-serv. This relieves the 
routers by maintaining less number of flow 
information within them. Hence diff-serv is the 
right candidate for this. Below we show how 
bandwidth resources can be well distributed 
amongst different candidates in the path of the 
traffic flows.  
     Consider a network connecting users serviced 
by an ISP for handling traffic flows in the Internet. 
The ISP containing our logical model of a BB 
basically monitors all the usage of bandwidth. 
Hence any request for initial bandwidth allocation 
and subsequently any request for extra bandwidth 
are only to be dealt with between the BB and the 
device requesting them. In this case the requesters 
are the two routers situated at the two extreme 
ends. Assume the total bandwidth available within 
the ISP for allocating to different user networks be 
M megabits. Assuming n different networks to be 
serviced by this ISP then gives a fair share as M/n 
Mbps. We have stated here the initial condition of 
allocating the bandwidth available within the ISP 
equally amongst those networks. However it may 
be worth mentioning at this point that in reality 
ISPs only allocate bandwidth as and when required 
by the users, resulting in an un-equal distribution, 
which is different from the one we are considering 
at the moment. Hence in our case each network 
gets an amount of bandwidth equal to M/n  Mbps. 
For maximum flows, this is the amount the egress 
router always confirms on the flow leaving the 
network. For simplicity, consider the network to 
support only two classes of traffic streams, the 
Explicit Forward (EF) type and the traditional Best 
Effort (BE) type; this M/n Mbps is divided 
between them. Assume further that, x% of the total 
resource is reserved for EF type with highest 
priority, then BE gets a bandwidth of (100– x)% of 
the total allocated resource. Such a bandwidth 
distribution amongst the applications is considered 



 

as a necessary but not sufficient condition for 
resource management.  In order to define the 
sufficient condition, one needs to look at the traffic 
profile and characteristics of various traffic 
encountered in the process. Below we present a 
review on different techniques for implementing a 
Bandwidth Broker.  
     In [1] a mechanism that dynamically adjusts the 
level of inter-domain allocated resources according 
to the level of traffic crossing domain boundaries 
is described. Initially the BB situated in each of the 
domains allocates a pre-specified amount of 
bandwidth to their respective egress routers. If 
there is an increased demand for bandwidth 
encountered by the egress router from its domain, 
the egress router informs its BB. In response to 
this the BB talks to the neighboring domain BB 
and finally this BB checks with its Ingress router 
about the extra bandwidth. If the ingress router in 
the neighboring domain after checking its internal 
resources, gives a positive response to its BB and 
in reply this BB replies positively to the BB of the 
requesting domain, the Egress router in that 
domain can go ahead accommodating the extra 
traffic; otherwise a denial message is sent to the 
source. Likewise a series of agreements between 
the Bandwidth Brokers of different domains will 
be required in an end-to-end basis. 
In [5] the granularity of the agreement between the 
Bandwidth Brokers of different domains has been 
considered as a key issue of the overall 
performance evaluation of diff-serv through 
signaling techniques. Here the authors present 
three different techniques  through which the 
negotiation process between the BBs can be 
handled. They are described as No notification, 
End-to-End notification and Limited notification. 
No notification also called the coarse-grained 
approach, reserves resources between the 
Bandwidth brokers situated in the domain and its 
neighboring domain and no further notification is 
propagated. Such a scheme does not allow end-to-
end guarantees, which circumvents the scalability 
issue. However it is suggested that the ISPs would 
measure the diff-serv traffic and overprovision 
their networks and their agreements with the 
adjacent networks to ensure adequate end-to-end 
performance. This is called the adaptive 
reservation scenario.  End-to-end-notification 
overcomes this which is similar to described in [1] 
but encounters the same complexity issues as int-
serv and suffer from the same scalability problem. 
Limited notification takes the approach to decrease 
the granularity of no notifications. This is achieved 
by not providing each flow or change in an 
aggregated flow which triggers notifications and 

suggest only limited notifications to be sent to 
further brokers. A comparison between these three 
techniques has made through simulation and it is 
stated that the Limited notification approach to the 
bandwidth broker signaling is a favorable option.   
 
  In [6] it is stated that resource provisioning in 
terms of bandwidth to high priority diff-serv traffic 
such as EF type can be done by assigning 99% of 
the available bandwidth of the slowest link in the 
end-to-end path. Relating this scheme to the 
Bandwidth Broker implementation, the BB can 
configure the edge routers properly so that QoS 
can be achieved for different traffic. Such a 
scheme can guarantee QoS for the high priority 
traffic streams. 
     Similar work on Bandwidth Broker 
implementation and resource management has 
been discussed in [7-10]. [12] Considers a 
different approach to BB for resource allocation 
and propose a hierarchical structure called 
Clearing House (CH) architecture. It is a 
distributed architecture where each CH node 
monitors traffic and network statistics 
continuously, adapts aggregate reservations within 
and across multiple domains, maintains intra or 
inter-domain reservation status and performs 
admission control. Taking such a distributed 
approach reduces the complexity within the routers 
and a better QoS for different traffic streams can 
be achieved. 
  All the above-mentioned schemes in some way or 
other does not truly satisfy the QoS requirements 
of different traffic streams with their 
implementation. As suggested in [1,3,4], the 
schemes are statically implemented and hence do 
not scale well. [4] Proposes a SBM, but our belief 
is that by combining the functions of both SBM 
and BB into a single entity can simplify the 
scheme and result in a scalable, extendable 
hierarchy.   In the next section we propose our 
prototype test bed for resource management 
through sophisticated BB mechanism in a diff-serv 
environment.  
 
3.Proposed Bandwidth Broker 
implementation 
 
    This section of the paper presents our proposed 
prototype test bed developed for implementing a 
single tier Bandwidth Broker architecture and tries 
to investigate its feasibility in a global scenario. To 
make our scheme as simple as it can be, we 
propose to implement a hierarchical Bandwidth 
Broker [l] with a limited notification scheme [5]. 



 

      Figure-3 gives the structure of our testbed.  
Initially we consider all the traffic generated by 
users is grouped into two PHB classes. They are 
EF and BE as discussed before. The BB situated in 
each domain initially allocates x% of the available 
bandwidth to EF class and (100-x)% to the BE 
class. The hosts generate different traffic and send 
them to their attached routers, which in our case is 
the Ingress router. Looking at the traffic profile, 
the Ingress router marks the traffic into two classes 
and groups it to forward across the core routers. 
Finally the Egress router situated at the other end 
of the domain forwards the traffic outside the 
domain to its destination. The BB maintains a 
client-server relationship with the edge routers in a 
domain. When extra bandwidth is requested by the 
host to send their traffic across the network, the 
Egress router requests its BB which monitors 
resource utilization within its own domain. This 
BB then talks to its immediate neighbor BB for the 
extra resource. If successful, the BB re-configures 
its domain routers and then traffic flows can be 
maintained across the network. In case the request 
is unsuccessful, the edge routers simply drop the 
extra traffic. The ingress router A in domain X and 
A1 in domain Y do the following activities: 

1. Traffic differentiation (marking) by 
looking at the traffic profile contained in 
the IP header 

2. Traffic aggregation 
3. Traffic policing  
4. Communicating with BB and Egress 

router 
 

                             
 
                                      

 
     
  
 
 
 
 
 
                      
     
     
     
  
    
  
 
 
                           Figure 3. Prototype model  
 

 Routers B, C in domain X and B1 in domain Y 
are the core routers, which do the job of simply 
forwarding the traffics across the path. Router D in 
domain X and C1 in domain Y are the Egress 
routers responsible for sending the traffic outside 
their own domain. Also these are the routers wh o 
request the BB for any extra resources. The routers 
in each domain run Interior Gateway Routing 
Protocol (IGRP) for maintaining routing activities 
whereas the two domains communicate with each 
other by running Border Gateway Protocol (BGP). 
We have considered these two protocols for 
implementing in our model because of high 
network convergence. All the routers are initially 
taken as Cisco 2500 series routers, though we have 
a plan to upgrade our test bed to Cisco 7200 series 
after successfully implementing the first version of 
our BB algorithm. The BB will maintain an active 
database of the following and monitor resource 
usage: 

1. Initial Bandwidth allocation to the routers 
2. A table containing available resource and 

its location 
3. A list of domains requested for additional 

resources  
 
   Also, as shown in the diagram, outside its own 
domain the BB only talks to the BB of its 
neighboring domain. This is as opposed to 
communicating with the egress router of the 
neighboring domain as given in [1]. The Ingress 
router in each domain separates the traffic streams 
into EF type (solid one way arrow) and BE type 
(dotted one way arrow). Also the Ingress and 
Egress routers in each domain communicate with 
their BB (two way arrow).  
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Though initial results  of our implementation are 
expected, we are optimistic about providing a 
better end-to-end QoS through this single-tier BB 
implementation. 
 
4.Future work 
For the future we propose to carry out experiments 
with a wide variety of applications having a large 
number of new PHB as opposed only to the EF 
and BE type. Since the BB should maintain 
relevant information about all the routers in a 
domain, a suitable mechanism and protocol could 
be utilized to provide secure communication with 
the routers and a local database could be 
maintained for storing such information.  
 
5. Conclusion 
 
     We have presented a summary of Bandwidth 
Broker and its relevance in resource allocation in a 
diff-serv architecture. Also, we have proposed our 
prototype model and BB architecture to provide an 
end-to-end QoS for different applications. Such 
end-to-end QoS management is essential for the 
future Internet that will carry a wide variety of user 
applications. Our solution is dynamic and we have 
simplified the BB scheme such that there is no 
SBM. We believe that our BB scheme can provide 
a scalable end-to-end QoS solution with a proper 
design and implementation. 
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