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Abstract

We describe an O(n4hmin{logU, n2 log n}) capacity scaling algorithm for the minimum
cost submodular flow problem. Our algorithm modifies and extends the Edmonds–Karp ca-
pacity scaling algorithm for minimum cost flow to solve the minimum cost submodular flow
problem. The modification entails scaling a relaxation parameter δ. Capacities are relaxed
by attaching a complete directed graph with uniform arc capacity δ in each scaling phase.
We then modify a feasible submodular flow by relaxing the submodular constraints, so that
complementary slackness is satisfied. This creates discrepancies between the boundary of the
flow and the base polyhedron of a relaxed submodular function. To reduce these discrepancies,
we use a variant of the successive shortest path algorithm that augments flow along minimum
cost paths of residual capacity at least δ. The shortest augmenting path subroutine we use
is a variant of Dijkstra’s algorithm modified to handle exchange capacity arcs efficiently. The
result is a weakly polynomial time algorithm whose running time is better than any existing
submodular flow algorithm when U is small and C is big. We also show how to use maximum
mean cuts to make the algorithm strongly polynomial. The resulting algorithm is the first ca-
pacity scaling algorithm to match the current best strongly polynomial bound for submodular
flow.
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1 Introduction

The submodular flow problem, introduced by Edmonds and Giles [4], is one of the most important
frameworks of efficiently solvable combinatorial optimization problems. It includes minimum cost
flow, graph orientation, polymatroid intersection, and directed cut covering problems as special
cases. To talk about running time we use n for the number of nodes, h for the time to compute
a single exchange capacity (defined below), C for the maximum absolute value of the arc costs,
and U for the maximum absolute value of the capacities. When we use C or U we assume that
those data are integral.

A number of minimum cost flow algorithms have been extended to solve the submodular flow
problem. The first such polynomial algorithm is due to Cunningham and Frank [2]. It generalizes
a cost-scaling primal-dual method. A variant of this algorithm, combined with the push/relabel
algorithm of Fujishige and Zhang [18], runs in O(n4h logC) time [24]. This is the previous best
weakly polynomial bound for submodular flow. A different cost-scaling approach is based on
cycle canceling [22], and achieves a running time of O(n4hmin{log(nC), n2 log n}). See [15] for a
recent survey of submodular flow algorithms.

The dual approach to scaling costs is to instead scale the capacities. The prototype capacity
scaling min cost flow algorithm is the Edmonds–Karp [5] algorithm that scales and then rounds the
capacities. Generalizing this to submodular flow is difficult because rounding a scaled submodular
function does not preserve submodularity. To obviate this difficulty, the algorithm in [19] adds
a small multiple of the strictly submodular function b (which is the symmetric cut function of a
complete directed graph with unit arc capacity) before rounding. However, the scaling scheme
discussed in that paper calls maximum submodular flow algorithms repeatedly, and hence requires
O(n7h logU) time.

An easier way to do capacity scaling for submodular flow was introduced in [23]. There the
submodular bounds are again relaxed by a multiple of b, but now only the relaxation parameter is
scaled instead of the data. The result was the first strongly polynomial capacity scaling algorithm
for submodular flow, but it again calls maximum submodular flow algorithms repeatedly and so
runs in O(n6hmin{log(nU), n2 log n}) time.

In this paper, we modify and extend the Edmonds–Karp capacity scaling algorithm to an
algorithm for submodular flow. A key innovation of our algorithm is a modification of Dijkstra’s
algorithm to efficiently handle exchange capacity arcs inherent in submodular flow. As in [19],
capacities are relaxed by attaching a complete directed graph with uniform arc capacity δ in each
scaling phase. As in [23], we relax the problem by a parameter δ, which is scaled. We then modify
our current feasible submodular flow so that complementary slackness is satisfied. This creates
discrepancies between the boundary of the flow and a base in the base polyhedron. To reduce
these discrepancies, we use a variant of the successive shortest path algorithm that augments
flow along min cost paths of residual capacity at least δ. Our shortest path algorithm is further
specialized to dynamically modify flows so that we can handle exchange capacity arcs efficiently.
This yields a weakly polynomial algorithm with a new run time, O(n4h logU), that is faster than
all other known submodular flow algorithms when U is smaller than C and nO(n2).

As in [23] we also show how to use (approximations of) maximum mean cuts to get a strongly
polynomial version of the algorithm. The resulting algorithm runs in O(n6h log n) time, matching
the best current strongly polynomial bound. We also show how our algorithms can be extended
to work for the case of crossing submodular functions.

The first strongly polynomial algorithm for the submodular flow problem is due to Frank
and Tardos [9]. This is an application of simultaneous Diophantine approximation and substan-
tially generalizes the first strongly polynomial minimum cost flow algorithm of Tardos [33]. A
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more direct generalization of the Tardos algorithm to the submodular flow problem is described
by Fujishige, Röck, and Zimmermann [16] with the aid of the tree-projection method of Fu-
jishige [13]. The latter algorithm combined with the improved primal-dual algorithm in [24] runs
in O(n6h log n) time, the current best strongly polynomial bound, which is also achieved by the
lexicographic cycle canceling algorithm in [22].

Our algorithm depends crucially on the sophisticated new technique of modifying Dijkstra’s
algorithm to deal with the exchange arcs inherent in submodular flow, while ignoring small resid-
ual capacity arcs. This novel technique is further extended in [21] to obtain the first combinatorial,
polynomial-time algorithm for the fundamental problem of minimizing a submodular function,
and used again in [20] to get the first fully combinatorial algorithm for the same problem.

In the same way that cost scaling is associated with cycle canceling, capacity scaling is asso-
ciated with cut canceling (see [32] for a survey of this for min cost flow). Although our algorithm
was developed as an extension of the Edmonds–Karp algorithm, it is also possible to see it as a
way of speeding up the cut canceling algorithm for submodular flow described in [23]. That is, it
is well-known that updating dual variables via shortest path distances from Dijkstra’s algorithm
can be seen as simultaneously canceling several cuts at once. From this perspective, our new
algorithm is a much faster version of the algorithm of [23], thus answering the open question of
finding such an algorithm. Thus the new algorithm merges the two seemingly different strands
of research of [19] and [23].

2 Preliminaries on Submodular Functions

In this section, we review some well-known facts about submodular functions, base polyhedra,
and exchange capacities. We re-prove many of the results for completeness, and cite the relevant
results in the monograph by Fujishige [14] for readers interested in more details.

2.1 Base Polyhedra

Let V be a finite set, and D ⊆ 2V be a distributive lattice with ∅, V ∈ D. A function f : D → R
is submodular if

f(X) + f(Y ) ≥ f(X ∪ Y ) + f(X ∩ Y ) (1)

holds for all X,Y ∈ D. We assume throughout the paper that f(∅) = 0. Then the base polyhedron
B(f) of f is defined by

B(f) = {x | x ∈ RV , x(V ) = f(V ), ∀X ∈ D : x(X) ≤ f(X)},

and x ∈ B(f) is called a base. For p ∈ RV , consider the linear program to maximize
∑
v∈V p(v)x(v)

on the base polyhedron B(f). An optimal solution is called a p-maximum base. Let p1 > · · · > pk
be the distinct values of p(v), and put Li = {v | p(v) ≥ pi}, the ith level set of p. A p-maximum
base exists if and only if Li ∈ D for every i. Let fp : D → R be defined by

fp(X) =
k∑
i=1

{f((X ∩ Li) ∪ Li−1)− f(Li−1)},

where L0 = ∅. The following theorems give properties of B(fp) that we will need.

Theorem 2.1 ([2, Theorem 6]) This fp is a submodular function with fp ≤ f , and x ∈ B(fp)
if and only if x ∈ B(f) and x(Li) = f(Li) for every i.
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Theorem 2.2 ([14, Theorem 3.15]) A base x ∈ B(f) is p-maximum if and only if x ∈ B(fp).

2.2 Exchange Capacity

For each v ∈ V , we define ~v ∈ RV such that ~v(v) = 1 and ~v(w) = 0 for w 6= v. For a base
x ∈ B(f) and a pair of distinct elements v, w ∈ V , we define the exchange capacity σ(x, v, w) by

σ(x, v, w) = max{α | α ∈ R, x+ α(~v − ~w) ∈ B(f)}.

Equivalently, the exchange capacity can be written as

σ(x, v, w) = min{f(X)− x(X) | v ∈ X, w /∈ X, X ∈ D}.

Given x ∈ B(f), the exchangeability graph w.r.t. x is the directed graph with node set V
and arc set Ex = {(w, v) | σ(x, v, w) > 0}. An arc (w, v) ∈ Ex is called an exchange arc.
For 0 < α ≤ σ(x, v, w) the operation x = x + α(~v − ~w) is called augmenting (w, v) by α. If
α = σ(x, v, w), then we say that this operation saturates (w, v).

In common with most other submodular flow algorithms we assume that we have an exchange
capacity oracle: the oracle takes input x, v, w and outputs σ(x, v, w) in h time. Thus our running
times will include a term in h for the number of calls to this oracle. Recent combinatorial
algorithms for submodular function minimization (see Schrijver [31] or Iwata, Fleischer, and
Fujishige [21]) have shown that an exchange oracle can be implemented using only an evaluation
oracle (whose input is X ∈ D and whose output is f(X)). This has in turn led to a new
submodular flow algorithm which needs only an evaluation oracle, see Fleischer and Iwata [7].

Lemma 2.3 ([14, Theorem 3.16]) A base x ∈ B(f) is p-maximum if and only if p(w) ≥ p(v)
holds for any (w, v) ∈ Ex.

Proof. The “only if” part is immediate from the definition of the exchangeability graph. To prove
the “if” part, Theorem 2.1 says that it suffices to show that x(Li) = f(Li) holds. For any pair of
w ∈ V − Li and v ∈ Li, it follows from (w, v) /∈ Ex that there exists a subset Xwv ∈ D such that
v ∈ Xwv, w /∈ Xwv, and x(Xwv) = f(Xwv). Then by the submodularity of f and

Li =
⋃
v∈Li

⋂
w∈V−Li

Xwv,

we obtain x(Li) = f(Li).

Lemma 2.4 The exchangeability graph is transitive. Namely, (s, v) ∈ Ex and (v, t) ∈ Ex imply
(s, t) ∈ Ex.

Proof. Suppose to the contrary (s, t) /∈ Ex. Then there must be an X ∈ D that satisfies t ∈ X,
s /∈ X, and x(X) = f(X). If v ∈ X this contradicts (s, v) ∈ Ex, but if v /∈ X it contradicts
(v, t) ∈ Ex.

Lemma 2.5 ([14, Figure 4.4]) Suppose (s, t) /∈ Ex and (s, t) ∈ Ey hold for a base y obtained
from x ∈ B(f) by y = x + α(~v − ~w) ∈ B(f) with 0 < α ≤ σ(x, v, w). Then s 6= v implies
(s, v) ∈ Ex and t 6= w implies (w, t) ∈ Ex.
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Proof. Since (s, t) /∈ Ex, there must be an X ∈ D that satisfies t ∈ X, s /∈ X, and x(X) = f(X).
If s 6= v and (s, v) /∈ Ex, then there exists an Y ∈ D such that v ∈ Y , s /∈ Y , and x(Y ) = f(Y ).
Submodularity of f and v ∈ X ∪Y imply that y(X ∪Y ) = x(X ∪Y ) = f(X ∪Y ), which together
with t ∈ X ∪ Y and s /∈ X ∪ Y contradicts (s, t) ∈ Ey. The t 6= w case is similar.

Lemma 2.6 ([14, Theorem 4.4]) For distinct nodes s, t, v, w ∈ V and a base x ∈ B(f), sup-
pose (w, v) ∈ Ex, (s, t) ∈ Ex, and (w, t) /∈ Ex. Then σ(y, t, s) = σ(x, t, s) holds for a base y
obtained by y = x+ α(~v − ~w) ∈ B(f) with 0 < α ≤ min{σ(x, t, s), σ(x, v, w)}.

Proof. Since f(X)− y(X) < f(X)− x(X) only if v ∈ X and w 6∈ X, and σ(·, t, s) only depends
on sets X with t ∈ X, s 6∈ X, it suffices to show that v, t ∈ X and s, w /∈ X imply f(X)−x(X) ≥
σ(x, t, s) + α. Since (w, t) /∈ Ex, there exists a subset Y ⊆ V such that t ∈ Y , w /∈ Y , and
x(Y ) = f(Y ). Then t ∈ X ∩ Y and s /∈ X ∩ Y imply f(X ∩ Y )− x(X ∩ Y ) ≥ σ(x, t, s). It follows
from v ∈ X ∪ Y and w /∈ X ∪ Y that f(X ∪ Y ) − x(X ∪ Y ) ≥ σ(x, v, w) holds. Therefore we
obtain f(X)− x(X) ≥ σ(x, t, s) + σ(x, v, w) ≥ σ(x, t, s) + α by the submodularity of f .

Lemma 2.7 ([14, Theorem 4.5]) Let x be a base of f . Suppose (w1, v1), (w2, v2), · · · , (wk, vk) ∈
Ex have distinct end-nodes and that i < j implies (wi, vj) /∈ Ex. If α ≤ σ(x, vi, wi) holds for
every i = 1, 2, . . . , k, then y = x+ α

∑k
i=1(~vi − ~wi) is also a base of f .

Proof. By Lemma 2.6, x′ = x + α(~v1 − ~w1) ∈ B(f) satisfies σ(x′, vi, wi) = σ(x, vi, wi) for
i = 2, . . . , k. It follows from Lemma 2.5 that i < j implies (wi, vj) /∈ Ex′ . Therefore the result
follows by induction on k.

3 The Submodular Flow Problem

Let G = (V,A) be a directed graph with lower and upper bounds (capacities) l : A→ R ∪ {−∞}
and u : A → R ∪ {+∞} with l ≤ u, and costs c ∈ RA. A flow is a function ϕ obeying
l(a) ≤ ϕ(a) ≤ u(a), ∀a ∈ A. We assume there are no parallel arcs, nor loops, nor isolated nodes
in G, so that Θ(n) ≤ m ≤ n(n − 1). Given arc (w, v) = a ∈ A, define ∂+a = w and ∂−a = v.
Given a set X ⊂ V , define ∆+X := {a ∈ A | ∂+a ∈ X, ∂−a 6∈ X} (the set of arcs leaving X),
and ∆−X := {a ∈ A | ∂+a /∈ X, ∂−a ∈ X} (the set of arcs entering X). Given a flow ϕ and
X ⊆ V , the boundary of ϕ on X is ∂ϕ(X) = ϕ(∆+X) − ϕ(∆−X), the net flow leaving X. Let
f be a submodular function on a distributive lattice D ⊆ 2V with f(∅) = f(V ) = 0. Then the
submodular flow problem is:

Minimize c>ϕ

subject to l ≤ ϕ ≤ u
∂ϕ ∈ B(f).

A feasible solution is called a submodular flow.

Theorem 3.1 (Frank [8]) There exists a submodular flow if and only if

l(∆+X)− u(∆−X) ≤ f(X) (2)

holds for every X ∈ D. If in addition l, u, f are integer valued, then there exists an integral
submodular flow.

5



Given a price function (or node potentials) p ∈ RV , we define the reduced cost w.r.t. p as
cp(a) = c(a) + p(∂+a) − p(∂−a) for each a ∈ A. The following optimality conditions for the
submodular flow problem are due to Fujishige [14, Theorem 5.3]. Edmonds and Giles [4] show
that the submodular flow problem is totally dual integral, which implies the integrality claim.

Theorem 3.2 A submodular flow ϕ is optimal if and only if there exists p ∈ RV such that:
〈a〉 For any a ∈ A, cp(a) > 0 implies ϕ(a) = l(a), and cp(a) < 0 implies ϕ(a) = u(a), and
〈b〉 The boundary ∂ϕ is a p-maximum base in B(f).
Moreover, if c is integral, then we may restrict the above p to be integral.

Edmonds and Giles [4] originally formulated the submodular flow problem for crossing sub-
modular functions (defined below), which are more general than what we have assumed here. They
used crossing submodular functions because one of their aims was to generalize the Lucchesi–
Younger theorem on the directed cut covering problem [26], and crossing functions provide a
natural model in that case.

A pair of subsets X,Y ⊆ V is called crossing if X ∩ Y 6= ∅, X − Y 6= ∅, Y − X 6= ∅, and
X ∪ Y 6= V . A family F ⊆ 2V is a crossing family if X ∩ Y ∈ F and X ∪ Y ∈ F hold for any
crossing pair X,Y ∈ F . A crossing submodular function is a function f : F → R that satisfies
the submodular inequality (1) for any crossing pair X,Y ∈ F .

For a crossing submodular function f : F → R with ∅, V ∈ F and f(∅) = 0, the base
polyhedron B(f) is defined by

B(f) = {x | x ∈ RV , x(V ) = f(V ), ∀X ∈ F : x(X) ≤ f(X)}.

This base polyhedron may be empty. Fujishige [12] has provided a necessary and sufficient
condition for B(f) to be nonempty, and showed that a nonempty base polyhedron B(f) of a
crossing submodular function f is identical to a base polyhedron B(f̃) of a submodular function
f̃ defined on a distributive lattice that contains F , also called a fully submodular function.

Thus, theorems and algorithms that rely only on geometric properties of the base polyhedron
carry over to crossing submodular functions. For example, Theorem 3.2 is valid for the submod-
ular flow problem for crossing submodular functions since it refers only to base polyhedra, and
does not require an algorithm to compute a value for f̃ , whereas Theorem 3.1 is not geometric
because it requires a suitable modification that replaces f in (2) by the fully submodular function
f̃ . The equivalent theorem for the crossing case was obtained by Frank [8].

An exchange oracle must minimize f(X) − x(X) over sets X containing v but not w. For
crossing submodular functions these sets form a distributive lattice, so it is reasonable for us to
assume that we have an exchange oracle in this case as well.

In the rest of this paper, we assume f to be fully submodular for the sake of simplicity, but
we indicate at the appropriate places that our results in fact extend also to the crossing case.

4 The Successive Shortest Path Algorithm

This section describes the successive shortest path (SSP) algorithm for the submodular flow
problem, which is the basis for our algorithms. As with the successive shortest path algorithm
for minimum cost flows, this algorithm is not polynomial, but only pseudopolynomial since the
number of iterations is linear in U . The algorithm was originally presented by Fujishige [11] for
solving the minimum cost independent flow problem, which turns out to be equivalent to the
submodular flow problem [14, §5.2].
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In order to deal with the distributive lattice D algorithmically, we need to know a compact
representation of D. As Birkhoff’s representation theorem [1] suggests, we represent D by a
directed graph with the vertex V and the arc set E◦ = {(w, v) | ∀X ∈ D : v ∈ X ⇒ w ∈ X}. Note
that (V,E◦) is transitive, i.e., (s, v) ∈ E◦, (v, t) ∈ E◦ implies (s, t) ∈ E◦, and that (w, v) ∈ E◦
implies that for any x ∈ B(f), σ(x, v, w) =∞, so that (w, v) ∈ Ex.

If (V,E◦) had a directed cycle, by transitivity there would be w, v ∈ V with both (w, v) and
(v, w) in E◦, and so in Ex for any x ∈ B(f). Hence by Lemma 2.3 and Theorem 3.2, any optimal
price p∗ must satisfy p∗(v) = p∗(w), implying that if a = (w, v) ∈ A, any optimal flow ϕ∗ must
satisfy ϕ∗(a) = l(a) if c(a) > 0, or ϕ∗(a) = u(a) if c(a) < 0. Therefore, shrinking such v and w
to a single node does not change the problem. Thus we will assume in the rest of this paper that
(V,E◦) is acyclic.

We initialize by looking for a flow ϕ and a price vector p that satisfy condition 〈a〉 of Theo-
rem 3.2. We first check whether there exists a dual feasible solution p. To do this we construct a
directed graph G◦ = (V,A◦) with the arc set A◦ = F ◦∪B◦∪E◦ defined by F ◦ = {a | u(a) = +∞}
and B◦ = {a | l(a) = −∞}, where a is the reversal of a. Each arc in A◦ has length c(a) if a ∈ F ◦,
−c(a) if a ∈ B◦, and 0 if a ∈ E◦. We use the O(mn) Bellman–Ford–Moore shortest path algo-
rithm to try to compute shortest path distances p in G◦. If the algorithm finds a negative cycle in
G◦, then the instance is dual infeasible [14, Theorem 5.5]. Otherwise, the shortest path distances
p satisfy cp(a) > 0 implies l(a) > −∞ and cp(a) < 0 implies u(a) < +∞. Then we can construct
a flow ϕ that satisfies condition 〈a〉 of Theorem 3.2 in O(m) time.

We also start with a base x ∈ B(fp), which can be obtained using the greedy algorithm [3, 17].
If x = ∂ϕ, then x satisfies condition 〈b〉 of Theorem 3.2, proving that ϕ is optimal (and that p
is dual optimal). The algorithm will iteratively modify ϕ, x, and p so that 〈a〉 is preserved for ϕ
and p, 〈b〉 is preserved for x and p, and so that ∂ϕ and x eventually converge.

We construct an auxiliary network Ĝ(ϕ, x) = (V,Aϕ ∪ Ex) with respect to flow ϕ and base
x ∈ B(fp). The arc set Aϕ := Fϕ ∪ Bϕ is defined by Fϕ := {a | a ∈ A, ϕ(a) < u(a)} and
Bϕ := {a | a ∈ A, ϕ(a) > l(a)} (i.e., Aϕ is just the ordinary residual graph of flow ϕ). As defined
in Section 2.2, Ex is the arc set of the exchangeability graph with respect to B(f) (we emphasize
that this is B(f) rather than B(fp) to allow for changes to p). For each arc a ∈ Aϕ ∪ Ex, we
define the residual capacity r(a) and the cost c(a) by

r(a) :=


u(a)− ϕ(a) (a ∈ Fϕ)
ϕ(a)− l(a) (a ∈ Bϕ)
σ(x, v, w) (a = (w, v) ∈ Ex),

c(a) :=


c(a) (a ∈ Fϕ)
−c(a) (a ∈ Bϕ)

0 (a ∈ Ex).

The algorithm computes augmentations of ϕ and x with respect to r on Aϕ∪Ex. This will ensure
that ϕ remains a flow. Together with the corresponding update to p, it will also ensure that x
remains in B(fp).

Each augmentation is determined as follows. We regard the reduced cost cp(a) = c(a) +
p(∂+a) − p(∂−a) as the length of a ∈ Aϕ ∪ Ex. Define S+ = {v | x(v) > ∂ϕ(v)} and S− =
{v | x(v) < ∂ϕ(v)} as the sets of nodes where ∂ϕ differs from x. The algorithm augments along
a shortest path (with respect to cp) from S+ to S− with a minimum number of arcs. Since ϕ
and p satisfy 〈a〉, which is equivalent to having cp(a) ≥ 0 for all a ∈ Aϕ, and since x ∈ B(fp),
which is equivalent to having cp(a) ≥ 0 for a ∈ Ex, we can compute shortest path distances
d(v) from S+ to each v ∈ V using Dijkstra’s algorithm. Among the nodes in S− with minimum
d(v), the algorithm selects a path P with a minimum number of arcs, and augments ϕ on P by
α := min{x(s) − ∂ϕ(s), ∂ϕ(t) − x(t), min{r(a) | a ∈ P}}. Since ϕ is augmented only on P and
not on any longer paths from S+ to S−, the algorithm updates p(v) by min(d(v), cp(P )) for each
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SSP (x, ϕ, p)

Repeat the following Steps (1-1)–(1-4), until S+ = ∅.

(1-1) Compute the shortest distance d(v) from S+ to each v ∈ V in Ĝ(ϕ, x) with respect
to the arc length cp. Among the shortest paths from S+ to S−, let P be one with a
minimum number of arcs. Let s be the initial node of P and t be the final node of P .

(1-2) For each v ∈ V , put p(v) := p(v) + min{d(v), cp(P )}.

(1-3) Put α := min{x(s)− ∂ϕ(s), ∂ϕ(t)− x(t), min{r(a) | a ∈ P}}.

(1-4) For each arc a ∈ P ,

• if a ∈ Fϕ, then ϕ(a) := ϕ(a) + α;

• if a ∈ Bϕ, then ϕ(a) := ϕ(a)− α;

• if a ∈ Ex, then x(∂+a) := x(∂+a)− α, x(∂−a) := x(∂−a) + α.

Figure 1: Successive Shortest Path algorithm.

v ∈ V . This augmentation of ϕ and update of p preserves 〈a〉 and 〈b〉, decreases |∂ϕ(v)−x(v)| by
the augmentation amount for the initial and final nodes of P , and does not change |∂ϕ(v)−x(v)|
for any other node. The details of this algorithm SSP are in Figure 1.

If there is no path from S+ to S−, then the problem is infeasible. In fact, the set X of nodes not
reachable from S+ satisfies l(∆+X)−u(∆−X) = ϕ(∆+X)−ϕ(∆−X) = ∂ϕ(X) > x(X) = f(X),
which proves infeasibility by Theorem 3.1.

Since P has a minimum number of arcs among the shortest paths, it follows from Lemma 2.4
that there is no consecutive pair of exchangeability arcs in P . The reduced cost cp is nonnegative
after Step (1-2) of Figure 1. In particular, each arc a in P satisfies cp(a) = 0. The following
Lemma 4.1 makes it possible to apply Lemma 2.7 to show that x is a base after Step (1-3) of
Figure 1. Furthermore, Lemma 2.5 can be used to show that cp remains nonnegative.

Lemma 4.1 There exists a numbering (w1, v1), (w2, v2), · · · , (wk, vk) of the arcs in P ∩ Ex such
that i < j implies (wi, vj) /∈ Ex.

Proof. If no such numbering exists, there is a subset {(wj , vj) | j = 1, . . . , q} of P ∩Ex such that
ej = (wj−1, vj) ∈ Ex holds for each j, where w0 ≡ wq. After Step (1-2) of Figure 1, we have
p(wj) = p(vj), which implies

∑q
j=1 cp(ej) = 0. Therefore cp(ej) = 0 holds for each j = 1, . . . , q,

which contradicts the minimality of P .

If l, u and f are integer valued, then initial x and ϕ are integer, hence α is always integer and
at least 1, so that

∑
v∈V |x(v)− ∂ϕ(v)| is always a nonnegative integer and decreases by at least

two with each augmentation. Hence the algorithm terminates in a finite number of iterations.
Since the number of arcs in Ĝ(ϕ, x) is |Aϕ| + |Ex| = O(m) + O(n2) = O(n2), the bottleneck
Dijkstra computation takes O(n2h) time, so each augmentation requires O(n2h) time.

Most of the successive shortest path algorithm works for crossing submodular functions. The
only difference is we need to compute an initial base x using the bi-truncation algorithm of Frank
and Tardos [10] (cf. [28]) instead of the greedy algorithm.
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5 A Capacity Scaling Algorithm

This section develops our new capacity scaling algorithm for solving submodular flow problems.
We assume throughout this section that l, u and f are integer valued.

5.1 Algorithm Overview

To obtain a polynomial-time algorithm, we embed a variant of the successive shortest path al-
gorithm within a capacity scaling framework. For the minimum cost flow problem, Edmonds
and Karp [5] propose a capacity scaling algorithm that maintains reduced cost optimality condi-
tions while rounding the arc capacities. We modify the Edmonds–Karp algorithm by attaching
a complete directed graph on the node set, which effectively relaxes the submodular constraints.

Without loss of generality, we assume that the graph restricted to infinite capacity arcs is
strongly connected. With this assumption, between any pair of nodes there is always an infinite
capacity path in the residual graph of any flow with non-negative reduced cost. This assumption
may be enforced by introducing high cost, infinite capacity arcs between all node pairs. If these
arcs are used in the final solution, then the problem is infeasible.

Neither the minimum cost flow version of SSP, nor our submodular flow version described in
Section 4, runs in polynomial time, because the number of iterations might depend linearly on
U . The Edmonds–Karp algorithm effectively deals with this by scaling capacities in the residual
graph by a parameter δ > 0, so that each augmentation is by at least δ units of flow. To modify
this for submodular flow, we instead relax capacities by δ. We do this by adding to our initial
graph the arc set of a complete directed graph (V,D) with arc set D = {(w, v) | w 6= v ∈ V } with
capacity δ. For all a ∈ D we extend c, l, and u to D by setting c(a) = 0, l(a) = 0, and u(a) = δ.
Define the submodular function b : 2V → R by b(X) = |X| · |V −X|. Thus δb(X) is the capacity
of the cut X in (V,D). This can be thought of as either relaxing the condition that ∂ϕ ∈ B(f) to
∂ϕ ∈ B(f + δb), as relaxing the capacities l and u by δ (viewing A as a complete directed graph
with some 0-capacity arcs), or both.

To avoid confusion we will always use ϕ for a flow on the original set of flow arcs A, we will
always use ψ for a flow on the relaxation arcs D, and we will always use ξ for a flow on the
combined arc set I := A ∪D. Note that there is also a third arc set, the exchange arcs. There is
no actual flow on an exchange arc, but augmenting along an exchange arc (w, v) by δ corresponds
to changing base x by x(w) = x(w)− δ and x(v) = x(v) + δ.

At any given point in the algorithm we will have a flow ϕ on A, and flow ψ on D, a price
vector p, and a base x ∈ B(fp+δb). We maintain x as the sum of y ∈ B(fp) and −∂ψ ∈ B(δb). We
compute exchange capacities with respect to y and with respect to the original function f , not fp
(as in SSP), so we denote the set of exchange arcs by Ey, as defined in Section 2.2. We measure
progress in the algorithm via the discrepancy between x and ∂ϕ, defined by Φ =

∑
v |x(v)−∂ϕ(v)|.

In a sense, we relax the submodular constraints on ϕ twice: once in relaxing f to f + δb, and
once in letting ∂ϕ and x differ. Recall that, because the algorithm maintains 〈a〉 of Theorem 3.2
for ϕ and p, and 〈b〉 of Theorem 3.2 for y and p, if we can drive Φ to zero and ψ to zero so that
x = y = ∂ϕ, we are optimal.

The algorithm RCS-MCSF is described in Figure 2. It embeds a modified version of SSP

in a scaling framework that depends on parameter δ. We call the iterations with a fixed value
of δ a δ-scaling phase, or just a phase for short. Inside a phase, we find shortest paths among
paths from S+(δ) := {v | x(v) − ∂ϕ(v) ≥ δ} to S−(δ) := {v | ∂ϕ(v) − x(v) ≥ δ} with residual
capacity at least δ (by our assumption on the subgraph on infinite capacity arcs, there is always an
augmenting path between any two such nodes). The lower bound of δ on the residual capacity of
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an augmenting path will ensure a small number of iterations within a phase, since we are making
“large” changes at each augmentation. At the end of a phase we set δ := δ/2 and continue until
δ = 1, at which point we can finish using SSP.

We start with the same initial flow ϕ, base x, and price function p as in SSP. For each v ∈ V ,
let R(v) = {w | (w, v) ∈ E◦}. Then R(v)∪ {v} is the unique minimal member of D containing v.
Define U as

U = max{max{|u(a)| | u(a) < +∞},max{|l(a)| | l(a) > −∞},max
v∈V
{f(R(v) ∪ {v})− f(R(v))}}.

Since |ϕ(a)| ≤ U for all a ∈ A, |∂ϕ(v)| ≤ (n − 1)U for all v ∈ V . A p-maximum base x
comes from the greedy algorithm, which by Lemma 2.3 can order R(v) before v, so we have
that x(v) ≤ f(R(v) ∪ {v}) − f(R(v)) ≤ U for each v ∈ V . Since x(V ) = f(V ) = 0, we have
|x(v)| ≤ (n− 1)U . Thus the initial discrepancy between x and ∂ϕ is at most 2n2U .

For any distinct w, v ∈ V , we may assume that at least one of ψ(w, v) and ψ(v, w) is zero,
so that at least one of r(v, w) and r(w, v) equals δ. Given such a flow ψ, let Dψ denote the set
of relaxation arcs with residual capacity equal to δ, i.e., Dψ = {(w, v) | ψ(w, v) = 0}. Define
Aϕ(δ) := {a | a ∈ Aϕ, r(a) ≥ δ}. Subroutine SubmodularDijkstra of Figure 3 adapts
Dijkstra’s algorithm to find a shortest path from any node in S+(δ) to any node in S−(δ) in the
network with arc set Aϕ(δ)∪Dψ, while maintaining the δ reduced cost optimality condition that

cp(a) ≥ 0 holds for every a ∈ Aϕ(δ) ∪Dψ ∪ Ey. (3)

We call such a path a δ-augmenting path. It might seem that the algorithm should also include the
subset of arcs of Ey with exchange capacity at least δ in its list of arcs eligible for a δ-augmenting
path. Instead, SubmodularDijkstra performs exchange operations on the Ey arcs in the search
procedure, adjusting flow ψ on the parallel D arcs to maintain x = y − ∂ψ without changing x,
so that δ-augmenting paths contain only flow and relaxation arcs. This procedure is described in
detail in Section 5.2. Thus the only time that flow is “augmented” on exchange arcs is through
this search procedure. It might also seem that on Ey, (3) should be maintained only for the
subset of arcs of Ey with exchange capacity at least δ. However, the exchanges between parallel
D and Ey arcs makes it possible to include all arcs of Ey in (3), which is important for proving
that y ∈ B(fp) is preserved, see Corollary 5.7.

Since x = y− ∂ψ and we augment by exactly δ, each augmentation decreases the discrepancy
by δ at both endpoints of the augmenting path, and maintains the discrepancy of all other nodes.
A phase ends when one of S+(δ), S−(δ) is empty. Since

∑
v x(v) − ∂ϕ(v) = 0, at the end of a

phase we have Φ ≤ 2nδ.
At the start of a new phase, we modify ψ to satisfy the capacity constraints for the new

value of δ, and modify ϕ to satisfy the reduced cost optimality constraints (3) for arcs a with
residual capacity δ ≤ r(a) < 2δ. After these adjustments, the initial discrepancy in a δ-phase is
at most 4nδ + 2n2δ + 4mδ. Thus the total number of augmentations in any δ phase is at most
3n2 + 2n = O(n2), since each augmentation decreases the discrepancy by 2δ. Note that the total
discrepancy is roughly halved in each phase.

Initially, we set δ = 2i for i = dlog2(Φ/2n2)e ≤ dlogUe. Thus, after at most logU scaling
phases, δ = 1 and ∂ϕ = x ∈ B(fp + b). We then remove the flow ψ and its contribution to x
so that x = y ∈ B(fp) and the discrepancy Φ is at most 2n2. At this point, we can call SSP

to obtain an optimal solution in at most n2 additional augmentations. The following theorem
summarizes this discussion.

Theorem 5.1 Algorithm RCS-MCSF calls SubmodularDijkstra O(n2 logU) times.
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Relaxed Capacity Scaling for Minimum Cost Submodular Flow
RCS-MCSF(G, f)

Input: Directed graph G = (V,A, l, u, c) and submodular function f : D → Z
Output: Flow ϕ minimizing c>ϕ over all l ≤ ϕ ≤ u and ∂ϕ ∈ B(f)

Initialization:
p := shortest path distances in G◦

ϕ := flow that satisfies condition 〈a〉 of Theorem 3.2
x := p-maximum base in B(f), i.e., x ∈ B(fp)
y := x, ψ ≡ 0
δ := 2dlog2(Φ/2n2)e

while δ ≥ 1
for all a ∈ D, ψ(a) = min{ψ(a), δ}.
x := y − ∂ψ
for all a ∈ Aϕ(δ),

if cp(a) < 0 then send r(a) units of flow through a, and update ϕ accordingly.
while S+(δ) 6= ∅ and S−(δ) 6= ∅

(P, d) := SubmodularDijkstra(Ĝ(ϕ,ψ), δ, p, y)
[ P : shortest path from S+(δ) to S−(δ) of residual capacity ≥ δ. ]
[ d: shortest distance labels. ]
Augment by δ on P . [ Update ϕ, ψ, x. ]
for all v ∈ V , p(v) := p(v) + min{d(v), cp(P )}

δ := δ/2
ϕ := SSP(y, ϕ, p)
return ϕ.

Invariants:
cp(a) ≥ 0 for all a ∈ Aϕ(δ) ∪Dψ ∪ Ey.
x = y − ∂ψ.
y ∈ B(fp).

Figure 2: High level capacity scaling algorithm.

5.2 Maintaining Optimality Conditions

The keys to the correctness of the algorithm are maintaining the reduced cost optimality condi-
tions (3) for all flow arcs with residual capacity at least δ and all exchange capacity arcs, and
maintaining y ∈ B(fp) for the current value of p. This requires extra care in choosing an aug-
menting path. In the subroutine SubmodularDijkstra (see Figure 3), we modify Dijkstra’s
algorithm to maintain (3) for exchange capacity arcs. The modification entails a more careful
treatment of the arcs emanating from the node w that is added to the set R of permanently
labeled nodes in an iteration.

For each zero reduced cost exchange capacity arc a = (w, v) with v /∈ R, we do a double-
exchange that reduces the exchange capacity on a and the flow ψ on its parallel relaxation
arc so as to preserve the invariant x = y − ∂ψ without changing x. This has two possible
outcomes, both of which make a irrelevant to future shortest path operations in this iteration.
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SubmodularDijkstra(Ĝ(ϕ,ψ), δ, p, y)

Input: Residual graph Ĝ(ϕ,ψ) of ϕ and ψ; scale factor δ; dual prices p; and y ∈ B(fp).
Output: A δ-augmenting path P from S+(δ) to S−(δ).

Initialization:
d(v) := +∞ ∀v ∈ V − S+(δ)
d(v) := 0 ∀v ∈ S+(δ)
R := ∅ [ set of permanently labeled nodes ]

while R ∩ S− = ∅ do
w := node in V −R with smallest label.
R := R ∪ {w}
[ scan w ]
for all a = (w, v) ∈ Ey with v ∈ V −R, cp(a) = 0, and ψ(w, v) > 0 do

[ do double exchange on parallel (w, v) arcs in Ey and D ]
α := min{ψ(w, v), σ(y, v, w)}
y := y + α(~v − ~w)
ψ(w, v) := ψ(w, v)− α

for all a = (w, v) ∈ Aϕ(δ) ∪Dψ with v ∈ V −R do
d(v) := min{d(v), d(w) + cp(a)}

return path P from s to w on nodes in R.

Invariants:
d(∂−a) ≤ d(∂+a) + cp(a) for all a ∈ Aϕ(δ) ∪Dψ ∪ Ey
x = y − ∂ψ

Figure 3: Subroutine to find a δ-augmenting path.

One outcome happens when ψ(w, v) ≤ σ(y, v, w). In this case we drive ψ(w, v) to zero, so that
the residual capacity of (w, v) ∈ D becomes δ, and we can use (w, v) ∈ D instead of a in any δ-
augmenting path. The other outcome happens when ψ(w, v) ≥ σ(y, v, w). In this case we saturate
a, making σ(y, v, w) = 0, so that a cannot be used in any shortest path. The double-exchange
operation is in some sense a variant of the AdjustFlow routine from [23]. The correctness of
SubmodularDijkstra mostly follows in the same way as the use of Dijkstra’s Algorithm for
ordinary SSP, except that we need to be careful about exchange arcs.

The double-exchange operation is applied only to exchange capacity arcs with 0 reduced costs.
If the reduced cost of an exchange capacity arc is positive, then its opposite relaxation arc cannot
have residual capacity δ (otherwise it would be a negative reduced cost arc in Dψ, violating
(3)). Hence its parallel relaxation arc has residual capacity δ, with the same reduced cost. This
relaxation arc can always be chosen instead of the exchange capacity arc in any δ-augmenting
path.

The double-exchange operation can lead to the creation of new exchange capacity arcs (see
Lemma 2.5). We must therefore argue that after the operation: 〈A〉 the new exchangeability
graph maintains the nonnegative reduced cost condition (3); 〈B〉 the labels assigned to nodes by
Dijkstra’s algorithm continue to reflect shortest path distances; and 〈C〉 the algorithm terminates,
i.e., we do not pursue a cycle of double-exchange operations. In the following sequence of lemmas,
R is the set of permanently labeled nodes from SubmodularDijkstra.
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Figure 4: The path a1, a3, a2 in the proof of Lemma 5.2.

Lemma 5.2 When RCS-MCSF applies the double-exchange operation on a 0-reduced cost ex-
change arc, 〈A〉 the reduced cost optimality condition (3) is maintained, and 〈B〉 the distance
labels d computed so far remain valid.

Proof. We must check (3) for any new exchange arcs created by the double-exchange applied to
(w, v). Let y and r denote values before the double-exchange.

The reverse exchange arc (v, w) clearly has reduced cost zero. If exchange arc (s, t) appears,
then, by Lemma 2.5, exchange arcs a1 = (s, v) (if s 6= v) and a2 = (w, t) (if w 6= t) existed
before the double-exchange. Since SubmodularDijkstra applied double-exchange to (w, v), the
relaxation arc (w, v) had residual capacity r(w, v) < δ, which implies that the reverse relaxation
arc, a3 = (v, w), had residual capacity r(v, w) = δ. Hence there is a directed path a1, a3, a2 from
s to t in the auxiliary graph Ĝ(ϕ,ψ, y) = (V,Aϕ(δ) ∪Dψ ∪ Ey) before the double-exchange (see
Figure 4), and this path must have non-negative reduced cost. Since all arcs in this path have
original cost 0, and the new exchange arc also has original cost 0, its reduced cost equals the
reduced cost of this path, which is nonnegative. Thus 〈A〉 is shown.

The new exchange capacity arc has reduced cost equal to the length of the path a1, a3, a2,
thus its creation cannot make an existing label invalid, showing 〈B〉.

Lemma 5.3 In a call to Submodular Dijkstra, a double-exchange operation is applied to
each arc at most once. Hence 〈C〉 we do not pursue a cycle of double-exchange operations.

Proof. Arc (w, v) participates in a double exchange only when its tail w is being scanned in the
while loop of Submodular Dijkstra. The only way for (w, v) to participate twice is if the first
double exchange causes (w, v) to leave Ey and a later double exchange of (w, t) causes (w, v) to
re-enter Ey. But Lemma 2.5 shows that this cannot happen.

The above two lemmas ensure that the path P found by SubmodularDijkstra is a shortest
path from S+(δ) to S−(δ) in the auxiliary graph Ĝ(ϕ,ψ, y) = (V,Aϕ(δ)∪Dψ∪Ey) for the current
ψ and y.

Theorem 5.4 Subroutine SubmodularDijkstra runs in O(n2h) time.

Proof. Each iteration adds one node to R and calls the exchange capacity oracle at most n
times.

To complete the proof of correctness, we show that the algorithm maintains the claimed
invariants that x = y − ∂ψ, the reduced cost optimality condition (3), and y ∈ B(fp).
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Lemma 5.5 The algorithm maintains x = y − ∂ψ.

Proof. Every time ψ changes, x is updated. The only changes to y occur in the double-exchange
operation in SubmodularDijkstra, which includes a modification to ψ to compensate for the
corresponding change in y.

Lemma 5.6 The reduced cost δ-optimality condition (3) is maintained after each augmentation.

Proof. We must show that all flow arcs with residual capacity at least δ, and all exchange capacity
arcs with exchange capacity at least δ have non-negative reduced cost after the augmentation and
update of p using the distance labels d obtained from SubmodularDijkstra. Let p be the old
potential, and q the new potential. For any previously existing arc a with non-negative reduced
cost, we have cq(a) = cp(a) + min{d(∂+a), cp(P )} − min{d(∂−a), cp(P )}. Since the distance
labels satisfy cp(a) + d(∂+a) ≥ d(∂−a), we have cp(a) + min{d(∂+a), cp(P )} ≥ min{cp(a) +
d(∂+a), cp(P )} ≥ min{d(∂−a), cp(P )}, which implies cq(a) ≥ 0. If there is an arc with residual
capacity newly at least δ, it is the reverse arc of an arc a on P . Since P is a shortest path,
cq(a) = 0, so cq(a) = 0 also.

Corollary 5.7 The condition that y ∈ B(fp) is maintained after each augmentation.

Proof. Lemma 2.3 says that y ∈ B(fp) if p(w) ≥ p(v) for all (w, v) ∈ Ey, which is equivalent to
saying that cp(w, v) ≥ 0 for all (w, v) ∈ Ey, which Lemma 5.6 established.

Lemma 5.8 The reduced cost optimality condition (3) is maintained at the start of each δ-phase.

Proof. At the start of each δ-phase, we modify both ψ and ϕ. The modification of ψ does not
create any new arcs, so (3) is maintained. We modify ϕ precisely to enforce (3) for all flow arcs,
by augmenting arcs for which (3) does not hold.

The above lemmas and theorems imply the main result of this section:

Theorem 5.9 Algorithm RCS-MCSF computes a minimum cost submodular flow in O(n4h logU)
time.

The capacity scaling algorithm applies to crossing submodular flow problems. The only
required modification is again the use of the bi-truncation algorithm for an initial base x.

6 A Strongly Polynomial Algorithm

To make the capacity scaling algorithm described in the preceding section strongly polynomial
we need to create large decreases in δ to avoid the Θ(logU) number of scaling phases. To do this,
we obtain a sequence of feasible flows and a decreasing sequence of values of δ for which these
flows are respectively δ-optimal: A triple (ξ = (ϕ,ψ), y, p) is called δ-optimal if cp(a) ≥ 0 for all
arcs a ∈ Aϕ(δ) ∪Dψ ∪ Ey (i.e. (3) holds) and the discrepancy Φ ≤ 2nδ. This definition exactly
matches the conditions at the end of a δ-scaling phase.

Given a price vector p, the minimum value of δ for which there exists a δ-optimal triple with
prices p can be obtained by computing a maximum mean cut, from which we can also obtain the
corresponding flow ξ and base y in the triple. The definition and computation of maximum mean
cuts is discussed below in Section 6.1.
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The broad outline of the strongly polynomial version of our algorithm is similar to other
strongly polynomial algorithms that use maximum mean cuts [6, 23]. We divide the δ-scaling
phases of RCS-MCSF into blocks, so that each block contains O(logn) phases. We start each
block by computing a δ-optimal triple using our current price vector p. In Section 6.2, we show
that after performing O(logn) scaling phases, this value of δ decreases enough so that we can
restrict the sign of at least one reduced cost in the optimal solution (“restrict the sign” of cp(a)
means that we can prove that cp∗(a) ≥ 0 or cp∗(a) ≤ 0 for every optimal p∗). Since there are
only m′ := m + n(n − 1) = O(n2) reduced costs (one for each arc of I = A ∪ E), all reduced
costs are fixed to zero after 2m′ = O(n2) blocks. At this point, we can compute an optimal flow
with one maximum submodular flow computation. Thus the algorithm requires only O(n2 log n)
phases overall. As in the weakly polynomial algorithm described in Section 5, the time per phase
is strongly polynomial, O(n4h).

6.1 Maximum Mean Cuts and Approximations

In this section, we define maximum mean cuts, explain their usefulness in obtaining δ-optimal
triples, and describe how to compute them. Finally, we define a most positive cut, which is
easier to compute and can be used to approximate a maximum mean cut. First some preliminary
definitions.

Given a price vector p, for the flow arcs we define modified bounds lp and up as follows: For
a ∈ A, if cp(a) > 0 then lp(a) = up(a) = l(a); if cp(a) = 0 then lp(a) = l(a) and up(a) = u(a);
and if cp(a) < 0 then lp(a) = up(a) = u(a). (For a ∈ D, lp(a) = l(a) and up(a) = u(a).) This
definition is consistent with Theorem 3.2 in that ϕ and p are primal and dual optimal if and only
if lp ≤ ϕ ≤ up (equivalent to condition 〈a〉 of the theorem) and ∂ϕ ∈ B(fp). We will sometimes
refer to the network restricted to arc set A, and at other times to the network with arc set
I = A ∪D. We subscript ∆+, ∆−, and ∂ to indicate the relevant arc set.

A cut is a proper nonempty subset X ∈ D of V . The value of cut X with respect to prices p
is defined as κp(X) := lp(∆+

I X)− up(∆−I X)− fp(X). If δ were zero, then Theorems 3.1 and 3.2
would imply that p is dual optimal if and only if there is no cut having positive value, so positive
cut value represents the amount of dual infeasibility. Note that as δ increases, κp(X) decreases,
making dual infeasibility less likely. We want the smallest δ such that no positive cuts remain; as is
well-known, this ends up being the ratio between cut value and the amount of relaxation crossing
the cut. Thus we define the mean value of a cut X using a denominator of b(X) := |X| · |V −X|,
or as κp(X) = κp(X)/b(X). A maximum mean cut T satisfies κp(T ) = maxX∈D κp(X). For fixed
p, we denote this value by κp. This definition of maximum mean cut differs from the definition
in [23] because we relax capacities differently.

The algorithm contains O(n2) blocks, and hence computes O(n2) maximum mean cuts. A
maximum mean cut can be computed by discrete Newton’s algorithm [27, 29] using a maxi-
mum submodular flow subroutine for the data lp, up, and fp, with variable δ. (Cunningham
and Frank [2, Theorem 7] show how to simulate an exchange oracle for fp in O(1) calls to an
exchange oracle for f .) This algorithm requires O(m′) = O(n2) calls to submodular maximum
flow. Each maximum submodular flow can be computed in O(n3h) time using Fujishige and
Zhang’s algorithm [18, 24], for a total of O(n5h) time per max mean cut, and O(n7h) time for
computing max mean cuts overall. This would dominate the time for the rest of the algorithm,
which we will show is only O(n6h log n), so we use a trick of Radzik from [6] to remove this
bottleneck: Just one call to submodular max flow (with δ fixed to zero) produces a cut T ◦ maxi-
mizing κp(T ), a most positive cut. If T ∗ is a max mean cut, then κp(T ◦) ≥ κp(T ∗), which implies
that κp = κp(T ∗) ≤ κp(T ◦)

b(T ◦)
b(T ∗) ≤ nκp(T ◦), so that κp(T ◦) ≥ κp/n. Thus T ◦ approximates a
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max mean cut within a factor of n. Using most positive cuts in place of max mean cuts slightly
increases the number of iterations in a block (but not enough to inflate the bound), and decreases
the total time spent computing approximations to max mean cuts from O(n7h) to O(n5h), so
that this is no longer a bottleneck.

6.2 Proximity Lemmas

In this section we prove the proximity lemmas which enable us to show that after a large enough
decrease in δ, the sign of the reduced cost of some arc in the optimal solution is determined. Since
the number of phases required to obtain this sufficiently large decrease is strongly polynomial, and
the run time of each phase is strongly polynomial, this implies a strongly polynomial algorithm.

Lemma 6.1 (Primal Proximity) Suppose that (ξ = (ϕ,ψ), y, p) is δ-optimal. Then there ex-
ists an optimal flow ϕ∗ to the original instance such that
〈a〉 |ϕ(a)− ϕ∗(a)| ≤ 3n2δ for all a ∈ A, and
〈b〉 |∂ϕ∗(X)− y(X)| ≤ 3n3δ for any cut X.

Proof. First we convert ξ to a flow on A exactly satisfying complementary slackness. We do this
by saturating all residual A arcs with cp(a) < 0; since all such arcs have r(a) < δ, this increases
the discrepancy Φ by at most 2mδ ≤ 2n(n−1)δ. Then we delete all the D arcs and their flows ψ.
Since such arcs have flow at most δ, this increases Φ by at most n(n− 1)δ. Since we started out
with Φ ≤ 2nδ, we now have Φ ≤ (3n2−n)δ. Call the resulting flow ϕ′. Note that |ϕ′(a)−ϕ(a)| ≤ δ
for all a ∈ A. For any set X, saturating negative reduced cost arcs in A and removing flow ψ from
D implies that |∂Iξ(X) − ∂Aϕ′(X)| ≤ n2

2 δ. Since we had |∂ϕ(X) − y(X) + ∂ψ(X)| ≤ Φ ≤ 2nδ,
this implies that |∂Aϕ′(X)− y(X)| ≤ n2δ for all X ⊂ V .

Now use SSP to convert ϕ′ into an optimal flow ϕ∗. (As originally stated, SSP is finite only
for integer data, but the lexicographic techniques of Schönsleben [30] and Lawler and Martel [25]
show that it can be made finite for any data.) Since Φ ≤ (3n2 − n)δ, the total amount of flow
pushed by SSP is at most (3n2−n)δ. This implies that for each a ∈ A, |ϕ′(a)−ϕ∗(a)| ≤ (3n2−n)δ.
Since |ϕ′(a)− ϕ(a)| ≤ δ we get |ϕ(a)− ϕ∗(a)| ≤ 3n2δ, verifying 〈a〉.

Suppose that P is an augmenting path chosen by the algorithm, and that flow is augmented
by amount τP along P . By transitivity (Lemma 2.4), P contains at most n/2 arcs in Ey. Thus
the flow boundary of any X ⊂ V changes by at most n

2 τP due to P . Since
∑
P τP ≤ (3n2 − n)δ,

we have that |∂Aϕ′(X) − ∂Aϕ∗(X)| ≤ 3n3

2 δ. Since |∂Aϕ′(X) − y(X)| ≤ n2δ, this implies that
|y(X)− ∂Aϕ∗(X)| ≤ 3n3δ, verifying 〈b〉.

Corollary 6.2 Suppose that (ξ, y, p) is δ-optimal. Then for all optimal prices p∗,
〈a1〉 if there is an arc a ∈ A with ϕ(a) < u(a)− 3n2δ, then cp∗(a) ≥ 0;
〈a2〉 if there is an arc a ∈ A with ϕ(a) > l(a) + 3n2δ, then cp∗(a) ≤ 0;
〈b〉 if there is a pair (w, v) with σ(y, v, w) > 3n3δ, then p∗(v) ≤ p∗(w).

Proof. For 〈a1〉, ϕ(a) < u(a) − 3n2δ and Lemma 6.1 〈a〉 imply that ϕ∗(a) < u(a). Then
complementary slackness implies that cp∗(a) ≥ 0 for all optimal prices p∗. A symmetric argument
implies 〈a2〉.

For 〈b〉, suppose that X∗ determines σ(∂ϕ∗, v, w), so that σ(∂ϕ∗, v, w) = f(X∗) − ∂ϕ∗(X∗).
Then σ(y, v, w) > 3n3δ implies that f(X∗) − y(X∗) > 3n3δ, and Lemma 6.1 〈b〉 implies that
σ(∂ϕ∗, v, w) = f(X∗)− ∂ϕ∗(X∗) > 0. Then Theorem 3.2 implies 〈b〉.
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Let p◦ be the prices at the beginning of a block. We first compute a most positive cut T ◦. If
κp(T ◦) ≤ 0, then we are optimal. Otherwise, κp(T ◦) := δ◦ > 0. Since δ◦ = κp◦(T ◦) ≥ κp◦/n, we
can compute a feasible submodular flow ξ◦ = (ϕ◦, ψ◦) in the network with data lp◦ , up◦ , fp◦ , using
δ = nδ◦. With y◦ = ∂ϕ◦ and x◦ = y◦ − ∂ψ◦, we have that ξ◦, y◦, and p◦ are almost nδ◦-optimal,
except that the discrepancy Φ =

∑
v |x◦(v)− ∂ϕ◦(v)| =

∑
v |ψ◦(v)| could be as large as n2(nδ◦).

So we start out our block of O(log n) phases with δ = n2δ◦ and these values. Let ξ′, y′, and p′

be the corresponding values that are δ′-optimal after the last phase in the block. We first need a
lemma on the proximity of fp◦ and f .

Theorem 6.4 below will show that at the end of each block, there is some a ∈ ∆+
AT
◦ satisfying

Corollary 6.2 〈a1〉, or some a ∈ ∆−AT
◦ satisfying 〈a2〉, or some a = (w, v) and a level set L◦ of p◦

with v ∈ L◦, w /∈ L◦ satisfying 〈b〉. We restrict the sign of a’s reduced cost as follows: In case
〈a1〉, replace u(a) by +∞. In case 〈a2〉, replace l(a) by −∞. In case 〈b〉, add a new arc â = (w, v)
with l(â) = 0, u(â) = ∞, and c(â) = 0. Since an optimal submodular flow ϕ∗ for the original
problem remains optimal (with ϕ∗(â) = 0), these changes do not affect the set of optimal prices.
We first need a lemma on the proximity of fp◦ and f .

Lemma 6.3 Suppose that we have scalar γ > 0, y′ ∈ B(f) and prices p◦ such that for all level
sets L of p◦, and all (w, v) with v ∈ L and w /∈ L we have σ(y′, v, w) ≤ γ. Then for any T ◦,
y′(T ◦)− fp◦(T ◦) ≤ n3γ.

Proof. First, σ(y′, v, w) ≤ γ implies that there exists a set Xwv with v ∈ Xwv, w /∈ Xwv, and
y′(Xwv) ≥ f(Xvw) − γ. Since L =

⋃
v∈L

⋂
w/∈LXwv, by submodularity of f − y′, y′ ∈ B(f), and

f(V ) = 0, we get y′(L) ≥ f(L)− b(L)γ ≥ f(L)−n2γ. Then modularity of y′ and y′ ∈ B(f) imply

y′(T ◦) =
k∑
i=1

[y′((T ◦ ∩ Li) ∪ Li−1)− y′(Li−1)]

≤
k∑
i=1

[f((T ◦ ∩ Li) ∪ Li−1)− (f(Li−1)− n2γ)] ≤ fp◦(T ◦) + n3γ.

Theorem 6.4 After a block of dlog2(5n8)e = O(logn) scaling phases, at least one of the following
holds:

(a1) ∃ a ∈ ∆+
AT
◦ with lp◦(a)− ϕ′(a) > 3n2δ′,

(a2) ∃ a ∈ ∆−AT
◦ with ϕ′(a)− up◦(a) > 3n2δ′,

(b) ∃ (w, v) with σ(y′, v, w) > 3n3δ′ and with v ∈ L◦, w /∈ L◦ for some level set L◦ of p◦.

The reduced cost sign restriction resulting from applying Corollary 6.2 is new.

Proof. Since each scaling phase cuts δ in half,

δ′ ≤ n2δ◦/5n8 = δ◦/5n6. (4)

Conservation of flow for ξ′ implies that ξ′(∆+
I T
◦) − ξ′(∆−I T ◦) − ∂Iξ′(T ◦) = 0. Subtracting this

from κp◦(T ◦) yields

δ◦b(T ◦) = κp◦(T ◦) = (lp◦ − ξ′)(∆+
I T
◦) + (ξ′ − up◦)(∆−I T

◦) + (∂Iξ′(T ◦)− fp◦(T ◦)). (5)
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If none of (a1), (a2), or (b) holds, then from (5), the bound on Φ, and Lemma 6.3 with γ = 3n3δ′

(noting that for a ∈ D, |lp◦(a) − ψ′(a)| ≤ δ′ and |ψ′(a) − up◦(a)| ≤ δ′), we get δ◦ < δ◦b(T ◦) =
κp◦(T ◦) ≤ 3n2|∆A(T ◦)|δ′+n2δ′+∂Iξ′(T ◦)−y′(T ◦)+y′(T ◦)−fp◦(T ◦) ≤ 4n4δ′+2nδ′+3n6δ′ ≤ 5n6δ′,
contradicting (4).

In case (a1), we must have that lp◦(a) = u(a), implying that cp◦(a) < 0. Thus ϕ′(a) <
u(a) − 3n2δ′, and from Corollary 6.2 〈a1〉 we can conclude that cp∗(a) ≥ 0. Since we had
cp◦(a) < 0, this is a new sign restriction on cp. Symmetric arguments show that in case (a2),
cp∗(a) ≤ 0 is a new sign restriction on cp.

Finally, in case (b), from Corollary 6.2 〈b〉 we have p∗(v) ≤ p∗(w) for all optimal p∗. Since L◦

is a level set of p◦, we had p◦(v) > p◦(w), so this is a new sign restriction on p.

Theorem 6.5 The algorithm described in this section computes a minimum cost submodular flow
in O(n6h log n) time.

Proof. Each block imposes at least one new sign restriction on cp∗(a) for some a ∈ I. At most
2m′ such sign restrictions can be imposed before p∗ is completely determined, so after at most
2m′ = O(n2) blocks we know the optimal p∗. Each block requires O(logn) scaling phases, each
of which takes O(n4h) time. The time to compute a most positive cut, initial ξ◦, and final
submodular flow given p∗ is O(n3h), which is not a bottleneck.

The strongly polynomial algorithm can be modified to work for crossing submodular functions:
In the definition of the cut value κp(X), the last term fp(X) should be replaced by f̃p(X), where f̃
is the fully submodular function with B(f) = B(f̃). An implementation of Fujishige and Zhang’s
algorithm [24] finds a most positive cut for the new definition of κp. The algorithm does not need
the function values of f̃ , which is used only for its analysis.
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