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#### Abstract

It is known that a group is finitely presented as a group if and only if it is finitely presented as a monoid, and that a monoid is finitely presented as a monoid if and only if it is finitely presented as a semigroup.

A similar result does not hold for all inverse semigroups; the free inverse semigroup is an example of that. After describing the free inverse semigroup and see why it cannot be finitely presented as a semigroup, we look at two "classes" of inverse semigroups that are finitely presented as inverse semigroups if and only if they are finitely presented as semigroups, namely inverse monoids with finitely many left and right ideals and Bruck-Reilly extensions of groups.

In the last part of this dissertation we study Bruck-Reilly extensions of Clifford monoids and prove that they are finitely presented as inverse semigroups if and only if they are finitely presented as semigroups. We also show that in some specific cases the Bruck-Reilly extensions of a Clifford monoid, like the Clifford semigroups, are finitely presented if and only if its $\mathcal{D}$-classes are finitely presented.


## Chapter 1

## Free Inverse Semigroup

The free inverse semigroups "represent one of the most interesting and important classes of inverse semigroups" [9, p.355]. In this chapter we give a description of the free inverse semigroup, with the idea of understanding better an important example we will find latter in this dissertation.

## 1 Inverse Semigroups and Free Algebras

Let $S$ be a semigroup. An element $a \in S$ is said to be regular if there exists $x \in S$ such that $a=a x a$. The element $x$ is an inverse of $a$ if $a=a x a$ and $x=x a x$.

Note: If $x$ is an inverse of $a$, then the elements $a x$ and $x a$ are idempotents in $S$, i.e. $a x=a x a x$ and $x a=x a x a$.

We say that the semigroup $S$ is inverse if a unary operation $x \mapsto x^{-1}$ is defined on $S$, with the properties:

$$
\forall x, y \in S \quad\left(x^{-1}\right)^{-1}=x, \quad x x^{-1} x=x, \quad x x^{-1} y y^{-1}=y y^{-1} x x^{-1} .
$$

Note that $x^{-1}$ is the inverse of $x$ and vice-versa. The following two results contain some properties of inverse semigroups that simplify our work with them, they can
be found in [6, Section 5.1].

Proposition 1.1 Let $S$ be a semigroup. The following statements are equivalent:
(i) $S$ is an inverse semigroup;
(ii) $S$ is regular, and its idempotents commute;
(iii) every $\mathcal{L}$ - class and every $\mathcal{R}$ - class contain exactly one idempotent;
(iv) every element of $S$ has a unique inverse.

Proposition 1.2 Let $S$ be an inverse semigroup. Then:
(i) $\left(a_{1} a_{2} \ldots a_{n}\right)^{-1}=a_{n}^{-1} \ldots a_{2}^{-1} a_{1}^{-1}$, for all $a_{1}, a_{2}, \ldots, a_{n} \in S$,
(ii) $a \mathcal{L} b \Leftrightarrow a^{-1} a=b^{-1} b, \quad a, b \in S$,
(iii) $a \mathcal{R} b \Leftrightarrow a a^{-1}=b b^{-1}, \quad a, b \in S$,
(iv) if $e$ is an idempotent in $S$, then for any a in $S$, aea $a^{-1}$ and $a^{-1}$ ea are idempotents in $S$.

Let $\mathcal{C}$ be a class of algebras, $A$ an element of $\mathcal{C}, X$ a non-empty set and $\varphi$ a map from $X$ into $A$. The pair $(A, \varphi)$ is a free $\mathcal{C}$-algebra if for any $C$ in $\mathcal{C}$ and any mapping $\psi: X \longrightarrow C$ there exists a unique homomorphism $\psi^{\prime}: A \longrightarrow C$ making the following diagram commutative:


It is clear, from the definition, that when such a structure exists it is unique.

Some very well known free algebras, on a non-empty set $X$, are the free semigroup, that is the set of all non-empty words with letters in $X$ under the
operation of concatenation, we denote it by $X^{+}$. Adjoining an identity, 1 , to $X^{+}$ we obtain the free monoid on $X$, that we denote by $X^{*}$. The free group is the set of all reduced words in the alphabet $X \cup X^{-1}$, where $X^{-1}=\left\{x^{-1}: x \in X\right\}$ is a set in one-one correspondence with $X$ and disjoint from it, we denote it by $F G_{X}$. We say that a word is reduced if, for each $x \in X$, it contains no occurrences of $x x^{-1}$ or $x^{-1} x$.

We can think of inverse semigroups as a class of $(2,1)$-algebras, so it makes sense to try to define the free inverse semigroup and that is what we will do in the next sections. First we will follow a construction given in [6, Section 5.10] that defines it as a quotient of a semigroup by a congruence. Then we will define it by means of a P-semigroup, this construction can be found in [9, Section VIII.1] and [6, Section 5.10]. Finally we will define it in terms of birooted word trees, following [9, Section VIII.3].

## 2 Construction of the Free Inverse Semigroup

Let $X$ be a non-empty set and $X^{-1}=\left\{x^{-1}: x \in X\right\}$ be a set in one-one correspondence with $X$ and disjoint from it. Let $Y=X \cup X^{-1}$ and consider $Y^{+}$, the free semigroup on $Y$. Define inverses for the elements of $Y^{+}$by the rules:

$$
\begin{array}{cl}
\left(x^{-1}\right)^{-1}, & x \in X \\
\left(y_{1} y_{2} \ldots y_{n}\right)^{-1}=y_{n}^{-1} \ldots y_{1}^{-1}, & y_{1}, y_{2}, \ldots, y_{n} \in Y
\end{array}
$$

note that for any $w \in Y^{+}\left(w^{-1}\right)^{-1}=w$. Let $\tau$ be the congruence generated by the set

$$
T=\left\{\left(w w^{-1} w, w\right): w \in Y^{+}\right\} \cup\left\{\left(w w^{-1} z z^{-1}, z z^{-1} w w^{-1}\right): w, z \in Y^{+}\right\}
$$

$Y^{+} / \tau$ is a semigroup under the multiplication $(w \tau)(z \tau)=(w z) \tau, w, z \in Y^{+}$, see for example [6, Section 1.5]. By the definition of $\tau$, for any $w \in Y^{+}$, we have

$$
\left(w w^{-1} w\right) \tau=w \tau\left(w^{-1} \tau\right) w \tau=w \tau, \quad \text { and } \quad w^{-1} \tau=\left(w^{-1} \tau\right) w \tau\left(w^{-1} \tau\right)
$$

so $w^{-1} \tau$ is an inverse of $w \tau$ in $Y^{+} / \tau$. Hence any element of $Y^{+} / \tau$ has at least one inverse, so this semigroup is regular. Similarly we can prove that the idempotents of $Y^{+} / \tau$ commute, using the definition of $\tau$ and the fact that if $a \tau \in Y^{+} / \tau$ is an idempotent there exists and idempotent $e \in Y^{+}$such that $a \tau=e \tau$, see $[6$, Lemma 2.4.3]. Thus $Y^{+} / \tau$ is an inverse semigroup.

The map $\varphi: X \longrightarrow Y^{+} / \tau, x \mapsto x \tau$, is obviously well-defined and is the map that we associate to $Y^{+} / \tau$ to prove that this inverse semigroup is in fact the free inverse semigroup.

Let $S$ be any inverse semigroup and $\psi$ any map from $X$ into $S$. We can extend $\psi$ to $Y$ by defining:

$$
x^{-1} \psi=(x \psi)^{-1}, \quad x \in X,
$$

where $(x \psi)^{-1}$ is the inverse of $x \psi$ in $S$. Since $Y^{+}$is the free semigroup on $Y$, we can define a semigroup morphism $\hat{\psi}: Y^{+} \longrightarrow S$ by the rule:

$$
\left(y_{1} y_{2} \ldots y_{n}\right) \hat{\psi}=y_{1} \psi y_{2} \psi \ldots y_{n} \psi, \quad y_{1}, y_{2}, \ldots, y_{n} \in Y
$$

Since $S$ is inverse we know that for all $w \hat{\psi} \in S$ there exists $(w \hat{\psi})^{-1} \in S$ such that $w \hat{\psi}=w \hat{\psi}(w \hat{\psi})^{-1} w \hat{\psi}$ and $(w \hat{\psi})^{-1}=(w \hat{\psi})^{-1} w \hat{\psi}(w \hat{\psi})^{-1}$. Let $w, z \in Y^{+}$arbitrary, say $w=y_{1} y_{2} \ldots y_{n}, \quad z=x_{1} x_{2} \ldots x_{k}$, with $y_{j}, x_{i} \in Y, i=1, \ldots, k, j=1, \ldots n$. We have

$$
\begin{array}{rlr}
w \hat{\psi} & =w \hat{\psi}(w \hat{\psi})^{-1} w \hat{\psi} & (S \text { inverse }) \\
& =w \hat{\psi}\left(\left(y_{1} y_{2} \ldots y_{n}\right) \hat{\psi}\right)^{-1} w \hat{\psi} & \\
& =w \hat{\psi}\left(y_{1} \psi y_{2} \psi \ldots y_{n} \psi\right)^{-1} w \hat{\psi} & (\text { def. } \hat{\psi}) \\
& =w \hat{\psi}\left(\left(y_{n} \psi\right)^{-1} \ldots\left(y_{2} \psi\right)^{-1}\left(y_{1} \psi\right)^{-1}\right) w \hat{\psi} & (S \text { inverse }) \\
& =w \hat{\psi}\left(y_{n}^{-1} \psi \ldots y_{2}^{-1} \psi y_{1}^{-1} \psi\right) w \hat{\psi} & (\text { def. } \psi) \\
& =w \hat{\psi}\left(\left(y_{n}^{-1} \ldots y_{2}^{-1} y_{1}^{-1}\right) \hat{\psi}\right) w \hat{\psi} & \text { (def. } \hat{\psi}) \\
& =w \hat{\psi}\left(\left(y_{1} y_{2} \ldots y_{n}\right)^{-1} \hat{\psi}\right) w \hat{\psi} & \text { (def. of inverses in } \left.Y^{+}\right) \\
& =w \hat{\psi}\left(w^{-1} \hat{\psi}\right) w \hat{\psi} & \\
& =\left(w w^{-1} w\right) \hat{\psi}, & (\hat{\psi} \text { morphism) }
\end{array}
$$

from this we can see that $w^{-1} \hat{\psi}=(w \hat{\psi})^{-1}$, since the inverses in $S$ are unique. We
also have

$$
\begin{aligned}
\left(w w^{-1} z z^{-1}\right) \hat{\psi} & \left.=w \hat{\psi}\left(w^{-1} \hat{\psi}\right) z \hat{\psi}\left(z^{-1}\right) \hat{\psi}\right) & & (\hat{\psi} \text { morphism }) \\
& =w \hat{\psi}(w \hat{\psi})^{-1} z \hat{\psi}(z \hat{\psi})^{-1} & & (\text { by above }) \\
& =z \hat{\psi}(z \hat{\psi})^{-1} w \hat{\psi}(w \hat{\psi})^{-1} & & (S \text { inverse }) \\
& =\left(z z^{-1} w w^{-1}\right) \hat{\psi} . & & (\hat{\psi} \text { morphism) }
\end{aligned}
$$

We know that the kernel of the homomorphism $\hat{\psi}$ is the congruence

$$
\operatorname{Ker} \hat{\psi}=\left\{(a, b) \in Y^{+} \times Y^{+}: a \hat{\psi}=b \hat{\psi}\right\}
$$

see [6, Theorem 1.5.2], and by what we have just seen, $T \subseteq \operatorname{Ker} \hat{\psi}$, so we must have $\tau \subseteq \operatorname{Ker} \hat{\psi}$, since $\tau$ is the smallest congruence containing $T$. This implies, by [6, Theorem 1.5.3], that there exists a unique morphism $\psi^{\prime}: Y^{+} / \tau \longrightarrow S$ such that $\tau^{b} \psi^{\prime}=\hat{\psi}$, where $\tau^{b}: Y^{+} \longrightarrow Y^{+} / \tau, \quad y \mapsto y \tau, y \in Y^{+}$. Thus, we may conclude that there is a map $\psi^{\prime}: Y^{+} / \tau \longrightarrow S$ such that $\varphi \psi^{\prime}=\psi$, since

$$
x \varphi \psi^{\prime}=(x \tau) \psi^{\prime}=x \hat{\psi}=x \psi, \quad \forall x \in X
$$

Suppose that there exists a morphism $\alpha: Y^{+} / \tau \longrightarrow S$ such that $\varphi \alpha=\psi$, then

$$
x \varphi \alpha=x \psi \Leftrightarrow(x \tau) \alpha=x \psi, \quad \forall x \in X
$$

but $\alpha$ is a morphism so

$$
\left(x^{-1} \tau\right) \alpha=(x \tau)^{-1} \alpha=(x \tau \alpha)^{-1}=(x \psi)^{-1}=x^{-1} \psi, \quad \forall x \in X
$$

Hence, given $w \in Y^{+}$arbitrary, say $w=y_{1} y_{2} \ldots y_{n}$, for some $y_{1}, y_{2}, \ldots, y_{n} \in Y$, we have

$$
\begin{aligned}
(w \tau) \alpha & =\left(\left(y_{1} y_{2} \ldots y_{n}\right) \tau\right) \alpha=\left(y_{1} \tau\right) \alpha\left(y_{2} \tau\right) \alpha \ldots\left(y_{n} \tau\right) \alpha \\
& =y_{1} \psi y_{2} \psi \ldots y_{n} \psi=\left(y_{1} y_{2} \ldots y_{n}\right) \hat{\psi}=w \hat{\psi}
\end{aligned}
$$

so $\tau^{b} \alpha=\hat{\psi}$, this implies that $\alpha=\psi^{\prime}$, and we can conclude that $\psi^{\prime}$ is the unique morphism from $Y^{+} / \tau$ into $S$ such that $\varphi \psi^{\prime}=\psi$.

Thus $Y^{+} / \tau$ is the free inverse semigroup on $X$. We will denote it by $F I_{X}$.

## $3 \quad$ P-Semigroups

### 3.1 Definitions

Given a non-empty set $X$ with a partial order $\leq$, a non-empty subset $Y$ of $X$ is called an ideal of $X$ if

$$
\forall b \in Y \quad \forall a \in X \quad a \leq b \Rightarrow a \in Y
$$

and is called a subsemilattice of $X$ if

$$
\forall a, b \in Y \quad \exists a \wedge b \text { and } a \wedge b \in Y
$$

where $a \wedge b$ represents the meet of $a$ and $b$, i.e. $a \wedge b \leq a, a \wedge b \leq b$ and for all $c \in Y$ such that $c \leq a$ and $c \leq b$ we have $c \leq a \wedge b$. Given a group $G$, we say that $G$ acts on $X$ if for any element $g \in G$ there exists an order preserving automorphism $\varphi_{g}: X \longrightarrow X, a \mapsto g a$, such that, given $g, h \in G$ we have $\varphi_{g} \varphi_{h}=\varphi_{g h}$.

By saying that the bijection $\varphi_{g}: X \longrightarrow X$ is an order preserving automorphism we mean that

$$
\forall a, b \in X \quad a \leq b \quad \Leftrightarrow \quad a \varphi_{g} \leq b \varphi_{g} \quad \Leftrightarrow \quad g a \leq g b
$$

Proposition 1.3 Given a group $G$, with identity element $1_{G}$, and a poset $X, G$ acts on $X$ if and only if

$$
\forall a, b \in X, \quad \forall g, h \in G \quad a \leq b \Rightarrow g a \leq g b, \quad(g h) a=g(h a), \quad 1_{G} a=a .
$$

Proof. Suppose that the group $G$ acts on the poset $X$, then we clearly have

$$
\forall a, b \in X \quad \forall g, h \in G \quad a \leq b \Rightarrow g a \leq g b, \quad(g h) a=g(h a)
$$

For any $g \in G$ the map $\varphi_{g}$ is a bijection, with inverse map $\varphi_{g^{-1}}$, then for any $a \in X$ we have

$$
\begin{aligned}
& a \varphi_{g} \varphi_{g^{-1}}=a \varphi_{g g^{-1}}=a \varphi_{1_{G}}=1_{G} a, \\
& a \varphi_{g} \varphi_{g^{-1}}=a i d_{G}=a,
\end{aligned}
$$

so $1_{g} a=a$. Conversely suppose that

$$
\forall a, b \in X, \quad \forall g, h \in G \quad a \leq b \Rightarrow g a \leq g b, \quad(g h) a=g(h a), \quad 1_{G} a=a .
$$

Then, for all $g \in G$ and $a, b \in X$, we have

$$
g a \leq g b \quad \Rightarrow \quad g^{-1} g a \leq g^{-1} g b \quad \Leftrightarrow \quad 1_{G} a \leq 1_{G} b \quad \Leftrightarrow \quad a \leq b,
$$

so, the map $\varphi_{g}: X \longrightarrow X, a \mapsto g a$ is an order preserving automorphism. By the hypothesis, we know that for all $g, h \in G$ we have $\varphi_{g} \varphi_{h}=\varphi_{g h}$.

Given a group $G$ acting on a poset $X$, a subsemilattice and ideal $Y$ of $X$, such that $G Y=X$ and for all $g \in G \quad g Y \cap Y \neq \emptyset$, we say that $(G, X, Y)$ is a McAlister triple.

Proposition 1.4 Given a McAlister triple $(G, X, Y)$, the set

$$
P(G, X, Y)=\left\{(a, g) \in Y \times G: g^{-1} a \in Y\right\}
$$

under the multiplication $(a, g)(b, h)=(a \wedge g b, g h), \quad a, b \in Y, g, h \in G$, is an inverse semigroup.

For a proof see for example [6, Theorem 5.9.2]. The inverse semigroups defined in this proposition are called $P$-semigroups.

### 3.2 Construction of $F I_{X}$

We will see that the free inverse monoid can be described as a P-semigroup $P\left(F G_{X}, \mathcal{X}, E\right)$, where $F G_{X}$ is the free group on the non-empty set $X, E$ is a semilattice and $\mathcal{X}$ is a poset, both obtained from $F G_{X}$.

Note: Given two words $v, w$ in $Y^{+}, Y=X \cup X^{-1}$, we will denote by $v w$ their product in the semigroup $Y^{+}$and by $v \cdot w$ their product in $F G_{X}$.

For any word $w=x_{1} x_{2} \ldots x_{n}, \quad x_{i} \in X, i=1, \ldots, n$, we define $w^{\downarrow}$ to be the set of all left factors of $w,\left\{1, x_{1}, x_{1} x_{2}, x_{1} x_{2} x_{3}, \ldots, x_{1} x_{2} \ldots x_{n}\right\}$, where 1 represents the empty word. Let

$$
E=\left\{A \in \mathcal{P}\left(F G_{X}\right): 0<|A|<\infty, \quad w \in A \Rightarrow w^{\downarrow} \subseteq A\right\}
$$

and define a partial order on $E$ by the rule $A \leq B \Leftrightarrow B \subseteq A, \quad A, B \in E$. Since $\subseteq$ is a partial order we can see that $\leq$ is also a partial order. Clearly, given $A, B \in E$ we have $A \cup B \leq A$ and $A \cup B \leq B$. Considering a set $T \in E$ such that $T \leq A$ and $T \leq B$ we have $A \subseteq T$ and $B \subseteq T$ so $A \cup B \subseteq T$, and we can conclude that $A \wedge B=A \cup B$. Considering a word $w \in A \cup B$ we have

$$
\begin{array}{ll}
w \in A \Rightarrow w^{\downarrow} \subseteq A, & (A \in E) \\
w \in B \Rightarrow w^{\downarrow} \subseteq B, & (B \in E)
\end{array}
$$

so $w^{\downarrow} \subseteq A \cup B$. We know that $0<|A|,|B|<\infty$ and $|A \cup B|=|A|+|B|-|A \cap B|$ so $0<|A \cup B|<\infty$. Hence for all $A, B \in E A \wedge B \in E$, thus $E$ is a subsemilattice of $\mathcal{P}_{X}$.

Given $A \in E$ we say that an element $w \in A$ is maximal if it is not a proper left factor of any element of $A$. Since all elements of $E$ are finite we know that every element of $E$ has at least one maximal element.

Lemma 1.5 If $w_{1}, w_{2}, \ldots, w_{n}$ are all maximal elements of $A$, where $A \in E$, then $A=w_{1}^{\downarrow} \cup w_{2}^{\downarrow} \cup \cdots \cup w_{n}^{\downarrow}$.

Proof. Since $w_{1}, w_{2}, \ldots, w_{n} \in A$ and $A \in E$ we clearly have $w_{1}^{\downarrow} \cup w_{2}^{\downarrow} \cup \cdots \cup w_{n}^{\downarrow} \subseteq$ $A$. Now consider $z \in A$ arbitrary, $z$ is a left factor of some maximal element of $A, w_{i}$, for some $i=1, \ldots, n$, so $z \in w_{i}^{\downarrow}$ and we can conclude that $A=w_{1}^{\downarrow} \cup w_{2}^{\downarrow} \cup \cdots \cup w_{n}^{\downarrow}$.

For any $g \in F G_{X}$ and $A \in E$ we define $g \cdot A$ to be the set $\{g \cdot w: w \in A\}$, and

$$
\mathcal{X}=\left\{g \cdot A: g \in F G_{X}, A \in E\right\} .
$$

Define a partial order in $\mathcal{X}$ by the rule $F_{1} \leq F_{2} \Leftrightarrow F_{2} \subseteq F_{1}, \quad F_{1}, F_{2} \in \mathcal{X}$. Let $F_{1}, F_{2} \in \mathcal{X}$ and $g, h \in F G_{X}$ be arbitrary. We have $F_{1}=g_{1} \cdot A_{1}, \quad F_{2}=g_{2} \cdot A_{2}$ for some $g_{1}, g_{2} \in F G_{X}$ and $A_{1}, A_{2} \in E$, then

$$
\begin{aligned}
& F_{1} \leq F_{2} \Leftrightarrow g_{1} \cdot A_{1} \leq g_{2} \cdot A_{2} \Leftrightarrow g_{2} \cdot A_{2} \subseteq g_{1} \cdot A_{1} \\
& \Rightarrow g \cdot\left(g_{2} \cdot A_{2}\right) \subseteq g \cdot\left(g_{1} \cdot A_{1}\right) \Leftrightarrow g \cdot F_{1} \leq g \cdot F_{2}, \\
&\left.(g \cdot h) \cdot F_{1}=(g \cdot h) \cdot\left(g_{1} \cdot A_{1}\right)=(g \cdot h) \cdot g_{1}\right) \cdot A_{1}=g \cdot\left(h \cdot\left(g_{1} \cdot A_{1}\right)=g \cdot\left(h \cdot F_{1}\right),\right. \\
& 1 \cdot F_{1}=1 \cdot\left(g_{1} \cdot A_{1}\right)=\left(1 \cdot g_{1}\right) \cdot A_{1}=g_{1} \cdot A_{1}=F_{1},
\end{aligned}
$$

where 1 is the identity in $F G_{X}$, the empty word. So, by Proposition 1.3, $F G_{X}$ acts on the poset $\mathcal{X}$.

Now we want to check that $E$ is an ideal of $\mathcal{X}$. For any $A \in \mathcal{X}$ we have $A=1 \cdot A$ and $1 \cdot A$ belongs to $\mathcal{X}$, so $E \subseteq \mathcal{X}$. Consider $A \in E, F \in \mathcal{X}$ arbitrary, say $F=g \cdot B$ with $g \in F G_{X}, B \in E$, and suppose that $F \leq A$, i.e. $A \subseteq g \cdot B$. For any $w \in F, w=g \cdot w^{\prime}$ for some $w^{\prime} \in B$. Suppose that $g=g_{1} g_{2} \ldots g_{r}$ and $w^{\prime}=w_{1}^{\prime} w_{2}^{\prime} \ldots w_{n}^{\prime}$ with $g_{i}, w_{j}^{\prime} \in Y, i=1, \ldots, r, j=1, \ldots, n$, then

$$
w^{\downarrow}=\left\{1, g_{1}, g_{1} g_{2}, \ldots, g, g w_{1}^{\prime}, g w_{1}^{\prime} w_{2}^{\prime}, \ldots, g w^{\prime}=w\right\} .
$$

We know that for all $v \in A \quad v^{\downarrow} \subseteq A$, in particular $1 \in A$, but $A \subseteq g \cdot B$ by hypothesis, so there exists $z \in B$ such that $1=g \cdot z$, then

$$
1=g \cdot z \Rightarrow g^{-1}=1 \cdot z=z \Rightarrow g^{-1} \in B
$$

this implies that $\left(g^{-1}\right)^{\downarrow} \subseteq B$, for $B \in E$.

Lemma $1.6 h^{-1} \cdot h^{\downarrow}=\left(h^{-1}\right)^{\downarrow}$ for any $h \in F G_{X}$.

Proof. Let $h=h_{1} h_{2} \ldots h_{s}$, for some $h_{1}, h_{2}, \ldots, h_{s} \in Y$, then $h^{-1}=h_{s}^{-1} \ldots h_{2}^{-1} h_{1}^{-1}$ and we have

$$
\begin{gathered}
h^{\downarrow}=\left\{1, h_{1}, h_{1} h_{2}, \ldots, h_{1} h_{2} \ldots h_{s}\right\}, \\
\left(h^{-1}\right)^{\downarrow}=\left\{1, h_{s}^{-1}, \ldots, h_{s}^{-1} \ldots h_{2}^{-1}, h_{s}^{-1} \ldots h_{2}^{-1} h_{1}^{-1}\right\} .
\end{gathered}
$$

Let $v \in h^{-1} \cdot h^{\downarrow}$ arbitrary, $v=\left(h_{s}^{-1} \ldots h_{2}^{-1} h_{1}^{-1}\right) \cdot\left(h_{1} h_{2} \ldots h_{k}\right)$ for some $0 \leq k \leq s$, but

$$
\left(h_{s}^{-1} \ldots h_{2}^{-1} h_{1}^{-1}\right) \cdot\left(h_{1} h_{2} \ldots h_{k}\right)=h_{r}^{-1} \ldots h_{k+1}^{-1}
$$

so $v \in\left(h^{-1}\right)^{\downarrow}$. Conversely, let $v \in\left(h^{-1}\right)^{\downarrow}$ be arbitrary, then $v=h_{s}^{-1} \ldots h_{k}^{-1}$ for some $1 \leq k \leq s$, but we can write $v$ in the form $v=h^{-1} \cdot\left(h_{1} h_{2} \ldots h_{k-1}\right)$, hence $v \in h^{-1} \cdot h^{\downarrow}$. Thus $h^{-1} \cdot h^{\downarrow}=\left(h^{-1}\right)^{\downarrow}$.

From $\left(g^{-1}\right)^{\downarrow} \subseteq B$, we obtain $g^{-1} \cdot g^{\downarrow} \subseteq B$, this implies $g \cdot g^{-1} \cdot g^{\downarrow} \subseteq g \cdot B \Leftrightarrow$ $g^{\downarrow} \subseteq F$. Clearly, by the definitions of these sets, we have $w^{\downarrow} \subseteq g^{\downarrow} \cup g \cdot\left(w^{\prime}\right)^{\downarrow}$ and

$$
w^{\prime} \in B \Rightarrow\left(w^{\prime}\right)^{\downarrow} \subseteq B \Rightarrow g \cdot\left(w^{\prime}\right)^{\downarrow} \subseteq g \cdot B \Leftrightarrow g \cdot\left(w^{\prime}\right)^{\downarrow} \subseteq F
$$

hence $g^{\downarrow} \cup g \cdot\left(w^{\prime}\right)^{\downarrow} \subseteq F$, and we conclude that $w^{\downarrow} \subseteq F$. Since $F=g \cdot B$ and $B \in E$ we know that $F \in \mathcal{P}_{X}$ and $0<|F|<\infty$. By what we have just seen for all $w \in F \quad w^{\downarrow} \subseteq F$, so $F \in E$ and we conclude that

$$
\forall A \in E \quad \forall F \in \mathcal{X} \quad F \leq A \Rightarrow F \in E
$$

thus $E$ is an ideal of $\mathcal{X}$.

By definition of $\mathcal{X}$ we have $F G_{X} \cdot E=\mathcal{X}$ so, to prove that $\left(F G_{X}, \mathcal{X}, E\right)$ is a McAlister triple we just need to check that for any $g \in F G_{X}$ we have $g \cdot E \cap E \neq \emptyset$. Let $g$ be an arbitrary element of $F G_{X}$, the set $g^{\downarrow}$ belongs to $E$ since for any $v \in g^{\downarrow}$ we clearly have $v^{\downarrow} \subseteq g^{\downarrow}$ and, by Lemma 1.6, $g^{\downarrow}=g \cdot\left(g^{-1}\right)^{\downarrow}$. Similarly $\left(g^{-1}\right)^{\downarrow} \in E$, so $g^{\downarrow} \in g \cdot E$, thus $g^{\downarrow} \in g \cdot E \cap E$ and it follows that $g \cdot E \cap E \neq \emptyset$. Hence $\left(F G_{X}, \mathcal{X}, E\right)$ is a McAlister triple.

The P-semigroup originated by this McAlister triple is the set

$$
P\left(F G_{X}, \mathcal{X}, E\right)=\left\{(A, g) \in E \times F G_{X}: g^{-1} \cdot A \in E\right\}
$$

with the multiplication defined by:

$$
(A, g)(B, h)=(A \wedge g \cdot B, g \cdot h)=(A \cup g \cdot B, g \cdot h)
$$

Lemma 1.7 $P\left(F G_{X}, \mathcal{X}, E\right)=\left\{(A, g) \in E \times F G_{X}: g \in A\right\}$.

Proof. Let $M_{X}=\left\{(A, g) \in E \times F G_{X}: g \in A\right\}$. For an arbitrary element $(A, g)$ in $P\left(F G_{X}, \mathcal{X}, E\right)$ we have $A \in E, g \in F G_{X}$ and $g^{-1} \cdot A \in E$. From $A \in E$ we know that $1 \in A$ then $g^{-1} \in g^{-1} \cdot A$ and we have

$$
\begin{array}{rlr}
g^{-1} \in g^{-1} \cdot A & \Rightarrow\left(g^{-1}\right)^{\downarrow} \subseteq g^{-1} \cdot A & \left(g^{-1} \cdot A \in E\right) \\
& \Leftrightarrow g^{-1} g^{\downarrow} \subseteq g^{-1} \cdot A & \\
& \Rightarrow g^{\downarrow} \subseteq A & (1 \cdot A=A) \\
& \Rightarrow g \in A & \left(g \in g^{\downarrow}\right)
\end{array}
$$

hence $(A, g) \in M_{X}$. Conversely, let $(A, g) \in M_{X}$ arbitrary, we know that $g \in$ $F G_{X}$ and $A \in E$ so $g^{-1} \cdot A \in \mathcal{P}_{X}$ and $0<\left|g^{-1} \cdot A\right|<\infty$. Let $w \in g^{-1} \cdot A$ be arbitrary, $w=g^{-1} \cdot w^{\prime}$ for some $w^{\prime} \in A$, by the definitions of $w^{\downarrow},\left(g^{-1}\right)^{\downarrow}$ and $g^{-1} \cdot\left(w^{\prime}\right)^{\downarrow}$ we can see, like we did above, that $w^{\downarrow} \subseteq\left(g^{-1}\right)^{\downarrow} \cup g^{-1} \cdot\left(w^{\prime}\right)^{\downarrow}$, and by Lemma 1.6 we have

$$
w^{\downarrow} \subseteq g^{-1} \cdot g^{\downarrow} \cup g^{-1} \cdot\left(w^{\prime}\right)^{\downarrow}
$$

From $A \in E$ and $w^{\prime} \in A$ we know that $\left(w^{\prime}\right)^{\downarrow} \subseteq A$ so $g^{-1} \cdot\left(w^{\prime}\right)^{\downarrow} \subseteq g^{-1} \cdot A$, similarly, since $g \in A$, we have $g^{-1} \cdot g^{\downarrow} \subseteq g^{-1} \cdot A$, then $w^{\downarrow} \subseteq g^{-1} \cdot A$ and we conclude that $g^{-1} \cdot A \in E$. Thus $(A, g) \in P\left(F G_{X}, \mathcal{X}, E\right)$ and it follows that $M_{X}=P\left(F G_{X}, \mathcal{X}, E\right)$.

From Proposition 1.4 we know that $P\left(F G_{X}, \mathcal{X}, E\right)$ is an inverse semigroup and we can easily check that $\left(1^{\downarrow}, 1\right)$ is the identity of $P\left(F G_{X}, \mathcal{X}, E\right)$. The next result gives us a generating set for this inverse monoid.

Lemma 1.8 $P\left(F G_{X}, \mathcal{X}, E\right)$ is generated by the elements $\left(x^{\downarrow}, x\right)$ with $x \in X$.

Proof. Let $T_{X}$ be the inverse submonoid of $P\left(F G_{X}, \mathcal{X}, E\right)$ generated by the set $\left\{\left(x^{\downarrow}, x\right): x \in X\right\}$. For any $x \in X$ we have

$$
\begin{aligned}
& \left(x^{\downarrow}, x\right)\left(\left(x^{-1}\right)^{\downarrow}, x^{-1}\right)\left(x^{\downarrow}, x\right)=\left(x^{\downarrow} \cup x \cdot\left(x^{-1}\right)^{\downarrow}, x \cdot x^{-1}\right)\left(x^{\downarrow}, x\right) \\
= & \left(x^{\downarrow} \cup x \cdot\left(x^{-1}\right)^{\downarrow} \cup 1 \cdot x^{\downarrow}, 1 \cdot x\right)=\left(x^{\downarrow} \cup x \cdot x^{-1} \cdot x^{\downarrow} \cup x^{\downarrow}, x\right) \\
= & \left(x^{\downarrow} \cup 1 \cdot x^{\downarrow} \cup x^{\downarrow}, x\right)=\left(x^{\downarrow}, x\right),
\end{aligned}
$$

note that $x \cdot\left(x^{-1}\right)^{\downarrow}=x \cdot x^{-1} \cdot x^{\downarrow}$, by Lemma 1.6. Similarly we can check that

$$
\left(\left(x^{-1}\right)^{\downarrow}, x^{-1}\right)\left(x^{\downarrow}, x\right)\left(\left(x^{-1}\right)^{\downarrow}, x^{-1}\right)=\left(\left(x^{-1}\right)^{\downarrow}, x^{-1}\right)
$$

so $\left(\left(x^{-1}\right)^{\downarrow}, x^{-1}\right)$ is the inverse of $\left(x^{\downarrow}, x\right)$ in $P\left(F G_{X}, \mathcal{X}, E\right)$ and it belongs to $T_{X}$. This implies that

$$
\left(x^{\downarrow}, x\right)\left(\left(x^{-1}\right)^{\downarrow}, x^{-1}\right)=\left(x^{\downarrow}, 1\right) \in T_{X}
$$

and $\left(\left(x^{-1}\right)^{\downarrow}, 1\right)=\left(x^{\downarrow}, 1\right)^{-1}$ also belongs to $T_{X}$ since $T_{X}$ is an inverse submonoid of $P\left(F G_{X}, \mathcal{X}, E\right)$.

Let $w$ be any reduced word in $Y^{+}$, if $|w|=1$ then $\left(w^{\downarrow}, 1\right) \in T_{X}$ by what we have just seen. Now suppose that for any reduced word, $w$, in $Y^{+}$with $|w| \leq k$ we have $\left(w^{\downarrow}, 1\right) \in T_{X}$, and let $z \in Y^{+}$be a reduced word with $|z|=k+1$, say $z=y z^{\prime}$ for some $y \in Y$ and $z^{\prime} \in Y^{+}$. We have

$$
\left(z^{\downarrow}, 1\right)=\left(y^{\downarrow}, y\right)\left(\left(z^{\prime}\right)^{\downarrow}, 1\right)\left(\left(y^{-1}\right)^{\downarrow}, y^{-1}\right)
$$

and by hypothesis $\left(\left(z^{\prime}\right)^{\downarrow}, 1\right) \in T_{X}$, then $\left(z^{\downarrow}, 1\right) \in T_{X}$. Note that $\left(y^{\downarrow}, y\right)$ and $\left(\left(y^{-1}\right)^{\downarrow}, y^{-1}\right)$ belong to $T_{X}$ by its definition and by what we have seen above. Then, by induction, we conclude that for any reduced word $w \in Y^{+}\left(w^{\downarrow}, 1\right) \in T_{X}$.

Consider, $w$, a reduced word in $Y^{+}$and let $u$ be a left factor of $w$, say $w=$ $y_{1} y_{2} \ldots y_{n}$ and $u=y_{1} y_{2} \ldots y_{j}$ for some $y_{1}, y_{2}, \ldots, y_{j} \in Y$, and some $0 \leq j \leq$ $n-1$. If $j=0$, then

$$
\left(w^{\downarrow}, u\right)=\left(w^{\downarrow}, 1\right) \in T_{X} .
$$

Now suppose that for any $j \leq k \quad\left(w^{\downarrow}, u\right) \in T_{X}$, we have

$$
\left(w^{\downarrow}, y_{1} y_{2} \ldots y_{k} y_{k+1}\right)=\left(w^{\downarrow}, y_{1} y_{2} \ldots y_{k}\right)\left(y_{k+1}^{\downarrow}, y_{k+1}\right)
$$

By hypothesis $\left(w^{\downarrow}, y_{1} y_{2} \ldots y_{k}\right) \in T_{X}$, and $\left(y_{k+1}^{\downarrow}, y_{k+1}\right) \in T_{X}$ since $y_{k+1} \in Y$, then, by induction, $\left(w^{\downarrow}, u\right) \in T_{X}$ for any left factor $u$ of $w$.

Now, let $(A, g)$ be an arbitrary element of $P\left(F G_{X}, \mathcal{X}, E\right)$. By Lemma 1.5 we know that $A=w_{1}^{\downarrow} \cup w_{2}^{\downarrow} \cup \cdots w_{n}^{\downarrow}$, where $w_{1}, w_{2}, \ldots, w_{n}$ are the maximal elements of $A$. Since $g \in A, g$ is a left factor of $w_{i}$ for some $1 \leq i \leq n$, we can rewrite $A$ in the form

$$
A=w_{1}^{\downarrow} \cup \cdots \cup w_{i-1}^{\downarrow} \cup w_{i+1}^{\downarrow} \cup \cdots \cup w_{n}^{\downarrow} \cup w_{i}^{\downarrow}
$$

it follows that

$$
(A, g)=\left(w_{1}^{\downarrow}, 1\right) \ldots\left(w_{i-1}^{\downarrow}, 1\right)\left(w_{i+1}^{\downarrow}, 1\right) \ldots\left(w_{n}^{\downarrow}, 1\right)\left(w_{i}^{\downarrow}, g\right)
$$

so $(A, g)$ is a product of elements of $T_{X}$ by what we have just seen. Thus $(A, g) \in$ $T_{X}$ and we conclude that $P\left(F G_{X}, \mathcal{X}, E\right)$ is generated by the set $\left\{\left(x^{\downarrow}, x\right): x \in X\right\}$.

Finally we will prove that $P\left(F G_{X}, \mathcal{X}, E\right)$ is the free inverse monoid on $X$. Note that to obtain the free inverse semigroup we just need to remove the identity element ( $1^{\downarrow}, 1$ ), see [9, Proposition 8.1.8].

We define a map $\varphi: X \longrightarrow P\left(F G_{X}, \mathcal{X}, E\right), \quad x \mapsto\left(x^{\downarrow}, x\right)$. This map is obviously well-defined so now we need to check that for every inverse monoid $S$ and every map $\psi: X \longrightarrow S$ there is a unique morphism $\psi^{\prime}: P\left(F G_{X}, \mathcal{X}, E\right) \longrightarrow$ $S$ such that $\varphi \psi^{\prime}=\psi$. Let $S$ be an inverse monoid and $\psi$ any map from $X$ into $S$. We can extend $\psi$ to $Y^{+}$by defining:

$$
\begin{aligned}
\left(x^{-1}\right) \psi=(x \psi)^{-1}, & x \in X \\
\left(y_{1} y_{2} \ldots y_{n}\right) \psi \stackrel{=}{=} y_{1} \psi y_{2} \psi \ldots y_{n} \psi, & y_{i} \in Y, i=1, \ldots, n .
\end{aligned}
$$

For any finite subset $Z$ of $Y^{+}$, with maximal elements $w_{1}, w_{2}, \ldots, w_{n}$ we define

$$
e_{Z}=\left(\left(w_{1} w_{1}^{-1}\right)\left(w_{2} w_{2}^{-1}\right) \ldots\left(w_{n} w_{n}^{-1}\right)\right) \psi,
$$

$e_{Z}$ is an element of the inverse monoid $S$ and we have

Claim 1 Let $Z$ be a finite subset of $Y^{+}$then $e_{Z}$ is an idempotent of $S$.

Proof.

$$
\begin{aligned}
e_{Z} e_{Z}= & \left(w_{1} w_{1}^{-1} w_{2} w_{2}^{-1} \ldots w_{n} w_{n}^{-1}\right) \psi\left(w_{1} w_{1}^{-1} w_{2} w_{2}^{-1} \ldots w_{n} w_{n}^{-1}\right) \psi \\
= & w_{1} \psi\left(w_{1} \psi\right)^{-1} \ldots w_{n} \psi\left(w_{n} \psi\right)^{-1} w_{1} \psi\left(w_{1} \psi\right)^{-1} \ldots w_{n} \psi\left(w_{n} \psi\right)^{-1} \\
= & w_{1} \psi\left(w_{1} \psi\right)^{-1} \ldots w_{n} \psi\left(w_{n} \psi\right)^{-1} w_{n} \psi\left(w_{n} \psi\right)^{-1} \ldots w_{1} \psi\left(w_{1} \psi\right)^{-1} \\
& \left(w_{i} \psi\left(w_{i} \psi\right)^{-1}, i=1, \ldots, n, \text { are idempotents in } S \text { so commute }\right) \\
= & w_{1} \psi\left(w_{1} \psi\right)^{-1} \ldots\left(w_{n-1} \psi\left(w_{n-1} \psi\right)^{-1}\right)^{2} \ldots w_{1} \psi\left(w_{1} \psi\right)^{-1} w_{n} \psi\left(w_{n} \psi\right)^{-1} \\
& \ldots \\
= & w_{1} \psi\left(w_{1} \psi\right)^{-1} \ldots w_{n} \psi\left(w_{n} \psi\right)^{-1}=\left(w_{1} w_{1}^{-1} \ldots w_{n} w_{n}^{-1}\right) \psi \\
= & e_{Z}
\end{aligned}
$$

Claim 2 Let $A, B \in E$, then $e_{A} e_{B}=e_{A \cup B}$.

Proof. By Lemma 1.5 we know that $A=w_{1}^{\downarrow} \cup w_{2}^{\downarrow} \cup \cdots \cup w_{n}^{\downarrow}$ and $B=$ $z_{1}^{\downarrow} \cup z_{2}^{\downarrow} \cup \cdots \cup z_{m}^{\downarrow}$, where $w_{1}, \ldots, w_{n}$ and $z_{1}, \ldots, z_{m}$ are the maximal elements of $A$ and $B$ respectively. Then

$$
\begin{aligned}
e_{A} e_{B} & =\left(\left(w_{1} w_{1}^{-1}\right) \ldots\left(w_{n} w_{n}^{-1}\right)\right) \psi\left(\left(z_{1} z_{1}^{-1}\right) \ldots\left(z_{m} z_{m}^{-1}\right)\right) \psi \\
& =\left(\left(w_{1} w_{1}^{-1}\right) \ldots\left(w_{n} w_{n}^{-1}\right)\left(z_{1} z_{1}^{-1}\right) \ldots\left(z_{m} z_{m}^{-1}\right)\right) \psi \\
& =e_{A \cup B},
\end{aligned}
$$

note that $A \cup B=w_{1}^{\downarrow} \cup w_{2}^{\downarrow} \cup \cdots \cup w_{n}^{\downarrow} \cup z_{1}^{\downarrow} \cup z_{2}^{\downarrow} \cup \cdots z_{m}^{\downarrow}$ and if $w_{i}$ is a left factor of $z_{j}$, for some $i=1, \ldots, n, j=1, \ldots, m$, then $w_{i}^{\downarrow} \cup z_{j}^{\downarrow}=z_{j}^{\downarrow}$ and writing $w_{i}$ and $z_{j}$ as a product of elements of $Y$, from definition of $\psi$ and from the fact that $y \psi(y \psi)^{-1}$ is an idempotent of $S$ for all $y \in Y$, we obtain

$$
w_{i} \psi\left(w_{i} \psi\right)^{-1} z_{j} \psi\left(z_{j} \psi\right)^{-1}=z_{j} \psi\left(z_{j} \psi\right)^{-1}
$$

Claim 3 Let $A \in E$ and $g \in F G_{X}$ arbitrary, then $(g \psi) e_{A}=e_{g \cdot A}(g \psi)$.

Proof. Let $A=w_{1}^{\downarrow} \cup w_{2}^{\downarrow} \cup \cdots \cup w_{n}^{\downarrow}$ like on Claim 2. We have

$$
\begin{aligned}
g \psi e_{A} & =g \psi\left(\left(w_{1} w_{1}^{-1}\right) \ldots\left(w_{n} w_{n}^{-1}\right)\right) \psi \\
& =\left(g \cdot w_{1} w_{1}^{-1}\right) \psi\left(\left(w_{2} w_{2}^{-1}\right) \ldots\left(w_{n} w_{n}^{-1}\right)\right) \psi \\
& =\left(g \cdot w_{1} w_{1}^{-1} \cdot 1\right) \psi\left(\left(w_{2} w_{2}^{-1}\right) \ldots\left(w_{n} w_{n}^{-1}\right)\right) \psi \\
& =\left(g \cdot w_{1} w_{1}^{-1} \cdot g^{-1} \cdot g\right) \psi\left(\left(w_{2} w_{2}^{-1}\right) \ldots\left(w_{n} w_{n}^{-1}\right)\right) \psi \\
& =\left(g \cdot w_{1} w_{1}^{-1} \cdot g^{-1}\right) \psi(g \psi)\left(\left(w_{2} w_{2}^{-1}\right) \ldots\left(w_{n} w_{n}^{-1}\right)\right) \psi \\
& =\left(\left(g \cdot w_{1}\right)\left(g \cdot w_{1}\right)^{-1}\right) \psi(g \psi)\left(\left(w_{2} w_{2}^{-1}\right) \ldots\left(w_{n} w_{n}^{-1}\right)\right) \psi \\
& =\left(g \cdot w_{1}\left(g \cdot w_{1}\right)^{-1}\right) \psi\left(g \cdot w_{2}\left(g \cdot w_{2}\right)^{-1}\right) \psi(g \psi)\left(\left(w_{3} w_{3}^{-1}\right) \ldots\left(w_{n} w_{n}^{-1}\right)\right) \psi \\
& \ldots \\
& =\left(g \cdot w_{1}\left(g \cdot w_{1}\right)^{-1}\right) \psi\left(g \cdot w_{2}\left(g \cdot w_{2}\right)^{-1}\right) \psi \ldots\left(g \cdot w_{n}\left(g \cdot w_{n}\right)^{-1}\right) \psi(g \psi) \\
& =\left(\left(g \cdot w_{1}\left(g \cdot w_{1}\right)^{-1}\right)\left(g \cdot w_{2}\left(g \cdot w_{2}\right)^{-1}\right) \ldots\left(g \cdot w_{n}\left(g \cdot w_{n}\right)^{-1}\right)\right) \psi(g \psi) \\
& =e_{g \cdot A}(g \psi),
\end{aligned}
$$

note that, by the definition of $g \cdot A, w_{i}$ is a maximal element of $A$ if and only if $g \cdot w_{i}$ is a maximal element of $g \cdot A$.

Defining a map $\psi^{\prime}: P\left(F G_{X}, \mathcal{X}, E\right) \longrightarrow S, \quad(A, g) \mapsto e_{A}(g \psi), \quad$ for any $(A, g) \in P\left(F G_{X}, \mathcal{X}, E\right)$ we clearly have $e_{A}(g \psi) \in Y^{+} \psi$ so $(A, g) \psi^{\prime} \in S$. Thus $\psi^{\prime}$ is obviously well-defined. Given $(A, g),(B, h) \in P\left(F G_{X}, \mathcal{X}, E\right)$ arbitrary we have

$$
\begin{align*}
((A, g)(B, h)) \psi^{\prime} & =(A \cup g \cdot B, g \cdot h) \psi^{\prime} & & \\
& =e_{A \cup g \cdot B}((g \cdot h) \psi) & & \\
& =e_{A} e_{g \cdot B}(g \psi)(h \psi) & & \text { (Claim 2) } \\
& =e_{A}(g \psi) e_{B}(h \psi) & & \text { (Claim 3) }  \tag{Claim3}\\
& =(A, g) \psi^{\prime}(B, h) \psi^{\prime}, & &
\end{align*}
$$

hence $\psi^{\prime}$ is a morphism. Let $x \in X$ be arbitrary, we know that $e_{x \downarrow}=\left(x x^{-1}\right) \psi$ and

$$
x \varphi \psi^{\prime}=\left(x^{\downarrow}, x\right) \psi^{\prime}=e_{x \downarrow}(x \psi)=\left(\left(x x^{-1}\right) \psi\right)(x \psi)=x \psi(x \psi)^{-1} x \psi=x \psi
$$

so $\varphi \psi^{\prime}=\psi$. Now suppose that there exists a morphism $\alpha:\left(F G_{X}, \mathcal{X}, E\right) \longrightarrow S$ such that $\varphi \alpha=\psi$. Then for any $x \in X \quad x \varphi \alpha=x \psi$, i.e. $\left(x^{\downarrow}, x\right) \alpha=x \psi$, so for all $x \in X$

$$
\left(x^{\downarrow}, x\right) \alpha=\left(x^{\downarrow}, x\right) \psi,
$$

this tell us that $\alpha$ coincides with $\psi^{\prime}$ in the generators of $P\left(F G_{X}, \mathcal{X}, E\right)$, then $\alpha=$ $\psi^{\prime}$ in this semigroup, hence $\alpha=\psi^{\prime}$. We conclude that $\psi^{\prime}$ is the unique morphism from $P\left(F G_{X}, \mathcal{X}, E\right)$ into $S$ such that $\varphi \psi^{\prime}=\psi$. It follows that $P\left(F G_{X}, \mathcal{X}, E\right)$ is the free inverse monoid on $X$.

Remark 1 The free inverse semigroup is unique, so $P\left(F G_{X}, \mathcal{X}, E\right) \backslash\left\{\left(1^{\downarrow}, 1\right)\right\}$ must be isomorphic to $Y^{+} / \tau$, a proof of this appears in [6, Section 5.10]. The given isomorphism maps $P\left(F G_{X}, \mathcal{X}, E\right) \backslash\left\{\left(1^{\downarrow}, 1\right)\right\}$ onto $Y^{+} / \tau$ in the following way:

$$
\left(w_{1}^{\downarrow} \cup w_{2}^{\downarrow} \cup \cdots \cup w_{n}^{\downarrow}, g\right) \mapsto\left(\left(w_{1} w_{1}^{-1}\right) \ldots\left(w_{n} w_{n}^{-1}\right) g\right) \tau
$$

## 4 Birooted Word Trees

### 4.1 Definitions

A graph is a finite non-empty set of elements, that are called vertices, together with a set of unordered pairs of distinct vertices called edges.

The set of all vertices of a graph $\Gamma$ is denoted by $V(\Gamma)$.

If two vertices, $v_{1}, v_{2}$, form an edge of the graph we say that they are adjacent.

A graph $\Gamma^{\prime}$ is a subgraph of the graph $\Gamma$ if all vertices and all edges of $\Gamma^{\prime}$ are also vertices and edges of $\Gamma$.

A vertex is extreme if it belongs to exactly one edge.

A walk in the graph $\Gamma$ is a sequence $\left(y_{0}, y_{1}, \ldots, y_{n}\right)$ of vertices of $\Gamma$ such that $y_{i-1}, y_{i}$ are adjacent for all $i=0, \ldots, n$. This is a walk of length $n$, and we call it a $\left(y_{0}, y_{n}\right)$-walk.

A path is a walk in which all vertices are distinct.

The graph $\Gamma$ is connected if every pair of vertices of $\Gamma$ is joined by a path.

An $(\alpha, \alpha)$-walk is said to be closed.

A cycle is a closed walk all of whose vertices are distinct and with at least three vertices.

A tree is a connected graph without cycles.

Note: In a tree $T$, for any $\alpha, \beta \in V(T)$, there is a unique $(\alpha, \beta)$-path, we denote it by $\Pi(\alpha, \beta)$.

A tree in which a vertex is distinguished is called a rooted tree.

We say that a walk $w$ spans the graph $\Gamma$, or is a spanning walk if all vertices of $\Gamma$ occur among vertices of $w$.

An edge with vertices $\alpha$ and $\beta$ is oriented if we consider the edge together with $(\alpha, \beta)$ as an oriented pair. In this case we write $\alpha \longrightarrow \beta$ and denote the edge by $\alpha \beta$.

An edge is labeled if a symbol is associated to it.

A word tree, $T$, on a non-empty set $X$ is a tree with at least one edge, where each edge is oriented and labeled by an element of $X$ and with no subgraph of the form:


Note: We can extend the set of labels from $X$ to $Y=X \cup X^{-1}$, making a convention that


Let $T$ and $T^{\prime}$ be word trees on $X$. An isomorphism of $T$ onto $T^{\prime}$ is a bijection of $V(T)$ onto $V\left(T^{\prime}\right)$ which preserves adjacency, orientation and labeling of edges. If such a bijection exists we say that $T$ is isomorphic to $T^{\prime}$, and write $T \cong T^{\prime}$. Note that isomorphism is an equivalence relation on the class of all word trees on $X$.

### 4.2 Composition of word trees

Let $\mathcal{T}_{X}$ be a cross section of the isomorphism classes of word trees on $X$, i.e. a set intersecting each equivalence class (where the equivalence relation is isomor-
phism) in a single element.

Let $T, T^{\prime} \in \mathcal{T}_{X}$ and $\alpha \in V(T), \alpha^{\prime} \in V\left(T^{\prime}\right)$ be arbitrary. Let $\gamma$ be an extreme vertex in $T^{\prime}$ and consider the path $\Pi\left(\alpha^{\prime}, \gamma\right)=\left(\alpha^{\prime}=\gamma_{0}, \gamma_{1}, \ldots, \gamma_{n}=\gamma\right)$ in $T^{\prime}$. There exists $\delta_{m} \in V(T)$, such that the path $\Pi\left(\alpha, \delta_{m}\right)=\left(\alpha=\delta_{0}, \delta_{1}, \ldots, \delta_{m}\right)$ in $T$, is isomorphic to ( $\alpha^{\prime}=\gamma_{0}, \gamma_{1}, \ldots, \gamma_{m}$ ), and $m$ is the greatest integer with this property $(m \leq n)$.

Note that $\Pi\left(\alpha, \delta_{m}\right)$ is obviously unique since we are working in trees.

To do the composition of $T$ with $T^{\prime}$ we identify $\gamma_{i}$ with $\delta_{i}$, for $i=0, \ldots, m$. If $m<n$ we attach the graph $\left(\gamma_{m}, \gamma_{m+1}, \ldots, \gamma_{n}\right)$ to the vertex $\gamma_{m}=\delta_{m}$. Repeating this process for all extreme vertices in $V\left(T^{\prime}\right)$, we obtain a word tree on $X$ that is the composition of $T$ with $T^{\prime}$. We represent by $T\left(\alpha, \alpha^{\prime}\right) T^{\prime}$ its representative in $\mathcal{T}_{X}$. It is convenient to identify the vertices of $T$ and $T^{\prime}$ with the corresponding vertices of $T\left(\alpha, \alpha^{\prime}\right) T^{\prime}$.

A triple $(\alpha, T, \beta)$ is a birooted word tree on $X$ if $T \in \mathcal{T}_{X}$ and $\alpha, \beta \in V(T)$.

Considering the set of all birooted word trees on $X$ we can define a multiplication in it by the rule:

$$
(\alpha, T, \beta)\left(\alpha^{\prime}, T^{\prime}, \beta^{\prime}\right)=\left(\alpha, T\left(\beta, \alpha^{\prime}\right) T^{\prime}, \beta^{\prime}\right)
$$

We denote this set, together with this multiplication, by $\mathcal{B}_{X}$. Intuitively, given two birooted word trees we obtain their product by identifying the "second" root of the first tree with the "first" root of the second, making all the common edges coincide and attach to the common vertices all the other vertices of both trees, as we can see in the next two examples.

Example 1.1 Given the birooted word trees

and

their composition is the birooted word tree


Example 1.2 The composition of the birooted word trees

is the birooted word tree


## 4.3 $F I_{X}$ as the set of birooted word trees

Consider the free inverse semigroup on the non-empty set $X$ as the P-semigroup $P^{\prime}\left(F G_{X}, \mathcal{X}, E\right)=P\left(F G_{X}, \mathcal{X}, E\right) \backslash\left\{\left(1^{\downarrow}, 1\right)\right\}$. Define a map

$$
\varphi: P^{\prime}\left(F G_{X}, \mathcal{X}, E\right) \longrightarrow \mathcal{B}_{X}
$$

such that, for $(A, g) \in P^{\prime}\left(F G_{X}, \mathcal{X}, E\right), \quad(A, g) \varphi$ is the birooted word tree $(\alpha, T, \beta)$, constructed in the following way:

Consider a word of length one, $x$, in $A$. Form an edge $(\alpha, \gamma)$ labeled by $x$. Fixing $\alpha$, repeat the process obtaining edges of the form $(\alpha, \delta)$. Assuming that we have assigned a path to each word in $A$, of length less then $k$, consider the word $x_{1} x_{2} \ldots x_{k} \in A$. There exists a unique path $\left(\alpha=\gamma_{0}, \gamma_{1}, \ldots, \gamma_{k-1}\right)$ labeled $x_{1}, x_{2}, \ldots, x_{k-1}$ in the graph already constructed, so we can attach to it an edge $\left(\gamma_{k-1}, \gamma_{k}\right)$ labeled $x_{k}$. Doing this for all words of length $k$ we have inductively constructed a word tree. Let $T$ be its representative in $\mathcal{T}_{X}$ and $\beta$ be the vertex of $T$ for which the $(\alpha, \beta)$-path is the one labeled by $x_{1}, x_{2}, \ldots, x_{n}$, where $x_{1}, x_{2}, \ldots, x_{n}$ are such that $g=x_{1} x_{2} \ldots x_{n}$, in the reduced form.

By this construction we can see that $(\alpha, T, \beta)$ is the unique birooted word tree associated to $(A, g)$, so the map $\varphi$ is well-defined. Using an inverse construction we can check that $\varphi$ is onto:

Let $(\alpha, T, \beta)$ be an arbitrary element of $\mathcal{B}_{X}$ and let $A$ be the set of words which label the $(\alpha, \gamma)$-paths of $T$, for all $\gamma \in V(T)$. Let $g$ be the word that labels the path $\Pi(\alpha, \beta)$. Clearly $g$ belongs to $A$ so we just need to check that $A$ is in the semilattice $E$. Let $w \in A$ arbitrary, then $w$ labels a $\left(\alpha, \gamma_{k}\right)$-path, $\left(\alpha, \gamma_{k}\right)=\left(\alpha=\gamma_{0}, \gamma_{1}, \ldots, \gamma_{k}\right)$, so for any word $z$ in $w^{\downarrow}$, we know that $z$ labels a ( $\alpha, \gamma_{i}$ )-path, for some $0 \leq i \leq k$. Hence $z \in A$ and we may conclude that $w^{\downarrow} \subseteq A$. It follows that $(A, g) \in P^{\prime}\left(F G_{X}, \mathcal{X}, E\right)$. We know that $(A, g) \varphi$ is the unique birooted word tree on $X$ whose set of all $(\alpha, \gamma)$-paths bears the labels of words in $A$ and the ( $\alpha, \beta$ )-path is labeled by the letters in the word $g$, so we must
have $(A, g) \varphi=(\alpha, T, \beta)$. Thus $\varphi$ is onto.

Let $(A, g),(B, h) \in P^{\prime}\left(F G_{X}, \mathcal{X}, E\right)$ and suppose that $(A, g) \varphi=(B, h) \varphi$. The construction of the birooted word tree from $(A, g)$ is unique, so if it is the same as the one constructed from $(B, h)$, we must have $A=B$ and $g=h$, thus $\varphi$ is one-one.

Let $(A, g),(B, h)$ be arbitrary elements of $P^{\prime}\left(F G_{X}, \mathcal{X}, E\right)$. Let $(A, g) \varphi=$ $(\alpha, T, \beta)$ and $(B, h) \varphi=\left(\alpha^{\prime}, T^{\prime}, \beta^{\prime}\right)$, then

$$
\begin{gathered}
((A, g)(B, h)) \varphi=(A \cup g \cdot B, g h) \varphi \\
(A, g) \varphi(B, h) \varphi=(\alpha, T, \beta)\left(\alpha^{\prime}, T^{\prime}, \beta^{\prime}\right)=\left(\alpha, T\left(\beta, \alpha^{\prime}\right) T^{\prime}, \beta^{\prime}\right) .
\end{gathered}
$$

We know that $(A \cup g \cdot B, g h) \varphi$ is the birooted word tree constructed with the words of $A \cup g \cdot B$. If we do the composition of $T$ and $T^{\prime}$, identifying $\beta$ with $\alpha^{\prime}$ we obtain a tree "reading" the words of $A \cup g \cdot B$, and this composition is $T\left(\beta, \alpha^{\prime}\right) T^{\prime}$. The path $\Pi\left(\alpha, \beta^{\prime}\right)$ is obtained by following $\Pi(\alpha, \beta)$ by $\Pi\left(\alpha^{\prime}, \beta^{\prime}\right)$, so the word $g h$ labels the path $\Pi\left(\alpha, \beta^{\prime}\right)$. Hence, we must have

$$
(A \cup g \cdot B, g h) \varphi=\left(\alpha, T\left(\beta, \alpha^{\prime}\right) T^{\prime}, \beta^{\prime}\right)
$$

so $\varphi$ is a morphism. We conclude that $P^{\prime}\left(F G_{X}, \mathcal{X}, E\right)$ is isomorphic to $\mathcal{B}_{X}$, this tells us that we can define the free inverse semigroup on a non-empty set $X$ as the set of all birooted word trees $\mathcal{B}_{X}$.

## Chapter 2

## Presentations

Let $\mathcal{C}$ be a class of algebras and $C$ an algebra in $\mathcal{C}$. A presentation for $C$ defines it as a homomorphic image of the free $\mathcal{C}$-algebra. In this chapter we will focus on semigroup and inverse semigroup presentations. The definitions, examples and methods described in this chapter can be found, when not stated otherwise, in [8] and [10].

## 1 Writing Presentations

Let $A$ be an alphabet. A semigroup presentation is a pair $<A|\mathfrak{R}\rangle$, where $\mathfrak{R} \subseteq A^{+} \times A^{+}$. The elements of $A$ are called generating symbols or simply generators, and the elements of $\mathfrak{R}$ are called defining relations. A pair $(u, v) \in \mathfrak{R}$ is usually represented by $u=v$. The semigroup defined by the presentation $<A \mid \Re>$ is the semigroup $A^{+} / \rho$, where $\rho$ is the smallest congruence on $A^{+}$ containing $\mathfrak{R}$.

For $w_{1}, w_{2} \in A^{+}$we write $w_{1} \equiv w_{2}$ if $w_{1}$ and $w_{2}$ are identical words in $A^{+}$, and $w_{1}=w_{2}$ if they represent the same element of $S$, i.e. $\left(w_{1}, w_{2}\right) \in \rho$. In this last case, we say that $S$ satisfies the relation $w_{1}=w_{2}$.

Let $T$ be a semigroup generated by a set $B$, and $\phi: A \longrightarrow B$ an onto mapping. We can extend $\phi$ in a unique way to an epimorphism $\phi^{\prime}: A^{+} \longrightarrow T$, see for example [10, Proposition 1.1]. We say that $T$ satisfies relations $\mathfrak{R}$ if for each relation $u=v$ in $\mathfrak{R}$ we have $u \phi=v \phi$. We can now state the following result:

Proposition 2.1 Let $<A \mid \mathfrak{R}>$ be a presentation, $S$ the semigroup defined by it and $T$ a semigroup satisfying $\mathfrak{R}$. Then $T$ is a homomorphic image of $S$.

Proof. We know that $S=A^{+} / \rho$, where $\rho$ is the smallest congruence containing $\mathfrak{R}$. Since $T$ satisfies $\mathfrak{R}$ we know that there exists an epimorphism $\phi: A^{+} \longrightarrow T$, such that for any $(u=v) \in \mathfrak{R}$ we have $u \phi=v \phi$. Hence, $\mathfrak{R} \subseteq \operatorname{Ker} \phi$ and $\operatorname{Ker} \phi$ is a congruence, so we must have $\rho \subseteq \operatorname{Ker} \phi$. Then, by [6, Theorem 1.5.4],

$$
A^{+} / \operatorname{Ker} \phi \cong\left(A^{+} / \rho\right) /(\operatorname{Ker} \phi / \rho)
$$

and by the Homomorphism Theorem [6, Theorem 1.5.2], we have $A^{+} / \operatorname{Ker} \phi \cong T$, so $T \cong\left(A^{+} / \rho\right) /(\operatorname{Ker} \phi / \rho)$. Hence $T$ is a homomorphic image of $S$.

Given $w_{1}, w_{2} \in A^{+}$, we say that $w_{2}$ is obtained from $w_{1}$ by one application of one relation from $\mathfrak{R}$ if there exists $\alpha, \beta$ in $A^{*}$ and a relation $u=v$ in $\mathfrak{R}$ such that $w_{1} \equiv \alpha u \beta$ and $w_{2} \equiv \alpha v \beta$. We say that $w_{2}$ can be deduced from $w_{1}$ if there exists a sequence

$$
w_{1} \equiv \alpha_{1}, \alpha_{2}, \ldots, \alpha_{k-1}, \alpha_{k} \equiv w_{2}
$$

of words from $A^{+}$such that $\alpha_{i+1}$ is obtained from $\alpha_{i}$ by one application of one relation from $\Re$. We also say that $w_{1}=w_{2}$ is a consequence of $\Re$.

Proposition 2.2 Let $S$ be a semigroup generated by a set $A$ and $\Re$ a subset of $A^{+} \times A^{+}$. Then $<A \mid \Re>$ is a presentation for $S$ if and only if
(i) $S$ satisfies all relations from $\mathfrak{R}$,
(ii) if $u, v$ are any two words in $A^{+}$such that $S$ satisfies $u=v$ then $u=v$ is a consequence of $\mathfrak{R}$.

For a proof see [10, Proposition 2.3]. Now we will look at some examples of semigroup presentations.

Example 2.1 The presentation $<A \mid>$ defines the free semigroup $A^{+}$, for the smallest congruence on $A^{+}$containing the empty set is the diagonal relation $\triangle=\left\{(w, w): w \in A^{+}\right\}$, and $A^{+} / \triangle \cong A^{+}$.

Example 2.2 Consider the subset $\mathfrak{R}=\left\{\left(a, a^{2}\right)\right\}$ of $\{a\}^{+} \times\{a\}^{+}$and let $\rho$ be the smallest congruence on $\{a\}^{+}$containing $\mathfrak{R}$, then

$$
\begin{aligned}
& a \rho a^{2} \Rightarrow a^{2} \rho a^{3} \\
& a \rho a^{2} \wedge a^{2} \rho a^{3} \Rightarrow a \rho a^{3} \\
& a \rho a^{3} \Rightarrow a^{2} \rho a^{4} \\
& a \rho a^{2} \wedge a^{2} \rho a^{4} \Rightarrow a \rho a^{4} \\
& \cdots \\
& a \rho a^{2} \wedge a^{2} \rho a^{n} \Rightarrow a \rho a^{n+1}, \quad \forall n \in \mathbb{N}
\end{aligned}
$$

so we have $a \rho=\{a\}^{+}$, hence $\{a\}^{+} / \rho$ is trivial. We may conclude that the presentation

$$
<a \mid a=a^{2}>
$$

defines the trivial semigroup.

Example 2.3 The presentation $<a \mid a^{n+r}=a^{r}>$ defines the monogenic semigroup of order $n+r-1$ and period $n$. For definitions related with monogenic semigroup see for example [6, Section 1.1]

Proof. Let $M=\left\{a, a^{2}, \ldots, a^{n}, \ldots, a^{n+r-1}\right\}$ be the monogenic semigroup of order $n+r-1$ and period $n$, generated by $a$. We know that $r$ is the least positive integer, $k$, such that $a^{k}$ is repeated, and $n+r$ is the power of the first repetition of $a^{r}$, so $M$ satisfies the relation $a^{r}=a^{n+r}$. Suppose that $M$ satisfies the relation $a^{p_{1}}=a^{p_{2}}$, we can assume that $a^{p_{2}}$ is the first repetition of $a^{p_{1}}$. We want to show that this relation is a consequence of $a^{r}=a^{n+r}$. If $p_{1}=p_{2}$ then $a^{p_{1}} \equiv a^{p_{2}}$ and the result follows, so we can suppose without loss of generality that $p_{2}>p_{1}$.

Claim 4 If $p_{1}, p_{2} \geq r$ and $p_{1} \equiv p_{2}(\bmod n)$ then $a^{p_{1}}=a^{p_{2}}$ can be deduced from $a^{n+r}=a^{r}$.

Proof. In this case we can write $p_{2}-p_{1}=k n$ for some $k \in \mathbb{N}$, then

$$
\begin{aligned}
a^{p_{1}} & \equiv a^{k n+p_{2}} \equiv a^{k n+r} a^{p_{2}-r} \equiv a^{(k-1) n} a^{n+r} a^{p_{2}-r}=a^{(k-1) n} a^{r} a^{p_{2}-r} \\
& \equiv a^{(k-2) n} a^{n+r} a^{p_{2}-r}=a^{(k-2) n} a^{r} a^{p_{2}-r}=\ldots=a^{r} a^{p_{2}-r} \equiv a^{p_{2}}
\end{aligned}
$$

so we can conclude that $a^{p_{1}}=a^{p_{2}}$ can be deduced from $a^{n+r}=a^{r}$.

Since $r$ is the least power of $a$ to be repeated in $M$ we must have $p_{1} \geq r$, thus $p_{1}, p_{2} \geq r$. Suppose that $n \nless p_{2}-p_{1}$, then $p_{2}-p_{1}=k n+q$ for some $k \in \mathbb{N}$ and some $0<q<n$, and we have

$$
a^{p_{1}} \equiv a^{p_{1}-r} a^{r}=a^{p_{1}-r} a^{n+r}=\ldots=a^{p_{1}-r} a^{k n+r} \equiv a^{p_{1}+k n} \equiv a^{p_{2}-q},
$$

then $a^{p_{1}}=a^{p_{2}-q}$ and $p_{2}-q<p_{2}$, this contradicts the fact of $a^{p_{2}}$ being the first repetition of $a^{p_{1}}$. So we must have $p_{2} \equiv p_{1}(\bmod n)$ and we conclude that $a^{p_{1}}=a^{p_{2}}$ is a consequence of $a^{r}=a^{n+r}$. Thus, by Proposition 2.2, the presentation $<a \mid a^{n+r}=a^{r}>$ defines $M$.

The following result shows that we can always obtain a presentation for a semigroup by means of its multiplication table.

Proposition 2.3 Any semigroup can be defined by a presentation.

Proof. Let $S$ be any semigroup and define an alphabet $A=\left\{a_{s}: s \in S\right\}$. $A$ is obviously in one-one correspondence with $S$. The set

$$
\mathfrak{R}=\left\{a_{x} a_{y}=a_{x y}: x, y \in S\right\}
$$

is contained in $A^{+} \times A^{+}$so we can consider the presentation $<A \mid R>$. Let $T$ be the semigroup defined by this presentation. $S$ satisfies all the relations of
$\mathfrak{R}$ (by the definition of semigroup) so, by Proposition 2.1, $S$ is an homomorphic image of $T$, i.e. there exists an epimorphism $\phi: T \longrightarrow S, a_{s} \mapsto s$.

Let $u, v \in A^{+}$be such that $u \phi=v \phi$, then there exists $x, y \in S$ such that $u=a_{x}$ and $v=a_{y}$ hold in $T$ and we have

$$
a_{x} \phi=a_{y} \phi \quad \Leftrightarrow x=y
$$

this obviously implies $a_{x}=a_{y}$, so $u=v$ in $T$. Thus $\phi$ is one-one and we can conclude that $S$ is isomorphic to $T$, thus $S$ is defined by the presentation $<A \mid \mathfrak{R}>$.

Let $A$ be an alphabet. We define a monoid presentation just like a semigroup presentation, replacing $A^{+}$by $A^{*}$. An inverse semigroup presentation is a pair $<B \mid Q>$ where $B$ is an alphabet, $B^{-1}=\left\{b^{-1}: b \in B\right\}$ is another alphabet disjoint from $B$ and in one-one correspondence with it, and $Q$ is a subset of $\left(B \cup B^{-1}\right)^{+} \times\left(B \cup B^{-1}\right)^{+}$. Similarly we can define a group presentation and an inverse monoid presentation.

Remark 2 If $S$ is a monoid defined by a monoid presentation $<A \mid \mathfrak{R}>$ then $S$ is defined by the semigroup presentation $<A, e \mid \mathfrak{R}, a e=e a=a(a \in A)>$.

Let $S$ be the monoid defined by the semigroup presentation $<A \mid \Re>$. There exists a word $w$ in $A^{+}$representing the identity of $S$ and $S$ is defined by the monoid presentation $<A \mid \mathfrak{R}, w=1>$.

Remark 3 The inverse semigroup defined by the (inverse semigroup) presentation $<B \mid Q>$ is the semigroup defined by the presentation

$$
<B, B^{-1} \mid Q, w w^{-1} w=w, w w^{-1} z z^{-1}=z z^{-1} w w^{-1},\left(w, z \in\left(B \cup B^{-1}\right)^{+}\right)>
$$

Remark 4 The group defined by the group presentation $<B \mid Q>$ is defined by the monoid presentation $<B, B^{-1} \mid Q, b b^{-1}=b^{-1} b=1(b \in B)>$.

Given a semigroup $S$, one way of obtaining a presentation for it consists in the following stn:

- find a generating set $A$ for $S$;
- find a set $\mathfrak{R}$ of relations which are satisfied by the generators $A$, and which seem to be sufficient to define $S$;
- find a set $W \subseteq A^{+}$, such that each word from $A^{+}$can be transformed to a word from $W$ by applying relations from $\mathfrak{R}$;
- prove that distinct words from $W$ represent distinct elements in $S$.

The set $W$ described above is called a set of canonical or normal forms for $S$. This method for finding a presentation is described in [10], and the next result shows that the presentation $<A \mid \mathfrak{R}>$ that we obtain is in fact a presentation for $S$.

Proposition 2.4 Let $S$ be a semigroup, $A$ a generating set for $S, \mathfrak{R} \subseteq A^{+} \times A^{+}$ a set of relations and $W$ a subset of $A^{+}$. Assume that:
(i) the generators $A$ of $S$ satisfy all the relations from $\mathfrak{R}$;
(ii) for each word $w \in A^{+}$there exists a word $w^{\prime} \in W$ such that $w=w^{\prime}$ is a consequence of $\mathfrak{R}$;
(iii) if $u, v \in W$ are such that $u \not \equiv v$ then $u \neq v$ in $S$;
then $<A \mid \mathfrak{R}>$ defines $S$ in terms of generators $A$.

Proof. The set $A$ generates the semigroup $S$ and $\mathfrak{R}$ holds in $S$, so we just need to show that any relation in $S$ is a consequence of $\mathfrak{R}$. Let $w_{1}, w_{2}$ be arbitrary elements of $S$, such that $w_{1}=w_{2}$ holds in $S$. Then there exists $w_{1}^{\prime}, w_{2}^{\prime} \in W$, such that the relations $w_{1}=w_{1}^{\prime}, \quad w_{2}=w_{2}^{\prime}$ are a consequence of $\mathfrak{R}$. From $w_{1}=w_{2}$ we have, by (iii), $w_{1}^{\prime} \equiv w_{2}^{\prime}$. So

$$
w_{1}=w_{1}^{\prime} \equiv w_{2}^{\prime}=w_{2}
$$

is a consequence of $\mathfrak{R}$. Thus $S$ is defined by the presentation $<A|\Re\rangle$.

Note: When $S$ is a finite semigroup the condition (iii) in Proposition 2.4 can be substituted by the condition $|W| \leq|S|$, see [10, Proposition 2.2].

A way of relating two different presentations for the same semigroup (inverse semigroup, monoid, group, etc.) is by Tietze Transformations. These are four operations that applied to a presentation allow us to obtain a different presentation defining the same structure. Given a presentation $\langle A \mid \mathfrak{R}\rangle$ we can:

- T1) add a relation;

Given $u, v \in A^{+}$such that $u=v$ is not in $\Re$, but it is a consequence of the relations in $\mathfrak{R}$, the presentation

$$
<A \mid \Re, u=v>
$$

defines the same structure as $\langle A \mid \Re\rangle$.

- T2) remove a relation;

If $u=v$ is a relation in $\Re$ that is a consequence of the relations in $\mathfrak{R} \backslash\{(u, v)\}$, then the structure defined by $<A \mid \mathfrak{R}>$ can be defined by the presentation

$$
<A \mid \mathfrak{R} \backslash\{u=v\}>
$$

- T3) add a generator;

Given a symbol $b$ not in $A$ and a word $w$ in $A^{+}$we can define a relation $b=w$, and the presentations

$$
<A, b \mid \mathfrak{R}, b=w>
$$

and $<A \mid \mathfrak{R}>$ define the same structure.

- T4) remove a generator;

Given $a \in A, u \in(A \backslash\{a\})^{+}$such that $a=u$ is in $\mathfrak{R}$, we can replace $a$ by $u$ in
all the relations of $\mathfrak{R}$ where $a$ appears, remove $a$ from the set of generators and remove the relation $a=u$ from $\mathfrak{R}$. We obtain the presentation

$$
<A \backslash\{b\} \mid \mathfrak{R}^{\prime} \backslash\{a=u\}>,
$$

defining the same structure as $\langle A \mid \Re\rangle$, where $\Re^{\prime}$ is $\mathfrak{R}$ with all occurrences of $a$ replaced by $u$.

Proposition 2.5 Two finite presentations define the same semigroup if and only if one can be obtained from the other by a finite number of applications of Tietze Transformations.

For a proof see for example [10, Proposition 2.5]. One example where we can use Tietze Transformations is the following:

Example 2.4 The bicyclic monoid is defined by the monoid presentation

$$
<a, b \mid a b=1>
$$

and as a semigroup it admits the presentation

$$
<a, b \mid a b a=a^{2} b=a, b a b=a b^{2}=b>.
$$

Proof. Let $B$ be the bicyclic monoid, it is defined as a transformation monoid in $\mathbb{N}_{0}$ by the following graph

so $B$ is generated by $x$ and $y$, where $x$ is the transformation defined by

$$
n x=n+1, \quad \forall n \in \mathbb{N}_{0},
$$

and $y$ is the transformation defined by

$$
0 y=0, \quad n y=n-1, \quad \forall n \in \mathbb{N}
$$

The transformation $x y$ is the identity transformation in $\mathbb{N}_{0}$ since $0 x y=(0 x) y=$ $1 y=0$ and $n x y=(n+1) y=n$. Next, for all $j, k \in \mathbb{N}_{0}$ we have

$$
x^{k} y^{j}= \begin{cases}y^{j-k} & \text { if } j \geq k \\ x^{k-j} & \text { if } k>j\end{cases}
$$

hence any element of $B$ can be written in the form $y^{m} x^{n}$, for some $m$ and $n$ in $\mathbb{N}_{0}$. It follows that a relation holding in $B$ that is not a consequence of $x y=1$ can always be taken to be of the form $y^{m} x^{n}=y^{j} x^{k}$, for some $m, n, j, k \in \mathbb{N}_{0}$. Now

$$
\begin{aligned}
& 0 y^{m} x^{n}=0 x^{n}=n, \\
& 0 y^{j} x^{k}=0 x^{k}=k
\end{aligned}
$$

so $k=n$, and considering an integer $i$ such that $i>\max (m, j)$ we have

$$
\begin{aligned}
& i y^{m} x^{n}=(i-m) x^{n}=i-m+n, \\
& i y^{j} x^{n}=(i-j) x^{n}=i-j+n,
\end{aligned}
$$

this implies that $m=j$, thus

$$
y^{m} x^{n}=y^{j} x^{k} \Rightarrow m=j \text { and } n=k
$$

So all the relations satisfied by $B$ are consequences of $x y=1$. Considering an alphabet $A=\{a, b\}$ and making a correspondence between $a, b$ and $x, y$ respectively we may conclude that $B$ admits the monoid presentation $<a, b \mid a b=1>$.

Let $M$ be the semigroup defined by the presentation

$$
<a, b \mid a b a=a^{2} b=a, b a b=a b^{2}=b>
$$

From the defining relations of $M$ we have

$$
(a b) a=a, \quad a(a b)=a, \quad b(a b)=b, \quad(a b) b=b,
$$

so $a b$ acts like an identity in the generators of $M$, hence $M$ is defined by the monoid presentation

$$
<a, b \mid a b a=a^{2} b=a, b a b=a b^{2}=b, a b=1>
$$

From the relation $a b=1$ we can obtain the other four relations in this presentation so, applying Tietze Transformations (T2) we obtain

$$
M \cong<a, b \mid a b=1>
$$

thus $M$ is the bicyclic monoid.

## 2 Rewriting Presentations

### 2.1 Subsemigroups of semigroups

Let $S$ be a semigroup defined by the presentation $<A \mid \mathfrak{R}>, T$ a subsemigroup of $S$ generated by the set

$$
X=\left\{\xi_{i}: i \in I\right\}
$$

where $\xi_{i}$, are words from $A^{+}$. A natural question to put is how to obtain a presentation for $T$ from the presentation of $S$. We are going to describe a method, given in [4], that answers this question.

Let $B=\left\{b_{i}: i \in I\right\}$ be a set in one-one correspondence with $X$, define a map from $B$ into $A^{+}$, mapping $b_{i}$ to $\xi_{i}$, and let $\psi: B^{+} \longrightarrow A^{+}$be the natural homomorphism defined by it. Clearly the image of $\psi$ is $T$ so we can think of $\psi$ as interpreting each word in $B^{+}$as an element of $T$. We call $\psi$ the interpretation map.

We denote by $\mathcal{L}(A, T)$ the set of words in $A^{+}$representing elements of $T$. Any word in $\mathcal{L}(A, T)$ is associated to a word in $B^{+}$, so there exists a map $\phi$ : $\mathcal{L}(A, T) \longrightarrow B^{+}$with the property that $(w \phi) \psi=w$ in $S$, for any $w \in \mathcal{L}(A, T)$. The map $\phi$ rewrites the elements of $T$ as a product of the given generators for $T$, we call it a rewriting map. The next result give us a presentation for $T$ in terms of generators $B$.

Theorem 2.6 With the notation above, $T$ is defined by the generators $B$ subject to the relations:

$$
\begin{align*}
b_{i} & =\xi_{i} \phi, \quad i \in I  \tag{2.1}\\
\left(w_{1} w_{2}\right) \phi & =w_{1} \phi w_{2} \phi, \quad w_{1}, w_{2} \in \mathcal{L}(A, T)  \tag{2.2}\\
\left(w_{3} u w_{4}\right) \phi & =\left(w_{3} v w_{4}\right) \phi, \quad u=v \in \mathfrak{R}, \quad w_{3}, w_{4} \in A^{*} \tag{2.3}
\end{align*}
$$

where $w_{3}$ and $w_{4}$ are any words such that $w_{3} u w_{4} \in \mathcal{L}(A, T)$.

Proof. First we check that the relations (2.1), (2.2) and (2.3) hold in T. Note that if $(\alpha) \psi=(\beta) \psi$ holds in $S$, with $\alpha, \beta \in \mathcal{L}(A, T)$, then, since $\psi$ interprets each word in $B^{+}$as an element of $T$, the relation $\alpha=\beta$ holds in $T$. We have $\left(b_{i}\right) \psi=\xi_{i}$ and $\left(\left(\xi_{i}\right) \phi\right) \psi=\xi_{i}$, then $\left(b_{i}\right) \psi=\left(\left(\xi_{i}\right) \phi\right) \psi$ so

$$
b_{i}=\xi_{i} \phi, \quad i \in I,
$$

holds in $T$. Given $w_{1}, w_{2} \in \mathcal{L}(A, T)$ we have

$$
\begin{array}{rlc}
\left(\left(w_{1} w_{2}\right) \phi\right) \psi & =w_{1} w_{2} & (\text { def. } \phi) \\
& =\left(( w _ { 1 } \phi ) \psi \left(\left(w_{2} \phi\right) \psi\right.\right. & \quad(\text { def. } \phi) \\
& =\left(\left(w_{1} \phi\right)\left(w_{2} \phi\right)\right) \psi, & (\psi \text { morphism })
\end{array}
$$

so relation (2.2) holds in $T$. Given an arbitrary relation $u=v$ in $\mathfrak{R}$ and words $w_{3}, w_{4} \in A^{*}$ such that $w_{3} u w_{4} \in \mathcal{L}(A, T)$, we have

$$
\left(\left(w_{3} u w_{4}\right) \phi\right) \psi=w_{3} u w_{4}, \quad \text { and } \quad\left(\left(w_{3} v w_{4}\right) \phi\right) \psi=w_{3} v w_{4}
$$

but $(u=v) \in \mathfrak{R}$, so the relation $w_{3} u w_{4}=w_{3} v w_{4}$ is a consequence of $\mathfrak{R}$, i.e. it holds in $S$, then $\left(w_{3} u w_{4}\right) \phi=\left(w_{3} v w_{4}\right) \phi$ holds in $T$. Now, we need to show that any relation in $T$ is a consequence of (2.1), (2.2) and (2.3). Let $\alpha, \beta \in B^{+}$be such that $\alpha=\beta$ holds in $T$, then the relation $(\alpha) \psi=(\beta) \psi$ holds in $S$ so it can be deduced from the relations $\mathfrak{R}$, and by (2.3) we have $((\alpha) \psi) \phi=((\beta) \psi) \phi$. We can write

$$
\alpha \equiv a_{j, 1} a_{j, 2} \ldots a_{j, l}, \quad \beta \equiv b_{i, 1} b_{i, 2} \ldots b_{i, k}
$$

where $a_{j, n}, b_{i, m} \in B, \quad m=1, \ldots, k, n=1, \ldots, l$. Then

$$
(\beta) \psi \equiv \xi_{i, 1} \xi_{i, 2} \ldots \xi_{i, k}, \quad(\alpha) \psi \equiv \xi_{j, 1} \xi_{j, 2} \ldots \xi_{j, l}
$$

and we obtain

$$
\begin{array}{rlr}
\beta & \equiv b_{i, 1} b_{i, 2} \ldots b_{i, k} \\
& =\left(\xi_{i, 1}\right) \phi\left(\xi_{i, 2}\right) \phi \ldots\left(\xi_{i, k}\right) \phi & \\
& \equiv\left(\left(b_{i, 1}\right) \psi\right) \phi\left(\left(b_{i, 2}\right) \psi\right) \phi \ldots\left(\left(b_{i, k}\right) \psi\right) \phi & (\text { def. } \psi) \\
& =\left(\left(b_{i, 1}\right) \psi\left(b_{i, 2}\right) \psi \ldots\left(b_{i, k}\right) \psi\right) \phi & (2.2) \\
& \equiv\left(\left(b_{i, 1} b_{i, 2} \ldots b_{i, k}\right) \psi\right) \phi & (\psi \text { morphism }) \\
& \equiv((\beta) \psi) \phi,
\end{array}
$$

similarly $\alpha=((\alpha) \psi) \phi$. So $\alpha=\beta$ is a consequence of (2.1), (2.2) and (2.3). We conclude that $T$ is defined by the presentation $<B \mid(2.1),(2.2),(2.3)>$.

In the case where $S$ is an inverse semigroup, defined by the (inverse semigroup) presentation $<A \mid \mathfrak{R}>$, the presentation $<C \mid \mathfrak{Q}>$ where $C=A \cup A^{-1}$ and

$$
\mathfrak{Q}=\mathfrak{R} \cup\left\{\left(w, w w^{-1} w\right): w \in C^{+}\right\} \cup\left\{\left(w w^{-1} z z^{-1}, z z^{-1} w w^{-1}\right): w, z \in C^{+}\right\}
$$

defines $S$ as a semigroup. If $T$ is an (inverse) subsemigroup generated by a set

$$
X=\left\{\xi_{i}: i \in I\right\}
$$

where $\xi_{i}$, are words from $C^{+}$, then applying the result above we obtain the presentation

$$
\begin{array}{ll}
<B \mid & b_{i}=\left(\xi_{i}\right) \phi, \quad(i \in I) \\
& \left(w_{1} w_{2}\right) \phi=\left(w_{1}\right) \phi\left(w_{2}\right) \phi, \quad\left(w_{1}, w_{2} \in \mathcal{L}(C, T)\right) \\
& \left(w_{3} u w_{4}\right) \phi=\left(w_{3} v w_{4}\right) \phi, \quad((u=v) \in \mathfrak{Q})>
\end{array}
$$

where $w_{3}, w_{4}$ are any words in $C^{*}$ such that $w_{3} u w_{4} \in \mathcal{L}(C, T)$, that defines $T$ as a semigroup, in terms of generators $B$, where, like above, $B$ is a set in one-one correspondence with $X$. We can decompose the last relation in the presentation
to obtain relations for $T$ obtained from $\mathfrak{R}$, the presentation becomes

$$
\begin{aligned}
<B \mid & b_{i}=\left(\xi_{i}\right) \phi, \quad(i \in I) \\
& \left(w_{1} w_{2}\right) \phi=\left(w_{1}\right) \phi\left(w_{2}\right) \phi, \quad\left(w_{1}, w_{2} \in \mathcal{L}(C, T)\right) \\
& \left(w_{3} u w_{4}\right) \phi=\left(w_{3} v w_{4}\right) \phi, \quad((u=v \in \mathfrak{R}) \\
& \left(w_{5} u_{1} u_{1}^{-1} u_{1} w_{6}\right) \phi=\left(w_{5} u_{1} w_{6}\right) \phi, \\
& \left(w_{7} u_{1} u_{1}^{-1} u_{2} u_{2}^{-1} w_{8}\right) \phi=\left(w_{7} u_{2} u_{2}^{-1} u_{1} u_{1}^{-1} w_{8}\right) \phi, \quad\left(u_{1}, u_{2} \in C^{+}\right)>
\end{aligned}
$$

where $w_{3}, w_{4}, w_{5}, w_{6}, w_{7}, w_{8} \in C^{*}$ are such that $w_{3} u w_{4}, w_{5} u_{1} w_{6}$, and $w_{7}\left(u_{1} u_{1}^{-1} u_{2} u_{2}^{-1}\right) w_{8}$ belong to $\mathcal{L}(C, T)$.

### 2.2 Subgroups of inverse monoids

A subgroup $T$ of a semigroup $S$ is clearly a subsemigroup of $S$, so the results in the last section clearly hold in this case. But $T$ being a group, it makes sense to look for a simpler method to obtain a presentation for it. In [11], the Reidemeister-Schreier Theorem, giving a presentation for a subgroup of a group, was generalized to subgroups of monoids. We will look at these results, for subgroups of inverse monoids, that also appear in [11].

Let $S$ be an inverse monoid, $X$ a non-empty subset of $S$. The cosets of $X$ in $S$ are the sets of the form $X s, s \in S$ such that there exists $t \in S$ such that $X s t=X$. We represent by $\mathcal{C}=\left\{C_{i}: i \in I\right\}$ the collection of all cosets of $X$ in $S$. The number of elements of $\mathcal{C}$ is called the index of $X$ and we denote it by $[S: X]$.

Lemma 2.7 $S$ acts on $\{X s: s \in S\}$ by multiplication on the right. This action induces an action of $S$ on $\mathcal{C} \cup\left\{C_{0}\right\}, 0 \notin I$, defining $C_{0} s=C_{0}$ and $C_{i} s=C_{0}$ if and only if $C_{i} s \notin \mathcal{C}, s \in S$.

Proof. Given $X s \notin \mathcal{C}, s \in S$, suppose that there exists $t \in S$ such that $X s t \in \mathcal{C}$, then there must exist $v \in S$ such that $X$ stv $=X$. But $t v \in S$ and $X s(t v)=X$, this contradicts the fact that $X s \notin \mathcal{C}$, hence

$$
X s \notin \mathcal{C} \Rightarrow X s t \notin \mathcal{C} \quad \forall t \in S
$$

The action of $S$ on $\mathcal{C} \cup\left\{C_{0}\right\}$ is equivalent to the action of $S$ on $I \cup\{0\}$ given by $C_{i} s=C_{i s}, \quad i \in I, s \in S$. We now look at the case where $X=G$ is a subgroup of $S$. We will denote the identity of $S$ by 1 and the identity of the group $G$ by $e$. Note that $e$ is an idempotent of $S$ not necessarily equal to 1 . The following results hold:

Proposition 2.8 If $i, j \in I$ with $i \neq j$, then $C_{i} \cap C_{j}=\emptyset$.

Proof. Since $i \neq j$ we know that $C_{i} \neq C_{j}$, by definition of $\mathcal{C}$. We have $C_{i}=G s$ and $C_{j}=G t$ for some $s, t \in S$, suppose that $C_{i} \cap C_{j} \neq \emptyset$ and let $x$ be an element in this intersection, we can write $x=g_{1} s=g_{2} t$ for some $g_{1}, g_{2} \in G$. Let $y$ be an arbitrary element of $C_{i}$, then $y=g_{3} s$ for some $g_{3} \in G$, it follows that

$$
y=g_{3} s=\left(g_{3} e\right) s=\left(g_{3}\left(g_{1}^{-1} g_{1}\right)\right) s=\left(g_{3} g_{1}^{-1}\right)\left(g_{1} s\right)=\left(g_{3} g_{1}^{-1}\right)\left(g_{2} t\right)=\left(g_{3} g_{1}^{-1} g_{2}\right) t
$$

so $y \in G t=C_{j}$, this implies that $C_{i} \subseteq C_{j}$. Similarly we can show that $C_{j} \subseteq C_{i}$, and we obtain $C_{i}=C_{j}$, but this contradicts our assumption, so we conclude that $C_{i} \cap C_{j}=\emptyset$.

Proposition 2.9 For each $i \in I$ there exists $r_{i}, r_{i}^{\prime} \in S$ such that $G r_{i}=C_{i}$ and $g r_{i} r_{i}^{\prime}=g$ for all $g \in G$.

Proof. Let $i \in I$ arbitrary, $C_{i}=G r_{i}$ for some $r_{i} \in S$ and, since $C_{i}$ is a coset, there exists $q_{i} \in S$ such that $C_{i} q_{i}=G r_{i} q_{i}=G$. Let us fix an $h \in G$ and let $h^{\prime} \in G$ be such that $h^{\prime}=h r_{i} q_{i}$. Let $r_{i}^{\prime}=q_{i} h^{\prime-1} h$, then for any $g \in G$ we have

$$
\begin{aligned}
g r_{i} r_{i}^{\prime} & =g r_{i} q_{i} h^{\prime-1} h=g\left(h^{-1} h\right) r_{i} q_{i} h^{\prime-1} h \\
& =g h^{-1}\left(h r_{i} q_{i}\right) h^{\prime-1} h=g h^{-1} h^{\prime} h^{\prime-1} h=g h^{-1} h=g,
\end{aligned}
$$

hence, there exist $r_{i}, r_{i}^{\prime} \in S$ such that $G r_{i}=C_{i}$ and $g r_{i} r_{i}^{\prime}=g \forall g \in G$.

A collection of elements $r_{i}, r_{i}^{\prime}$ is a system of coset representatives if

- $G r_{i}=C_{i}$,
- $g r_{i} r_{i}^{\prime}=g$,
- $r_{1}=r_{1}^{\prime}=1, \quad \forall i \in I, \quad \forall g \in G$.

Given any system of coset representatives $r_{i}, r_{i}^{\prime}, i \in I$, we have $e r_{i} r_{i}^{\prime}=e$, then

$$
e=\left(e r_{i}\right) r_{i}^{\prime}, \quad e r_{i}=(e) r_{i} \Rightarrow e \mathcal{R} e r_{i}
$$

but $S$ is inverse so

$$
e \mathcal{R} e r_{i} \Leftrightarrow e e^{-1}=\left(e r_{i}\right)\left(e r_{i}\right)^{-1} \Leftrightarrow e=e r_{i} r_{i}^{-1} e \Leftrightarrow e=e r_{i} r_{i}^{-1}
$$

and for any $g \in G$ we have

$$
g=g e=g\left(e r_{i} r_{i}^{-1}\right)=(g e) r_{i} r_{i}^{-1}=g r_{i} r_{i}^{-1}
$$

so we can take $r_{i}^{\prime}$ to be $r_{i}^{-1}$. Note that $r_{i}$ belongs to $S$ not necessarily to $G$ so $r_{i}^{-1}$ is the inverse of $r_{i}$ in the sense of inverse semigroup inverse, i.e

$$
r_{i}=r_{i} r_{i}^{-1} r_{i}, \quad \text { and } \quad r_{i}^{-1}=r_{i}^{-1} r_{i} r_{i}^{-1}
$$

Clearly, for an element $g \in G$, the inverse of $g$ in the group coincides with its inverse in $S$, since the inverses in $S$ are unique and $g g^{-1}=e \Rightarrow g g^{-1} g=g$.

Lemma 2.10 The elements of a coset are $\mathcal{R}$ related to the elements of $G$.

Proof. Let $C_{i}=G r_{i}$ be any coset of $G$ in $S$. Consider $x$ an arbitrary element of $C_{i}$, we know that $x=m r_{i}$ for some $m \in G$. For any $y \in G$ we have

$$
\begin{aligned}
& x=m r_{i}=(e m) r_{i}=\left(\left(y y^{-1}\right) m\right) r_{i}=y\left(y^{-1} m r_{i}\right) \\
& y=e y=m m^{-1} y=\left(m r_{i} r_{i}^{-1}\right) m^{-1} y=\left(m r_{i}\right)\left(r_{i}^{-1} m^{-1} y\right)=x\left(r_{i}^{-1} m^{-1} y\right)
\end{aligned}
$$

so $x \mathcal{R} y$.

Lemma 2.11 The map $\varphi_{r_{i}}: G \longrightarrow C_{i}, \quad m \mapsto m r_{i}$, is a bijection with inverse $\varphi_{r_{i}^{-1}}$.

Proof. $\quad \varphi_{r_{i}}$ is obviously well-defined, and considering $m, n \in G$ arbitrary, we have

$$
m \varphi_{r_{i}}=n \varphi_{r_{i}} \Leftrightarrow m r_{i}=n r_{i} \Rightarrow m r_{i} r_{i}^{-1}=n r_{i} r_{i}^{-1} \Leftrightarrow m=n
$$

so $\varphi_{r_{i}}$ is one-one. $C_{i}=G r_{i}$ so $\varphi_{r_{i}}$ is clearly onto. Defining $\varphi_{r_{i}^{-1}}: C_{i} \longrightarrow G$, $m \mapsto m r_{i}^{-1}$, we clearly have $\varphi_{r_{i}} \varphi_{r_{i}^{-1}}=i d_{G}$ and $\varphi_{r_{i}^{-1}} \varphi_{r_{i}}=i d_{C_{i}}$, where $i d_{G}$ and $i d_{C_{i}}$ represent the identity map in $G$ and $C_{i}$ respectively.

From this last lemma we can see that for any $x$ in $C_{i}, i \in I$, we have $x r_{i}^{-1} r_{i}=x$.

Lemma 2.12 For any coset of $G, C_{i}$, and $s \in S$ such that is $\neq 0$, we have $C_{i} s s^{-1}=C_{i}$.

Proof. $\quad C_{i}=G r_{i}$ so for any $s \in S$, such that $i s \neq 0$ and for any $g \in G, g r_{i} s s^{-1}$ belongs to $G r_{i} s s^{-1}=C_{i} s s^{-1}=C_{i s s^{-1}}$. Since is $\neq 0$ we know that $i s s^{-1} \neq 0$, then $C_{i s s^{-1}}$ is a coset of $G$ so, by Lemma 2.10, $g r_{i} s s^{-1} \mathcal{R} g$, but $S$ is inverse so

$$
\begin{aligned}
& g g^{-1}=g r_{i} s s^{-1} s s^{-1} r_{i}^{-1} g^{-1} \Leftrightarrow g=g r_{i} s s^{-1} r_{i}^{-1} g^{-1} g \\
\Leftrightarrow & g=g\left(r_{i} s s^{-1} r_{i}^{-1}\right) e \Leftrightarrow g=g e\left(r_{i} s s^{-1} r_{i}^{-1}\right) \\
\Leftrightarrow & g=g r_{i} s s^{-1} r_{i}^{-1} \Rightarrow g r_{i}=g r_{i}\left(s s^{-1}\right) r_{i}^{-1} r_{i} \\
\Leftrightarrow & g r_{i}=g r_{i} r_{i}^{-1} r_{i}\left(s s^{-1}\right) \Leftrightarrow g r_{i}=g r_{i} s s^{-1}
\end{aligned}
$$

hence, for any $g \in G \quad g r_{i}=g r_{i} s s^{-1}$, thus $C_{i}=C_{i} s s^{-1}=C_{i s s^{-1}}$.

This result shows that when we have a coset of $G$ with index $i s s^{-1}$, for some $s \in S$ and $i \in I$, we can replace this index by the index $i$, and vice-versa. It is also clear that for any element $g$ in $G$, the index $1 g$ can be replaced by the index 1 and vice-versa, for $C_{1}=G=G g=C_{1} g=C_{1 g}$.

Proposition 2.13 If $G$ is a maximal subgroup of $S$ the index of $G$ in $S$ equals the number of $\mathcal{H}$-classes in the $\mathcal{R}$-class of $G$.

Proof. Let $C_{i}=G r_{i}$ be any coset of $G$ in $S$. We have seen that $e \mathcal{R e} r_{i}$ so, by Green's Lemma [6, Lemma 2.2.1 and 2.2.2], the map $\varphi_{r_{i}}: H e \longrightarrow H e r_{i}, x \mapsto x r_{i}$, where $H e$ represents the $\mathcal{H}$-class of $e$, is a bijection with inverse map $\varphi_{r_{i}^{-1}}$. Since $e$ is an idempotent its $\mathcal{H}$-class, $H e$, is a group, see [6, Theorem 2.2.5]. Given $m \in G$ arbitrary

$$
m m^{-1}=e, \quad m=e m, \quad \text { and } \quad m^{-1} m=e, \quad m=m e
$$

so $m \mathcal{H} e$. Hence $G \subseteq H e$, but $G$ is maximal so $G=H e$. Then $\varphi_{r_{i}}: G \longrightarrow H e r_{i}$ is a bijection, and we know that $\varphi_{r_{i}}: G \longrightarrow G r_{i}$ is a bijection, so we must have $G r_{i}=H e r_{i}$. Hence the cosets of $G$ are $\mathcal{H}$-classes that are in the $\mathcal{R}$-class of $G$.

Conversely, let $H$ be any $\mathcal{H}$-class in the $\mathcal{R}$-class of $G$, and $a \in H$ be arbitrary. The element $a$ is $\mathcal{R}$ related with $e$ so there exist $s, t \in S$ such that $a s=e$ and et $=a$. By Green's Lemma the map $\varphi_{t}: H e \longrightarrow H a, x \mapsto x t$ is a bijection with inverse map $\varphi_{s}$. So the $\operatorname{map} \varphi: G \longrightarrow H, g \mapsto g t, \quad$ is a bijection and $G t s=G$. This tell us that $G t$ is a coset of $G$, hence $H(=G t)$ is a coset of $G$. We conclude that $[S: G]$ equals the number of $\mathcal{H}$-classes in the $\mathcal{R}$-class of $G$

Now we give a generating set for $G$ using a system of coset representatives.

Proposition 2.14 Let $S$ be generated, as an inverse monoid, by the set $A$. Then,
the set

$$
Y=\left\{e r_{i} a r_{i a}^{-1}: i \in I, \quad a \in A \cup A^{-1}, \quad i a \neq 0\right\}
$$

generates $G$ as a monoid.

Proof. We note that since $S$ is generated as an inverse monoid by $A$ the set $A \cup A^{-1}$ generates $S$ as a monoid. Let

$$
M=\left\{e r_{i} s r_{i s}^{-1}: i \in I, \quad s \in S, \quad i s \neq 0\right\}
$$

for any $s \in S$ we have $e r_{i} s r_{i s}^{-1} \in G r_{i} s r_{i s}^{-1}$ and

$$
G r_{i} s r_{i s}^{-1}=C_{i} s r_{i s}^{-1}=C_{i s} r_{i s}^{-1}=G,
$$

so $M \subseteq G$. Consider the set

$$
\left\{e r_{1} g r_{1 g}^{-1}: g \in G\right\}
$$

noting that $G \subseteq S$, we can see that this set is a subset of $M$. Let $g$ be an arbitrary element of $G$

$$
C_{1 g}=C_{1} g=G g=G=G 1=G r_{1}=C_{1}
$$

so $r_{1}=r_{1 g}=1$, then $r_{1}^{-1}=r_{1 g}^{-1}=1$ and we have

$$
g=e g=e 1 g 1=e r_{1} g r_{1 g}^{-1}
$$

hence $G \subseteq\left\{e r_{1} g r_{1 g}^{-1}: g \in G\right\} \subseteq M$. We conclude that

$$
G=\left\{e r_{i} s r_{i s}^{-1}: i \in I, \quad s \in S, i s \neq 0\right\}
$$

Now let $s$ be any element of $S$, we can write $s=a_{1} a_{2} \ldots a_{n}$ for some $a_{1}, a_{2}, \ldots, a_{n} \in$ $A \cup A^{-1}$, and some $n \in \mathbb{N}$. If $n=1$ we have $s=a_{1}$ and $e r_{i} s r_{i s}^{-1} \in Y$. Assume that for $n \leq k$ the element $e r_{i} s r_{i s}^{-1}$ belongs to the monoid generated by $Y$, and let $s=a_{1} a_{2} \ldots a_{k+1}$. We can write $s=a_{1} t$ where $t=a_{2} \ldots a_{k+1}$, and it follows that

$$
e r_{i} s r_{i s}^{-1}=e r_{i} a_{1} t r_{i a_{1} t}^{-1}=e r_{i} a_{1} r_{i a_{1}}^{-1} e r_{i a_{1}} t r_{i a_{1} t}^{-1}
$$

since $e r_{i} a_{1} \in G r_{i} a_{1}=C_{i} a_{1}=C_{i a_{1}}$, so $e r_{i} a_{1} r_{i a_{1}}^{-1} \in C_{i a_{1}} r_{i a_{1}}^{-1}=G$, hence

$$
\left(e r_{i} a_{1} r_{i a_{1}}^{-1}\right) e=e r_{i} a_{1} r_{i a_{1}}^{-1}, \quad \text { and } \quad\left(e r_{i} a_{1}\right) r_{i a_{1}}^{-1} r_{i a_{1}}=e r_{i} a_{1}
$$

We know that $e r_{i} a_{1} r_{i a_{1}}^{-1}$ belongs to the monoid generated by $Y$, for $a_{1} \in A \cup A^{-1}$. And $e r_{i a_{1}} t r_{i a_{1} t}^{-1}$ belongs to the monoid generated by $Y$ by hypothesis. Then, $e r_{i} s r_{i s}^{-1}$ belongs to the monoid generated by $Y$. By induction, we conclude that $e r_{i} s r_{i s}^{-1}$ belongs to the monoid generated by $Y$ for all $s \in S$. It follows that $G$ is contained in the monoid generated by $Y$, but $Y$ is clearly contained in $G$, so $Y$ generates $G$ as a monoid.

Let $<A \mid \mathfrak{R}>$ be an inverse monoid presentation defining $S$, we know that the presentation

$$
<A, A^{-1} \mid \Re, w=w w^{-1} w, w w^{-1} z z^{-1}=z z^{-1} w w^{-1}, \quad\left(w, z \in\left(A \cup A^{-1}\right)^{*}\right)>
$$

defines $S$ as a monoid. We denote by $\mathfrak{Q}$ the union of $\mathfrak{R}$ with the sets $\left\{\left(w, w w^{-1} w\right): w \in\left(A \cup A^{-1}\right)^{*}\right\} \cup\left\{\left(w w^{-1} z z^{-1}, z z^{-1} w w^{-1}\right): w, z \in\left(A \cup A^{-1}\right)^{*}\right\}$.

We already have a generating set for the subgroup $G$, given by Proposition 2.14, so we need a set of defining relations for it. We define an alphabet

$$
B^{\prime}=\left\{[i, a]: i \in I, a \in A \cup A^{-1}, i a \neq 0\right\},
$$

and a map $\phi^{\prime}:\left\{(i, w): i \in I, w \in\left(A \cup A^{-1}\right)^{*}, i w \neq 0\right\} \longrightarrow\left(B^{\prime}\right)^{*}$ by the rules

$$
(i, 1) \phi^{\prime}=1, \quad(i, a w) \phi^{\prime}=[i, a]\left((i a, w) \phi^{\prime}\right)
$$

for any $i \in I, \quad a \in A \cup A^{-1}, \quad w \in\left(A \cup A^{-1}\right)^{*}$ such that $i a w \neq 0$. Note that the definition of $\phi^{\prime}$ can be extended to

$$
\left(i, w_{1} w_{2}\right) \phi^{\prime} \equiv\left(i, w_{1}\right) \phi^{\prime}\left(i w_{1}, w_{2}\right) \phi^{\prime}
$$

for any $i \in I, \quad w_{1}, w_{2} \in\left(A \cup A^{-1}\right)^{*}$ with $i w_{1} w_{2} \neq 0$, since writing $w_{1}$ as a product of elements of $A \cup A^{-1}$, say $w_{1} \equiv a_{1} a_{2} \ldots a_{n}$, we obtain

$$
\begin{aligned}
\left(i, w_{1} w_{2}\right) \phi^{\prime} & \equiv\left[i, a_{1}\right]\left(i a_{1}, a_{2} \ldots a_{n} w_{2}\right) \phi^{\prime} \equiv \ldots \\
& \equiv\left[i, a_{1}\right]\left[i, a_{2}\right] \ldots\left[i, a_{n}\right]\left(i w_{1}, w_{2}\right) \phi^{\prime} \equiv\left(i, w_{1}\right) \phi^{\prime}\left(i w_{1}, w_{2}\right) \phi^{\prime} .
\end{aligned}
$$

Lemma 2.15 Let $w_{1}, w_{2} \in\left(A \cup A^{-1}\right)^{*}$ be such that $w_{1}=w_{2}$ holds in $S$, and let $i \in I$ be such that $i w_{1} \neq 0$. Then the relation $\left(i, w_{1}\right) \phi^{\prime}=\left(i, w_{2}\right) \phi^{\prime}$ is a consequence of the relations

$$
(i, u) \phi^{\prime}=(i, v) \phi^{\prime}, \quad i \in I, \quad(u=v) \in \mathfrak{Q}, \quad i u \neq 0
$$

Proof. The relation $w_{1}=w_{2}$ holds in $S$, so we can obtain $w_{2}$ from $w_{1}$ by applying relations from $\mathfrak{Q}$. Suppose, without loss of generality, that we only need to apply one relation from $\mathfrak{Q}$, then $w_{1}=\alpha u \beta$ and $w_{2}=\alpha v \beta$ for some $\alpha, \beta \in\left(A \cup A^{-1}\right)^{*}$ and some relation $u=v$ in $\mathfrak{Q}$. It follows that

$$
\begin{aligned}
\left(i, w_{1}\right) \phi^{\prime} & \equiv(i, \alpha) \phi^{\prime}(i \alpha, u) \phi^{\prime}(i \alpha u, \beta) \quad \text { (by hypothesis) } \\
& \left.=(i, \alpha) \phi^{\prime}(i \alpha, v) \phi^{\prime}(i \alpha v, \beta) \quad \text { (ia }, w_{2}\right) \phi^{\prime} \\
& \equiv\left(i, x^{\prime}\right.
\end{aligned}
$$

note that $i \alpha u \neq 0$, since $i w_{1} \neq 0$.

We can now give a presentation for $G$.

Theorem 2.16 The presentation

$$
\begin{align*}
& <B^{\prime} \mid \quad(i, u) \phi^{\prime}=(i, v) \phi^{\prime} \quad(i \in I, \quad(u=v) \in \mathfrak{R}, \quad i u \neq 0)  \tag{2.4}\\
& \left(i, \alpha \alpha^{-1} \alpha\right) \phi^{\prime}=(i, \alpha) \phi^{\prime}  \tag{2.5}\\
& \left(i \in I, \quad \alpha \in\left(A \cup A^{-1}\right)^{*}, \quad i \alpha \neq 0\right), \\
& \left(i, \alpha \alpha^{-1} \beta \beta^{-1}\right) \phi^{\prime}=\left(i, \beta \beta^{-1} \alpha \alpha^{-1}\right) \phi^{\prime}  \tag{2.6}\\
& \left(i \in I, \quad \alpha, \beta \in\left(A \cup A^{-1}\right)^{*}, \quad i \alpha \alpha^{-1} \beta \beta^{-1}, \neq 0\right) \\
& \left(1, e r_{i} a r_{i a}^{-1}\right) \phi^{\prime}=[i, a] \quad\left(i \in I, \quad a \in A \cup A^{-1}, \quad i a \neq 0\right)  \tag{2.7}\\
& (1, e) \phi^{\prime}=1> \tag{2.8}
\end{align*}
$$

defines $G$ as a monoid.

Proof. Define a map $\psi: B^{\prime} \longrightarrow G, \quad[i, a] \mapsto e r_{i} a r_{i a}^{-1}$. This map can be extended to a homomorphism $\psi:\left(B^{\prime}\right)^{*} \longrightarrow G$, by the rule:

$$
([i, w]) \psi=\left(\left[i, a_{1}\right]\right) \psi\left(\left[i, a_{2}\right]\right) \psi \ldots\left(\left[i, a_{n}\right]\right) \psi
$$

where $w \equiv a_{1} a_{2} \ldots a_{n}$, with $a_{1}, a_{2}, \ldots, a_{n} \in B^{\prime}$. We can think of $\psi$ as interpreting the elements of $\left(B^{\prime}\right)^{*}$ as elements of $G$, so we say that the relation $\gamma=\delta$ holds in $G$ if $(\gamma) \psi=(\delta) \psi$ holds in $S$.

Let $u=v$ be any relation in $\mathfrak{R}$ and $i \in I$ be such that $i u \neq 0$, we can write $u \equiv u_{1} u_{2} \ldots u_{n}$, for some $u_{1}, u_{2}, \ldots, u_{n} \in A \cup A^{-1}$, and we have

$$
\begin{array}{rlrl}
\left((i, u) \phi^{\prime}\right) \psi & =\left(\left[i, u_{1}\right]\left[i u_{1}, u_{2}\right] \ldots\left[i u_{1} u_{2} \ldots u_{n-1}, u_{n}\right]\right) \psi & \\
& =\left(e r_{i} u_{1} r_{i u_{1}}^{-1}\right)\left(e r_{i u_{1}} u_{2} r_{i u_{1} u_{2}}^{-1}\right) \ldots\left(e r_{i u_{1} \ldots u_{n-1}} u_{n} r_{i u}^{-1}\right) & \\
& =e r_{i} u_{1} r_{i u_{1}}^{-1} r_{i u_{1} u_{2} r_{i u_{1}}^{-1} u_{2} \ldots e r_{i u_{1} \ldots u_{n-1}} u_{n} r_{i u}^{-1}} & \left(e r_{i} u_{1} r_{i u_{1}}^{-1} \in G\right) \\
& =e r_{i} u_{1} u_{2} r_{i u_{1} u_{2}}^{-1} \ldots r_{i u_{1} \ldots u_{n-1}} u_{n} r_{i u}^{-1} & \left(e r_{i} u_{1} \in C_{i u_{1}}\right) \\
& \cdots & \\
= & e r_{i} u r_{i u}^{-1}, & &
\end{array}
$$

similarly we obtain $\left((i, v) \phi^{\prime}\right) \psi=e r_{i} v r_{i v}^{-1}$. The relation $u=v$ holds in $S$ so the relation

$$
e r_{i} u r_{i u}^{-1}=e r_{i} v r_{i v}^{-1} \Leftrightarrow\left((i, u) \phi^{\prime}\right) \psi=\left((i, v) \phi^{\prime}\right) \psi
$$

holds in $S$, thus $(i, u) \phi^{\prime}=(i, v) \phi^{\prime}$ holds in $G$. Similarly we can check that the relations (2.5) and (2.6) hold in $G$. Now

$$
\begin{array}{rlr}
\left(\left(1, e r_{i} a r_{i a}^{-1}\right) \phi^{\prime}\right) \psi & =e r_{1} e r_{i} a r_{i a}^{-1} r_{1 e r_{i} a r_{i a}^{-1}}^{-1} & \quad(\text { by above }) \\
& =e r_{i} a r_{i a}^{-1} \quad\left(e r_{i} a r_{i a}^{-1} \in G\right)
\end{array}
$$

and $([i, a]) \psi=e r_{i} a r_{i a}^{-1}$, so relation (2.7) holds in $G$. We have $\left((1, e) \phi^{\prime}\right) \psi=e$ and, since $\psi$ is a morphism, (1) $\psi=e$ hence $\left((1, e) \phi^{\prime}\right) \psi=(1) \psi$ holds in $S$, it follows that (2.8) holds in $G$.

Note that $\phi^{\prime}$ can be seen as a rewriting mapping, since for any $w \in \mathcal{L}(A \cup$ $\left.A^{-1}, G\right)$, with $w \equiv w_{1} w_{2} \ldots w_{n}$ for some $w_{1}, w_{2}, \ldots, w_{n} \in A \cup A^{-1}$, we have

$$
\begin{aligned}
\left((1, w) \phi^{\prime}\right) \psi= & \left(\left[1, w_{1}\right]\left[w_{1}, w_{2}\right]\left[w_{1} w_{2}, w_{3}\right] \ldots\left[w_{1} \ldots w_{n-1}, w_{n}\right]\right) \psi \\
= & \left(\left[1, w_{1}\right]\right) \psi\left(\left[w_{1}, w_{2}\right]\right) \psi \ldots\left(\left[w_{1} \ldots w_{n-1}, w_{n}\right]\right) \psi \\
= & \left(e r_{1} w_{1} r_{1 w_{1}}^{-1}\right)\left(\left(e r_{w_{1}} w_{2} r_{1 w_{1} w_{2}}^{-1}\right) \ldots\left(e r_{w_{1} \ldots w_{n-1}} w_{n} r_{1 w}^{-1}\right)\right. \\
= & e r_{1} w_{1} r_{1 w_{1}}^{-1} r_{w_{1}} w_{2} r_{1 w_{1} w_{2}}^{-1} \ldots\left(e r_{w_{1} \ldots w_{n-1}} w_{n} r_{1 w}^{-1}\right) \\
= & e r_{1} w_{1} w_{2} r_{1 w_{1} w_{2}}^{-1} \ldots\left(e r_{\left.w_{1} \ldots w_{n-1} w_{n} r_{1 w}^{-1}\right)}\right. \\
& \cdots \\
= & e r_{1} w_{1} w_{2} \ldots w_{n} r_{1 w}^{-1} \\
= & w
\end{aligned}
$$

then the map $\overline{\phi^{\prime}}: \mathcal{L}\left(A \cup A^{-1}, G\right) \longrightarrow\left(B^{\prime}\right)^{*}, w \mapsto(1, w) \phi^{\prime}$ satisfies $\left((w) \overline{\phi^{\prime}}\right) \psi=w$, so it is a rewriting mapping. In this case $\mathcal{L}\left(A \cup A^{-1}, G\right)$ is the set of all words
in $\left(A \cup A^{-1}\right)^{*}$ representing elements of $G$. Applying Theorem 2.6 we obtain the presentation

$$
\begin{align*}
& <B^{\prime} \mid \quad\left(1, w_{1} u w_{2}\right) \phi^{\prime}=\left(1, w_{1} v w_{2}\right) \phi^{\prime},  \tag{2.9}\\
& \left(w_{1}, w_{2} \in\left(A \cup A^{-1}\right)^{*}, \quad(u=v) \in \mathfrak{R}, w_{1} u w_{2} \in \mathcal{L}\left(A \cup A^{-1}, G\right)\right) \\
& \left(1, w_{3} w w_{4}\right) \phi^{\prime}=\left(1, w_{3} w w^{-1} w w_{4}\right) \phi^{\prime},  \tag{2.10}\\
& \left(1, w_{5} w w^{-1} z z^{-1} w_{6}\right) \phi^{\prime}=\left(1, w_{5} z z^{-1} w w^{-1} w_{6}\right) \phi^{\prime},  \tag{2.11}\\
& \left(w_{3}, w_{4}, w_{5}, w_{6} \in\left(A \cup A^{-1}\right)^{*}, \quad w, z \in\left(A \cup A^{-1}\right)^{*},\right. \\
& \left.w_{3} w w_{4}, w_{5} w w^{-1} z z^{-1} w_{6} \in \mathcal{L}\left(A \cup A^{-1}, G\right)\right) \\
& \left(1, e r_{i} a r_{i a}^{-1}\right) \phi^{\prime}=[i, a], \quad\left(i \in I, a \in A \cup A^{-1}, \quad i a \neq 0\right)  \tag{2.12}\\
& \left(1, u_{1} u_{2}\right) \phi^{\prime}=\left(1, u_{1}\right) \phi^{\prime}\left(1, u_{2}\right) \phi^{\prime}, \quad\left(u_{1}, u_{2} \in \mathcal{L}\left(A \cup A^{-1}, G\right)\right)>(2.1 \tag{2.13}
\end{align*}
$$

that defines $G$ as a semigroup. Adding to this presentation the relation (2.8) we obtain a presentation defining $G$ as a monoid. Now we will see that the relations (2.4) to (2.8) imply relations (2.8) to (2.13). By Lemma 2.15, we know that the relation

$$
(i, x) \phi^{\prime}=(i, y) \phi^{\prime}, \quad i \in I, \quad(x=y) \in \mathfrak{Q}, \quad i x \neq 0
$$

implies

$$
(i, \alpha) \phi^{\prime}=(i, \beta) \phi^{\prime}, \quad i \in I
$$

if $\alpha=\beta$ is a relation in $S$. But for any relation $x=y$ in $\mathfrak{Q}$ and $w_{1}, w_{2} \in$ $\left(A \cup A^{-1}\right)^{*}$ the relation $w_{1} x w_{2}=w_{1} y w_{2}$ holds in $S$, so the relations (2.9) to (2.11) are a consequence of relations (2.4) to (2.6). Let $u_{1}, u_{2}$ be arbitrary elements of $\mathcal{L}\left(A \cup A^{-1}, G\right)$, by definition of $\phi^{\prime}$ we have

$$
\left(1, u_{1} u_{2}\right) \phi^{\prime} \equiv\left(1, u_{1}\right) \phi^{\prime}\left(1 u_{1}, u_{2}\right) \phi^{\prime} \equiv\left(1, u_{1}\right) \phi^{\prime}\left(1, u_{2}\right) \phi
$$

so relation (2.13) is redundant and can be removed from the presentation. Relation (2.12) is the same relation as (2.7), so we conclude that the set $B^{\prime}$ subject to the relations (2.4) to (2.8) defines $G$ as a monoid.

Now we define a new alphabet

$$
B=\{[i, a]: i \in I, a \in A, \quad i a \neq 0\}
$$

and a map $\phi:\left\{(i, w): i \in I, w \in\left(A \cup A^{-1}\right)^{*}, i w \neq 0\right\} \longrightarrow\left(B \cup B^{-1}\right)^{*}$ by the rules $(i, 1) \phi=1$ and

$$
(i, a w) \phi=\left\{\begin{array}{cl}
{[i, a](i a, w) \phi} & \text { if } a \in A \\
{\left[i a, a^{-1}\right]^{-1}(i a, w) \phi} & \text { if } a \in A^{-1}
\end{array}\right.
$$

we can check, like we did to $\phi^{\prime}$, that $\phi$ is a rewriting mapping and using it we can obtain a simpler presentation for the group $G$.

Theorem 2.17 The presentation

$$
\begin{aligned}
<B \mid & (i, u) \phi=(i, v) \phi, \quad(i \in I, \quad(u=v) \in \mathfrak{R}, i u \neq 0) \\
& \left(1, e r_{i} a r_{i a}^{-1}\right) \phi=[i, a], \quad(i \in I, a \in A, i a \neq 0)>
\end{aligned}
$$

defines $G$ as a group.

Proof. The presentation for $G$ given in Theorem 2.16 defines it as a monoid so it also defines $G$ as a group. Let $i \in I$ and $a \in A \cup A^{-1}$ arbitrary, be such that $i a \neq 0$, we have

$$
\begin{align*}
\left([i, a]\left[i a, a^{-1}\right]\right) \psi & \equiv([i, a]) \psi\left(\left[i a, a^{-1}\right]\right) \psi \\
& \equiv\left(e r_{i} a r_{i a}^{-1}\right)\left(e r_{i a} a^{-1} r_{i a a^{-1}}\right) \\
& \equiv\left(e r_{i} a r_{i a}^{-1}\right)\left(e r_{i a} a^{-1} r_{i}\right) . \tag{Lemma2.12}
\end{align*}
$$

We know that $e r_{i} a$ belongs to the coset $C_{i a}$, so, by Lemma 2.10, we have $e \mathcal{R e r}_{i} a$, and since $S$ is inverse we obtain

$$
\begin{aligned}
& e e^{-1}=e r_{i} a a^{-1} r_{i}^{-1} e^{-1} \Leftrightarrow e=e\left(r_{i} a a^{-1} r_{i}^{-1}\right) e \\
\Leftrightarrow & e=e e\left(r_{i} a a^{-1} r_{i}^{-1}\right) \Leftrightarrow e=e r_{i} a a^{-1} r_{i}^{-1},
\end{aligned}
$$

it follows that

$$
\begin{aligned}
\left([i, a]\left[i a, a^{-1}\right]\right) \psi & \equiv\left(e r_{i} a r_{i a}^{-1}\right) e r_{i a} a^{-1} r_{i} & & \\
& \equiv\left(e r_{i} a\right) r_{i a}^{-1} r_{i a} a^{-1} r_{i} & & \left(e r_{i} a r_{i a}^{-1} \in G\right) \\
& \equiv e r_{i} a a^{-1} r_{i} & & (\text { Lemma 2.11 ) } \\
& =e . & & \text { (by above) }
\end{aligned}
$$

We know that $(1) \psi=e$ and we have just seen that $\left([i, a]\left[i a, a^{-1}\right]\right) \psi=e$, so the relation $\left([i, a]\left[i a, a^{-1}\right]\right) \psi=(1) \psi$ holds in $S$. It follows that

$$
\begin{equation*}
[i, a]\left[i a, a^{-1}\right]=1, \quad\left(i \in I, a \in A \cup A^{-1}, \quad i a \neq 0\right) \tag{2.14}
\end{equation*}
$$

holds in $G$ so we can add it to the presentation given in Theorem 2.16. Let $\alpha$ be an arbitrary element of $\left(A \cup A^{-1}\right)^{*}$ such that $i \alpha \neq 0, \quad i \in I$, and let $a_{1}, a_{2}, \ldots, a_{n} \in A \cup A^{-1}$ be such that $\alpha \equiv a_{1} a_{2} \ldots a_{n}$. Supposing, without loss of generality, that $a_{1}, a_{2}, \ldots, a_{n} \in A$, we obtain

$$
\begin{aligned}
& (i, \alpha) \phi\left(i \alpha, \alpha^{-1}\right) \phi \equiv\left(i, a_{1} a_{2} \ldots a_{n}\right) \phi\left(i \alpha, a_{n}^{-1} a_{n-1}^{-1} \ldots a_{1}^{-1}\right) \phi \\
& \equiv\left[i, a_{1}\right]\left(\left(i a_{1}, a_{2} \ldots a_{n}\right) \phi\right)\left[i \alpha a_{n}^{-1}, a_{n}\right]^{-1}\left(\left(i \alpha a_{n}^{-1}, a_{n-1}^{-1} \ldots a_{1}^{-1}\right) \phi\right) \\
& \equiv\left[i, a_{1}\right]\left[i a_{1}, a_{2}\right] \ldots\left[i a_{1} a_{2} \ldots a_{n-1}, a_{n}\right]\left[i \alpha a_{n}^{-1}, a_{n}\right]^{-1} \\
& {\left[i \alpha a_{n}^{-1} a_{n-1}^{-1}, a_{n-1}\right]^{-1}\left[i \alpha a_{n}^{-1} \ldots a_{1}^{-1}, a_{1}\right]^{-1}} \\
& \equiv\left[i, a_{1}\right]\left[i a_{1}, a_{2}\right] \ldots\left[i a_{1} a_{2} \ldots a_{n-1}, a_{n}\right] \\
& {\left[i a_{1} \ldots a_{n-1}, a_{n}\right]^{-1} \ldots\left[i, a_{1}\right]^{-1},}
\end{aligned}
$$

then

$$
\begin{aligned}
\left((i, \alpha) \phi\left(i \alpha, \alpha^{-1}\right) \phi\right) \psi & \equiv((i, \alpha) \phi) \psi\left(\left(i \alpha, \alpha^{-1}\right) \phi\right) \psi \\
& \equiv\left(\left[i, a_{1}\right]\right) \psi \ldots\left(\left[i a_{1} a_{2} \ldots a_{n-1}, a_{n}\right]\right) \psi \\
& \quad\left(\left[i a_{1} \ldots a_{n-1}, a_{n}\right]^{-1}\right) \psi \ldots\left(\left[i \alpha a_{n}^{-1} \ldots a_{1}^{-1}, a_{1}\right]^{-1}\right) \psi \\
& \equiv\left(\left[i, a_{1}\right]\right) \psi \ldots\left(\left[i a_{1} a_{2} \ldots a_{n-1}, a_{n}\right]\right) \psi \\
& \quad\left(\left(\left[i a_{1} \ldots a_{n-1}, a_{n}\right]\right) \psi\right)^{-1} \ldots\left(\left(\left[i \alpha a_{n}^{-1} \ldots a_{1}^{-1}, a_{1}\right) \psi\right)^{-1}\right. \\
& \equiv e,
\end{aligned}
$$

so the relation $\left((i, \alpha) \phi\left(i \alpha, \alpha^{-1}\right) \phi\right) \psi=(1) \psi$ holds in $S$, hence

$$
\begin{equation*}
(i, \alpha) \phi\left(i \alpha, \alpha^{-1}\right) \phi=1, \quad\left(i \in I, \alpha \in\left(A \cup A^{-1}\right)^{*}, i \alpha \neq 0\right) \tag{2.15}
\end{equation*}
$$

holds in $G$. Adding this relation, we obtain the following presentation for $G$ :

$$
<B^{\prime} \mid(2.4),(2.5),(2.6),(2.7),(2.8),(2.14),(2.15)>
$$

From $[i, a]\left[i a, a^{-1}\right]=1$ we obtain $\left[i a, a^{-1}\right]=[i, a]^{-1}$ and $[i, a]=\left[i a, a^{-1}\right]^{-1}$, so

$$
\left[i a^{-1}, a\right]^{-1}=\left[i, a^{-1}\right], \quad \forall a \in A \cup A^{-1}, \quad i \in I, \quad i a \neq 0
$$

and we can write the set $B^{-1}=\left\{[i, a]^{-1}: i \in I, a \in A, i a \neq 0\right\}$ in the form

$$
B^{-1}=\left\{\left[i a, a^{-1}\right]: i \in I, a \in A, \quad i a \neq 0\right\}
$$

and the set $B^{\prime}$ becomes

$$
\begin{aligned}
B^{\prime} & =B \cup\left\{\left[i, a^{-1}\right]: i \in I, a \in A, \quad i a \neq 0\right\} \\
& =B \cup\left\{\left[i a^{-1}, a\right]^{-1}: i \in I, a \in A, \quad i a \neq 0\right\},
\end{aligned}
$$

then $B^{\prime} \subseteq B \cup B^{-1}$. For $a \in A^{-1}, w \in\left(A \cup A^{-1}\right)^{*}$, with $i a w \neq 0, \quad i \in I$, we have

$$
(i, a w) \phi^{\prime}=[i, a](i a, w) \phi^{\prime}=\left[i a, a^{-1}\right]^{-1}(i a, w) \phi^{\prime}
$$

hence, relation (2.14) allow us to replace $\phi^{\prime}$ by $\phi$, substituting the generating set $B^{\prime}$ by $B$. Note that we substitute $B^{\prime}$ by $B$ following the rule

$$
\left[i a^{-1}, a\right]^{-1}=\left[i, a^{-1}\right], \quad \forall a \in A \cup A^{-1}, \quad i \in I, \quad i a \neq 0
$$

Relation (2.15) is equivalent to $\left(i, \alpha \alpha^{-1}\right) \phi=1$, and from this relation we obtain relation (2.6), since

$$
\begin{align*}
\left(i, \alpha \alpha^{-1}\right) \phi & \equiv\left(i, \alpha \alpha^{-1}\right) \phi\left(i \alpha \alpha^{-1}, \beta \beta^{-1}\right) \phi \\
& =1\left(i \alpha \alpha^{-1}, \beta \beta^{-1}\right) \phi  \tag{2.15}\\
& \equiv\left(i, \beta \beta^{-1}\right) \phi  \tag{Lemma2.12}\\
& =1 \tag{2.15}
\end{align*}
$$

and, similarly, $\quad\left(i, \beta \beta^{-1} \alpha \alpha^{-1}\right) \phi=1$. Thus, we can remove relation (2.6) from the presentation of $G$. For $i \in I$ and $\alpha \in\left(A \cup A^{-1}\right)^{*}$ with $i \alpha \neq 0$ we have

$$
\begin{align*}
\left(i, \alpha \alpha^{-1} \alpha\right) \phi & \equiv(i, \alpha) \phi\left(i \alpha, \alpha^{-1}\right) \phi\left(i \alpha \alpha^{-1}, \alpha\right) \phi \\
& =1\left(i \alpha \alpha^{-1}, \alpha\right) \phi  \tag{2.15}\\
& \equiv(i, \alpha) \phi \tag{Lemma2.12}
\end{align*}
$$

hence relation (2.5) can be deduced from relation (2.15). By the definition of $\phi$ we can deduce relation (2.14) from relation (2.15), so we have

$$
G \cong<B \mid(2.4),(2.7),(2.8),(2.15)>
$$

The element $(1, e) \phi$ of $\left(B \cup B^{-1}\right)^{*}$ is an idempotent in $G$, since

$$
\begin{align*}
(1, e) \phi(1, e) \phi & \equiv(1, e) \phi(1 e, e) \phi \\
& \equiv(1, e e) \phi \\
& =(1, e) \phi \tag{Lemma2.15}
\end{align*}
$$

so, considering our presentation for $G$ as a group presentation, the relation (2.8) is redundant. Since we changed the generators $B^{\prime}$ to $B$, the relation $[i, a]^{-1}=$ $\left[i a, a^{-1}\right], a \in A$, holds naturally in $G$, and we have

$$
\begin{aligned}
& (i, \alpha) \phi\left(i \alpha, \alpha^{-1}\right) \phi \\
\equiv & {\left[i, a_{1}\right]\left[i a_{1}, a_{2}\right] \ldots\left[i a_{1} \ldots a_{n-1}, a_{n}\right]\left[i a_{1} \ldots a_{n}, a_{n}^{-1}\right] \ldots\left[i a_{1}, a_{1}^{-1}\right]=1 }
\end{aligned}
$$

hence, we can remove relation (2.15). We conclude that the presentation

$$
\begin{aligned}
<B \quad & (i, u) \phi=(i, v) \phi, \quad(i \in I, \quad(u=v) \in \mathfrak{R}, i u \neq 0) \\
& \left(1, e r_{i} a r_{i a}^{-1}\right) \phi=[i, a], \quad(i \in I, a \in A, i a \neq 0)>
\end{aligned}
$$

defines $G$ as a group.

## Chapter 3

## Finite Presentability

Finite presentations facilitate the study of infinite semigroups when they are finitely presented, but this not always happen, as we will see in section 2. Our main purpose in this chapter is to study some necessary and (or) sufficient conditions for a semigroup to be finitely presented, we will continue this topic in chapter 4 with Bruck-Reilly extensions. We also try to relate, in the 'finite presentability' sense, inverse semigroup and semigroup presentations.

## 1 Definition and Examples

A semigroup is said to be finitely presented if it can be defined by a presentation $<A \mid \Re>$ where $A$ and $\mathfrak{R}$ are finite. Note that the property of being finitely presented is invariant of generating set, see for example [10, Proposition 3.1]. This definition can be extended to inverse semigroups (monoids, groups, etc.), and we say, for example, that the group $G$ is finitely presented as a monoid if it is defined by a monoid presentation $\langle B \mid \mathfrak{T}\rangle$, where $B$ and $\mathfrak{T}$ are finite.

Example 3.1 The semigroups defined in Examples 2.1 to 2.4 are examples of finitely presented semigroups.

More generally we have:

Example 3.2 Every finite semigroup is finitely presented.
We just need to notice that when a semigroup is finite we can always choose a finite generating set and a finite set of defining relations when constructing the presentation given by Proposition 2.3.

By the definition of semigroup, monoid and group presentation, and by Remarks 2 and 4 we can see that the following holds:

Proposition 3.1 A monoid is finitely presented as a monoid if and only if it is finitely presented as a semigroup.

Proposition 3.2 A group is finitely presented as a group if and only if it is finitely presented as a monoid.

In the next section we will see that in the case of inverse semigroups a similar result may not hold.

## 2 Free Inverse Semigroup

We have seen that the free inverse semigroup, $F I_{X}$, on the non-empty set $X$, is the semigroup $Y^{+} / \tau$, where $Y=X \cup X^{-1}$ and $\tau$ is the congruence generated by the set

$$
\left\{\left(w w^{-1} w, w\right): w \in Y^{+}\right\} \cup\left\{\left(w w^{-1} z z^{-1}, z z^{-1} w w^{-1}\right): w, z \in Y^{+}\right\}
$$

so $F I_{X}$ is defined by the semigroup presentation

$$
<X, X^{-1} \mid w w^{-1} w=w, w w^{-1} z z^{-1}=z z^{-1} w w^{-1},\left(w, z \in Y^{+}\right)>
$$

From this presentation we can see that $F I_{X}$, as an inverse semigroup, is defined by the presentation $<X \mid>$. So it is clear that when $X$ is finite, $F I_{X}$ is finitely presented as an inverse semigroup. The question that arises from this is if in this case $F I_{X}$ is finitely presented as a semigroup. We will now answer this question, following the work of Schein [12], that also appears in [9, Section IX.4].

Lemma 3.3 Let $S$ be the semigroup generated by the set $\{u, v\}$, subject to the relations

$$
\begin{gathered}
u v u=u, \quad v=v u v, \\
\left.A_{m, n}\right) \\
u^{m} v^{m+n} u^{n}=v^{n} u^{n+m} v^{m}, \quad \forall m, n \in \mathbb{N} .
\end{gathered}
$$

$S$ is the free monogenic inverse semigroup.

Proof. The free monogenic inverse semigroup is the free inverse semigroup on the set with one element, $\{x\}$, we denote it by $F I_{x}$. Let $\rho$ be the congruence generated by the set

$$
\{(u v u, u),(v u v, v)\} \cup\left\{A_{m, n}: m, n \in \mathbb{N}\right\}
$$

then $S=\{u, v\}^{+} / \rho$. We define a map $\varphi:\{u, v\}^{+} \longrightarrow F I_{x}$ by the rules

$$
\begin{gathered}
u \varphi=x, \quad v \varphi=x^{-1} \\
\left(w_{1} w_{2} \ldots w_{n}\right) \varphi=w_{1} \varphi w_{2} \varphi \ldots w_{n} \varphi
\end{gathered}
$$

for $w_{1}, w_{2}, \ldots, w_{n} \in\{u, v\}$. Clearly $\varphi$ is a morphism and its kernel

$$
\operatorname{Ker} \varphi=\left\{(a, b) \in\{u, v\}^{+} \times\{u, v\}^{+}: a \varphi=b \varphi\right\}
$$

is a congruence in $\{u, v\}^{+}$, see [6, Theorem 1.5.2]. In $F I_{x}$ we have $x x^{-1} x=x$ and $x^{-1} x x^{-1}=x^{-1}$ so

$$
v \varphi=(v u v) \varphi \quad \text { and } \quad u \varphi=(u v u) \varphi,
$$

for any $m, n \in \mathbb{N}$, since $\varphi$ is a morphism. For any $k \in \mathbb{N}$ the word $x^{k}\left(x^{-1}\right)^{k}=$ $x^{k}\left(x^{k}\right)^{-1}$ is an idempotent in $F I_{x}$, then

$$
x^{m}\left(x^{m}\right)^{-1}\left(x^{n}\right)^{-1} x^{n}=\left(x^{n}\right)^{-1} x^{n} x^{m}\left(x^{m}\right)^{-1}
$$

since the idempotents in $F I_{x}$ commute, it follows that

$$
\begin{aligned}
& x^{m}\left(x^{m}\right)^{-1}\left(x^{n}\right)^{-1} x^{n}=\left(x^{n}\right)^{-1} x^{n} x^{m}\left(x^{m}\right)^{-1} \\
\Leftrightarrow & x^{m}\left(x^{-1}\right)^{m}\left(x^{-1}\right)^{n} x^{n}=\left(x^{-1}\right)^{n} x^{n+m}\left(x^{-1}\right)^{m} \\
\Leftrightarrow & x^{m}\left(x^{-1}\right)^{m+n} x^{n}=\left(x^{-1}\right)^{n} x^{n+m}\left(x^{-1}\right)^{m} \\
\Leftrightarrow & (u \varphi)^{m}(v \varphi)^{m+n}(u \varphi)^{n}=(v \varphi)^{n}(u \varphi)^{n+m}(v \varphi)^{m} \\
\Leftrightarrow & \left(u^{m} v^{m+m} u^{n}\right) \varphi=\left(v^{n} u^{n+m} v^{m}\right) \varphi .
\end{aligned}
$$

Thus $(u, u v u),(v, v u v)$ and $\left(u^{m} v^{m+m} u^{n}, v^{n} u^{n+m} v^{m}\right)$ belong to $\operatorname{Ker} \varphi$ for any $m, n \in \mathbb{N}$. So $\rho \subseteq k e r \varphi$.

Claim 5 Let $m, n, p \in \mathbb{N}_{0}$ be arbitrary. The following holds:

$$
\left(u^{m} v^{n} u^{p}\right) \rho=\left\{\begin{array}{cl}
\left(u^{m+p-n}\right) \rho & \text { if } n \leq m, n \leq p \\
\left(u^{m} v^{n-p}\right) \rho & \text { if } m \geq n \geq p \\
\left(v^{n-m} u^{p}\right) \rho & \text { if } m \leq n \leq p \\
\left(v^{n-m} u^{n} v^{n-p}\right) \rho & \text { if } n \geq m, n \geq p
\end{array}\right.
$$

Proof. First suppose that $m \geq n$,

$$
\begin{aligned}
& \left(u^{m} v^{n} u^{p}\right) \rho=\left(u^{m-n+1}\left(u^{n-1} v^{n} u\right) u^{p-1}\right) \rho \\
= & \left(u^{m-n+1}\right) \rho\left(v u^{n} v^{n-1}\right) \rho\left(u^{p-1}\right) \rho=\left(u^{m-n+1} v u^{n} v^{n-1} u^{p-1}\right) \rho \\
= & \left(u^{m-n} u v u u^{n-1} v^{n-1} u^{p-1}\right) \rho=\left(u^{m-n}\right) \rho(u v u) \rho\left(u^{n-1} v^{n-1} u^{p-1}\right) \rho \\
= & \left(u^{m-n}\right) \rho u \rho\left(u^{n-1} v^{n-1} u^{p-1}\right) \rho=\left(u^{m-n+1+n-1} v^{n-1} u^{p-1}\right) \rho \\
= & \left(u^{m} v^{n-1} u^{p-1}\right) \rho=\cdots=\left(u^{m} v^{n-2} u^{p-2}\right) \rho=\cdots
\end{aligned}
$$

if $n \geq p$ we obtain

$$
\cdots=\left(u^{m} v^{n-p} u^{p-p}\right) \rho=\left(u^{m} v^{n-p}\right) \rho,
$$

and, if $p \geq n$ we obtain

$$
\cdots=\left(u^{m} v^{n-n} u^{p-n}\right) \rho=\left(u^{m+p-n}\right) \rho .
$$

Secondly, suppose that $p \geq n \geq m$, then

$$
\begin{aligned}
& \left(u^{m} v^{n} u^{p}\right) \rho=\left(u^{m-1}\left(u v^{n} u^{n-1} u\right) u^{p-n+1}\right) \rho \\
= & \left(u^{m-1}\right) \rho\left(u v^{n} u^{n-1}\right) \rho\left(u^{p-n+1}\right) \rho=\left(u^{m-1}\right) \rho\left(v^{n-1} u^{n} v\right) \rho\left(u^{p-n+1}\right) \rho \\
= & \left(u^{m-1} v^{n-1} u^{n-1}\right) \rho(u v u) \rho\left(u^{p-n}\right) \rho=\left(\left(u^{m-1} v^{n-1} u^{n-1}\right) u\left(u^{p-n}\right)\right) \rho \\
= & \left(u^{m-1} v^{n-1} u^{p}\right) \rho=\cdots=\left(u^{m-m} v^{n-m} u^{p-m}\right) \rho \\
= & \left(v^{n-m} v^{p-m}\right) \rho .
\end{aligned}
$$

Finally, suppose that $n \geq m$ and $n \geq p$, then

$$
\left(u^{m} v^{n} u^{p}\right) \rho=\left(u^{m} v^{m} v^{n-m} u^{p}\right) \rho,
$$

if $p \geq n-m$ we obtain

$$
\begin{aligned}
& \left(u^{m} v^{m} v^{n-m} u^{n-m} u^{p-n+m}\right) \rho=\left(u^{m} v^{m} v^{n-m} u^{n-m}\right) \rho\left(u^{p-n+m}\right) \rho \\
= & \left(v^{n-m} u^{n} v^{m}\right) \rho\left(u^{p-n+m}\right) \rho=\left(v^{n-m}\right) \rho\left(u^{n} v^{m} u^{p-n+m}\right) \rho \\
\stackrel{\text { 夫 }}{=} & \left(v^{n-m}\right) \rho\left(u^{n} v^{m-(p-n+m)} \rho=\left(v^{n-m} u^{n} v^{n-p}\right) \rho\right.
\end{aligned}
$$

( $\star$ - we have $n \geq m$ and $n \geq m$, this implies $p-n \leq 0 \Rightarrow m+p-n \leq m$, so $n \geq m \geq p-n+m$ and we apply what we proved above),
if $p<n-m$, defining $m^{\prime}=n-m$ and $p^{\prime}=n-p$ we have $p^{\prime}>n-m^{\prime}$, and applying the last case backwards we obtain

$$
\left(u^{n-m^{\prime}} v^{n} u^{n-p^{\prime}}\right) \rho=\left(v^{m^{\prime}} u^{n} v^{p^{\prime}}\right) \rho=\left(v^{n-m} u^{n} v^{n-p}\right) \rho .
$$

Dually we can show that

$$
\left(v^{m} u^{n} v^{p}\right) \rho=\left\{\begin{array}{cl}
\left(v^{m+p-n}\right) \rho & \text { if } n \leq m, n \leq p \\
\left(v^{m} u^{n-p}\right) \rho & \text { if } m \geq n \geq p \\
\left(u^{n-m} v^{p}\right) \rho & \text { if } m \leq n \leq p \\
\left(u^{n-m} v^{n} u^{n-p}\right) \rho & \text { if } n \geq m, n \geq p
\end{array}\right.
$$

Claim 6 Every element of $\{u, v\}^{+} / \rho$ can be written in the form $\left(u^{m} v^{n} u^{p}\right) \rho$ for some $m, p \in \mathbb{N}_{0}, n \in \mathbb{N}$, with $m, p \leq n$.

Proof. Let $w \in\{u, v\}^{+} / \rho$ arbitrary. If $w=\left(u^{n}\right) \rho$ for some $n \in \mathbb{N}$ we have

$$
\begin{equation*}
w=\left(u^{n+n-n}\right) \rho=\left(u^{n} v^{n} u^{n}\right) \rho \tag{Claim5}
\end{equation*}
$$

if $w=\left(v^{n}\right) \rho$ for some $n \in \mathbb{N}$, then

$$
w=\left(v^{0+n-0}\right) \rho=\left(u^{0} v^{n} u^{0}\right) \rho, \quad(\text { Claim 5) }
$$

suppose now that $w=\left(u^{m} v^{n}\right) \rho$ for some $m, n \in \mathbb{N}_{0}$ not both zero, if $m>n$ then $0 \leq m-n \leq m$ and $m>0$, and by Claim 5 , we obtain

$$
w=\left(u^{m} v^{m-(m-n)}\right) \rho=\left(u^{m} v^{m} u^{m-n}\right) \rho,
$$

if $n \geq m$ then

$$
w=\left(u^{m} v^{n} u^{0}\right) \rho
$$

where $0 \leq m \leq n$ and $n>0$. Suppose that $w=\left(v^{m} u^{n}\right) \rho$ for some $m, n \in \mathbb{N}_{0}$ not both zero, if $m \geq n$ then

$$
w=\left(u^{0} v^{m} u^{n}\right) \rho, \quad \text { with } 0 \leq n \leq m, 0<m
$$

if $n>m$ then $0 \leq n-m \leq n, 0<n$ and by Claim 5 we have

$$
w=\left(v^{m+n-n} u^{n}\right) \rho=\left(v^{n-(n-m)} u^{n}\right) \rho=\left(u^{n-m} v^{n} u^{n}\right) \rho .
$$

Suppose that $w=\left(u^{m} v^{n} u^{p}\right) \rho$, if $0 \leq m, p \leq n$ then $w$ is already in the form we want, if $p \leq n<m$ then $0 \leq m-n+p \leq m, \quad 0<m$ and using the first cases we considered, we obtain

$$
w=\left(u^{m} v^{n}\right) \rho\left(u^{p}\right) \rho=\left(u^{m} v^{m} u^{m-n}\right) \rho\left(u^{p}\right) \rho=\left(u^{m} v^{m} u^{m-n+p}\right) \rho,
$$

if $m \leq n<p$ then $0 \leq m-n+p \leq p, \quad p>0$ and by what we have seen above

$$
w=\left(u^{m}\right) \rho\left(v^{n} u^{p}\right) \rho=\left(u^{m}\right) \rho\left(u^{p-n} v^{p} u^{p}\right) \rho=\left(u^{m+p-n} v^{p} u^{p}\right) \rho,
$$

if $n<m, n<p$, by Claim 5 we obtain

$$
w=\left(u^{m+p-n}\right) \rho=\left(u^{m+p-n} v^{m+p-n} u^{m+p-n}\right) \rho .
$$

Suppose that $w=\left(v^{m} u^{n} v^{p}\right) \rho$, then using the dual of Claim 5 we can show, like we did above, that $w$ can be written in the form $\left(u^{\alpha} v^{\beta} u^{\gamma}\right) \rho$ for some $0 \leq \alpha, \gamma \leq$ $\beta, \quad 0<\beta$. Suppose that $w=\left(u^{q} v^{m} u^{n} v^{p}\right) \rho$ for some $p, q, n, m \in \mathbb{N}_{0}$ not all zero, then

$$
\begin{array}{rlrl}
w & =\left(u^{q}\right) \rho\left(v^{m} u^{n} v^{p}\right) \rho \\
& =\left(u^{q}\right) \rho\left(u^{m^{\prime}} v^{n^{\prime}} u^{p^{\prime}}\right) \rho & \text { (for some } 0 \leq m^{\prime}, p^{\prime} \leq n^{\prime}, \text { by above) } \\
& =\left(u^{q+m^{\prime}} v^{n^{\prime}} u^{p^{p^{\prime}}}\right) \rho & & \\
& =\left(u^{\alpha} v^{\beta} u^{\gamma}\right) \rho, & \text { (for some } 0 \leq \alpha, \gamma \leq \beta, \text { by above) }
\end{array}
$$

similarly we can write $w$ in the same form if $w=\left(v^{m} u^{n} v^{p} u^{q}\right) \rho$. This shows that we can reduce any element of $\{u, v\}^{+} / \rho$ to an element of the form $\left(u^{m} v^{n} u^{p}\right) \rho$ where $0 \leq m, p \leq n$ and $n>0$.

Conversely, we will see that $\operatorname{Ker} \varphi \subseteq \rho$. Let $b, b^{\prime} \in\{u, v\}^{+}$be such that $\left(b, b^{\prime}\right) \in \operatorname{Ker} \varphi$, i.e. $b \varphi=b^{\prime} \varphi$. By Claim 6 we know that $b \rho=\left(u^{m} v^{n} u^{p}\right) \rho$ and $b^{\prime} \rho=\left(u^{\alpha} v^{\beta} u^{\gamma}\right) \rho$, for some $0 \leq m, p \leq n, 0<n$ and $0 \leq \alpha, \gamma \leq \beta, 0<\beta$. Since $\rho \subseteq \operatorname{Ker} \varphi$ we have

$$
b \varphi=\left(u^{m} v^{n} u^{p}\right) \varphi \quad \text { and } \quad b^{\prime} \varphi=\left(u^{\alpha} v^{\beta} u^{\gamma}\right) \varphi
$$

but $b \varphi=b^{\prime} \varphi$ by hypothesis, so

$$
\begin{aligned}
& \left(u^{m} v^{n} u^{p}\right) \varphi=\left(u^{\alpha} v^{\beta} u^{\gamma}\right) \varphi \\
\Rightarrow & (u \varphi)^{m}(v \varphi)^{n}(u \varphi)^{p}=(u \varphi)^{\alpha}(v \varphi)^{\beta}(u \varphi)^{\gamma} \\
\Rightarrow & x^{m}\left(x^{-1}\right)^{n} x^{p}=x^{\alpha}\left(x^{-1}\right)^{\beta} x^{\gamma} .
\end{aligned}
$$

We can consider the free inverse semigroup as the P-semigroup

$$
P\left(F G_{X}, \mathcal{X}, E\right) \backslash\left\{\left(1^{\downarrow}, 1\right)\right\}
$$

and using the isomorphism described in Remark 1, we rewrite the equality above in the following way:

$$
\left(x^{\downarrow}, x\right)^{m}\left(\left(x^{-1}\right)^{\downarrow}, x^{-1}\right)^{n}\left(x^{\downarrow}, x\right)^{p}=\left(x^{\downarrow}, x\right)^{\alpha}\left(\left(x^{-1}\right)^{\downarrow}, x^{-1}\right)^{\beta}\left(x^{\downarrow}, x\right)^{\gamma} .
$$

We have

$$
\begin{aligned}
& \left(y^{\downarrow}, y\right)\left(y^{\downarrow}, y\right)=\left(y^{\downarrow} \cup y \cdot y^{\downarrow}, y^{2}\right), \\
& \left(y^{\downarrow}, y\right)^{2}\left(y^{\downarrow}, y\right)=\left(y^{\downarrow} \cup y \cdot y^{\downarrow} \cup y^{2} \cdot y^{\downarrow}, y^{3}\right),
\end{aligned}
$$

so we can write $\left(y^{\downarrow}, y\right)^{k}=\left(\cup_{i=0}^{k-1} y^{i} \cdot x^{\downarrow}, y^{k}\right)$, for any $k \in \mathbb{N}$ and $y \in\left\{x, x^{-1}\right\}$. It follows that

$$
\begin{align*}
& \left(x^{\downarrow}, x\right)^{m}\left(\left(x^{-1}\right)^{\downarrow}, x^{-1}\right)^{n}\left(x^{\downarrow}, x\right)^{p} \\
= & \left(\cup_{i=0}^{m-1} x^{i} \cdot x^{\downarrow}, x^{m}\right)\left(\cup_{i=0}^{n-1}\left(x^{-1}\right)^{i} \cdot\left(x^{-1}\right)^{\downarrow},\left(x^{-1}\right)^{n}\right)\left(\cup_{i=0}^{p-1} x^{i} \cdot x^{\downarrow}, x^{p}\right) \\
= & \left(\cup_{i=0}^{m-1} x^{i} \cdot x^{\downarrow} \cup x^{m} \cdot\left(\cup_{i=0}^{n-1}\left(x^{-1}\right)^{i} \cdot\left(x^{-1}\right)^{\downarrow}\right), x^{m} \cdot\left(x^{-1}\right)^{n}\right)\left(\cup_{i=0}^{p-1} x^{i} \cdot x^{\downarrow}, x^{p}\right) \\
= & \left(\cup_{i=0}^{m-1} x^{i} \cdot x^{\downarrow} \cup\left(\cup_{i=0}^{n-1} x^{m-i} \cdot\left(x^{-1}\right)^{\downarrow}\right) \cup x^{m-n} \cdot\left(\cup_{i=0}^{p-1} x^{i} \cdot x^{\downarrow}\right), x^{m-n+p}\right) \\
= & \left(\cup_{i=0}^{m-1} x^{i} \cdot x^{\downarrow} \cup\left(\cup_{i=0}^{n-1} x^{m-i} \cdot\left(x^{-1}\right) \downarrow\right) \cup\left(\cup_{i=0}^{p-1} x^{m-n+i} \cdot x^{\downarrow}\right), x^{m-n+p}\right) \\
= & \left(\cup_{i=0}^{m-1} x^{i} \cdot x^{\downarrow} \cup\left(\cup_{i=0}^{n-1} x^{m-i-1} \cdot x^{\downarrow}\right) \cup\left(\cup_{i=0}^{p-1} x^{m-n+i} \cdot x^{\downarrow}\right), x^{m-n+p}\right) \tag{Lemma1.6}
\end{align*}
$$

We know that $x^{\downarrow}=\{1, x\}$, so

$$
\begin{aligned}
& \cup_{i=0}^{m-1} x^{i} \cdot x^{\downarrow} \cup\left(\cup_{i=0}^{n-1} x^{m-i} \cdot\left(x^{-1}\right)^{\downarrow}\right) \cup\left(\cup_{i=0}^{p-1} x^{m-n+i} \cdot x^{\downarrow}\right)= \\
&=\{1, x\} \cup\left\{x, x^{2}\right\} \cup \cdots \cup\left\{x^{m-1}, x^{m}\right\} \cup\left\{x^{m-1}, x^{m}\right\} \cup\left\{x^{m-2}, x^{m-1}\right\} \cup \cdots \\
& \cdots \cup\left\{x^{m-n}, x^{m-n+1}\right\} \cup\left\{x^{m-n}, x^{m-n+1}\right\} \cup\left\{x^{m-n+1}, x^{m-n+2}\right\} \cup \cdots \\
& \cdots \cup\left\{x^{m-n+p+1}, x^{m-n+p}\right\}
\end{aligned}
$$

if $m+p \leq n$ this set becomes

$$
\left\{x^{m-n}, x^{m-n+1}, \ldots, x^{m-n+p}, x^{m-n+p+1}, \ldots, 1, x, \ldots, x^{m}\right\}
$$

and if $m+p>n$ we obtain

$$
\left\{x^{m-n}, x^{m-n+1}, \ldots, 1, x, \ldots, x^{m+p-n}, x^{m-n+p+1}, \ldots, x^{m}\right\}
$$

From

$$
\left(x^{\downarrow}, x\right)^{m}\left(\left(x^{-1}\right)^{\downarrow}, x^{-1}\right)^{n}\left(x^{\downarrow}, x\right)^{p}=\left(x^{\downarrow}, x\right)^{\alpha}\left(\left(x^{-1}\right)^{\downarrow}, x^{-1}\right)^{\beta}\left(x^{\downarrow}, x\right)^{\gamma}
$$

we get $x^{m+p-n}=x^{\alpha+\gamma-\beta}$, from the decomposition above. This implies that $m+p-n=\alpha+\gamma-\beta$, so if $m+p \leq n$ we must have $\alpha+\gamma \leq \beta$ and if $m+p>n$ then $\alpha+\gamma>\beta$. Suppose without loss of generality that $m+p>n$, then

$$
\begin{aligned}
& \left\{x^{m-n}, x^{m-n+1}, \ldots, 1, x, \ldots, x^{m+p-n}, \ldots, x^{m}\right\} \\
= & \left\{x^{\alpha-\beta}, x^{\alpha-\beta+1}, \ldots, 1, x, \ldots, x^{\alpha+\gamma-\beta}, \ldots, x^{\alpha}\right\},
\end{aligned}
$$

so $x^{m}=x^{\alpha}$ and $m-n=\alpha-\beta$, this implies $\alpha=m$ and $\beta=n$, then from $m+p-n=\alpha+\gamma-\beta$ we obtain $p=\gamma$, hence $u^{m} v^{n} u^{p}=u^{\alpha} v^{\beta} u^{\gamma}$. Thus, since $\rho$ is reflexive, we have

$$
b \rho=\left(u^{m} v^{n} u^{p}\right) \rho=\left(u^{\alpha} v^{\beta} u^{\gamma}\right) \rho=b^{\prime} \rho,
$$

i.e. $\left(b, b^{\prime}\right) \in \rho$, then $\operatorname{Ker} \varphi \subseteq \rho$ and we can conclude that $\operatorname{Ker} \varphi=\rho$. From the Homomorphism Theorem, see for example [6, Theorem 1.5.2], we know that

$$
\{u, v\}^{+} / \operatorname{Ker} \varphi \cong\left(F I_{x}\right) \varphi,
$$

but $\varphi$ is onto and $\operatorname{Ker} \varphi=\rho$, so

$$
\{u, v\}^{+} / \rho \cong F I_{x},
$$

this shows that $F I_{x}$ is defined by the semigroup presentation

$$
<u, v \mid u=u v u, v=v u v, A_{m, n}, \quad(m, n \in \mathbb{N})>
$$

Lemma 3.4 Consider the free monogenic inverse semigroup, $F I_{x}$, defined by the presentation

$$
<u, v \mid u=u v u, v=v u v, A_{m, n},(m, n \in \mathbb{N})>
$$

given in Lemma 3.3. The set of defining relations in this presentation is not equivalent to any finite subset of these defining relations.

Proof. Let $A=\{0,1,2, \ldots, n\}$ be a finite set and consider the two partial transformations of $A$ :

$$
\alpha=\left(\begin{array}{cccccc}
0 & 1 & 2 & \ldots & n-2 & n-1 \\
1 & 2 & 3 & \ldots & n-1 & n
\end{array}\right) \quad \beta=\left(\begin{array}{cccccc}
0 & 1 & 2 & \ldots & n-1 & n \\
0 & 0 & 1 & \ldots & n-2 & n-1
\end{array}\right)
$$

these transformations satisfy the defining relations of $F I_{x}$ :

$$
\alpha \beta \alpha=\left(\begin{array}{ccccccc}
0 & 1 & 2 & \ldots & n-2 & n-1 & n \\
1 & 2 & 3 & \ldots & n-1 & n & - \\
0 & 1 & 2 & \ldots & n-2 & n-1 & - \\
1 & 2 & 3 & \ldots & n-1 & n & -
\end{array}\right)=\alpha
$$

where $\alpha$ is the transformation from the first row to the second, $\beta$ is the transformation from the second row to the third, the second $\alpha$ is the transformation from the third row to the fourth, their composition, $\alpha \beta \alpha$, is the transformation from the first row to the fourth and we can see that it is equal to $\alpha$,

$$
\beta \alpha \beta=\left(\begin{array}{ccccccc}
0 & 1 & 2 & \ldots & n-2 & n-1 & n \\
0 & 0 & 1 & \ldots & n-3 & n-2 & n-1 \\
1 & 1 & 2 & \ldots & n-2 & n-1 & n \\
0 & 0 & 1 & \ldots & n-3 & n-2 & n-1
\end{array}\right)=\beta
$$

and

$$
\alpha^{2}=\left(\begin{array}{cccccc}
0 & 1 & 2 & \ldots & n-2 & n-1 \\
1 & 2 & 3 & \ldots & n-1 & n \\
2 & 3 & 4 & \ldots & n & -
\end{array}\right), \alpha^{3}=\left(\begin{array}{cccccc}
0 & 1 & 2 & \ldots & n-2 & n-1 \\
2 & 3 & 4 & \ldots & n & - \\
3 & 4 & 5 & \ldots & - & -
\end{array}\right)
$$

if we keep doing powers of $\alpha$ we see that

$$
\alpha^{k}=\left(\begin{array}{ccccc}
0 & 1 & 2 & \ldots & n-k \\
k & k+1 & k+2 & \ldots & n
\end{array}\right), \text { if } k \leq n
$$

and $\alpha^{k}$ is the null transformation if $k>n$, we will denote it by $\bar{\emptyset}$. Similarly we can see that

$$
\begin{gathered}
\beta^{k}=\left(\begin{array}{ccccccccc}
0 & 1 & 2 & \ldots & k & k+1 & \ldots & n-1 & n \\
0 & 0 & 0 & \ldots & 0 & 1 & \ldots & n-k-1 & n-k
\end{array}\right), \text { if } k \leq n, \text { and } \\
\\
\beta^{k}=\left(\begin{array}{ccccc}
0 & 1 & 2 & \ldots & n \\
0 & 0 & 0 & \ldots & 0
\end{array}\right)=0, \text { if } k>n .
\end{gathered}
$$

Let $A_{i, j}=\left\{u^{i} v^{i+j} u^{j}=v^{j} u^{j+i} y^{i}\right\}, \quad i, j \in \mathbb{N}$, be a subset of the defining relations of $F I_{x}$. For $i, j>n$ we have

$$
\alpha^{i} \beta^{i+j} \alpha^{j}=\bar{\emptyset}, \quad \text { and } \quad \beta^{j} \alpha^{j+i} \beta^{i}=0 \bar{\emptyset} 0=\bar{\emptyset}
$$

If $i, j \leq n$ then

$$
\begin{gathered}
\alpha^{i} \beta^{i}=\left(\begin{array}{ccccc}
0 & 1 & 2 & \ldots & n-i \\
i & i+1 & i+2 & \ldots & n \\
0 & 1 & 2 & \ldots & n-i
\end{array}\right), \text { and } \\
\beta^{j} \alpha^{j}=\left(\begin{array}{cccccccc}
0 & 1 & 2 & \ldots & j+1 & \ldots & n-1 & n \\
0 & 0 & 0 & \ldots & 0 & 1 & \ldots & n-j-1 \\
j-j \\
j & j & j & \ldots & j & j+1 & \ldots & n-1
\end{array}\right),
\end{gathered}
$$

so if $n-i<j$ we obtain

$$
\alpha^{i} \beta^{i+j} \alpha^{j}=\left(\begin{array}{cccc}
0 & 1 & \ldots & n-i \\
j & j & \ldots & j
\end{array}\right), \quad \text { and } \quad \beta^{j} \alpha^{j+i} \beta^{i}=\bar{\emptyset},
$$

if $n-i \geq j$ then

$$
\alpha^{i} \beta^{i+j} \alpha^{j}=\left(\begin{array}{ccccccc}
0 & 1 & \ldots & j & j+1 & \ldots & n-i \\
j & j & \ldots & j & j+1 & \ldots & n-i
\end{array}\right)=\beta^{j} \alpha^{j+i} \beta^{i} .
$$

We can resume this in the following way:

$$
\begin{aligned}
& \beta^{j} \alpha^{j+i} \beta^{i}=\left\{\right.
\end{aligned}
$$

so $u$ and $v$ satisfy $A_{i, j}$ if and only if $\alpha^{i} \beta^{i+j} \alpha^{j}=\beta^{j} \alpha^{j+i} \beta^{i} \quad$ if and only if $j+i \leq n$ or $i, j \geq n$. Let $S_{n}$ be the semigroup of partial transformations of $A$ generated by $\alpha$ and $\beta$ and suppose that the set of defining relations

$$
\alpha \beta \alpha=\alpha, \quad \beta \alpha \beta=\beta, \quad A_{i, j}, \quad(i, j \in \mathbb{N})
$$

is equivalent to a finite subset $\mathfrak{B}$ of these relations. Define $n$ in the following way:

$$
n=\left\{\begin{array}{cl}
\max \left\{i+j: A_{i, j} \in \mathfrak{B}\right\} & \text { if }\left\{i+j: A_{i, j} \in \mathfrak{B}\right\} \neq \emptyset \\
\text { any natural number } & \text { otherwise },
\end{array}\right.
$$

note that, since $\mathfrak{B}$ is finite, if $\left\{i+j: A_{i, j} \in \mathfrak{B}\right\} \neq \emptyset$ this set must have a maximal element. If $A_{i, j} \in \mathfrak{B}$ then

$$
i+j \leq \max \left\{i+j: A_{i, j} \in \mathfrak{B}\right\},
$$

i.e. $i+j \leq n$ then, by what we have seen above, $A_{i, j}$ holds in $S_{n}$. It follows that all relations in $\mathfrak{B}$ hold in $S_{n}$. Since $\mathfrak{B}$ is equivalent to the relations

$$
\alpha \beta \alpha=\alpha, \quad \beta \alpha \beta=\beta, \quad A_{i, j}, \quad(i, j \in \mathbb{N}),
$$

all the relations in this set must hold in $S_{n}$, but we know that for example $A_{1, n}$ does not hold in $S_{n}$, so we have a contradiction. We may conclude that the set of defining relations of $F I_{x}$ is not equivalent to any finite subset of itself.

We can now prove the following result:

Proposition 3.5 The free monogenic inverse semigroup is not finitely presented as a semigroup.

Proof. By Lemma 3.3, we know that $F I_{x}$ is defined by the semigroup presentation

$$
<u, v \mid u=u v u, v=v u v, A_{m, n},(m, n \in \mathbb{N})>
$$

Suppose that $F I_{x}$ is finitely presented, then $F I_{x} \cong<X \mid \mathfrak{R}>$, where $X$ and $\mathfrak{R}$ are finite. Since the presentations $<X|\Re\rangle$ and

$$
<u, v \mid u=u v u, v=v u v, A_{m, n}, \quad(m, n \in \mathbb{N})>
$$

define the same semigroup, every element of $X$ is equivalent to an expression of products of $u$ and $v$, so we can replace $X$ by $\{u, v\}$ and the elements of $X$ in the relations $\mathfrak{R}$ by their expression as products of $u$ and $v$. Let $\mathfrak{D}$ be this new set of relations, $\mathfrak{D}$ is obviously finite, and the presentation $\langle u, v \mid \mathfrak{D}\rangle$ defines the same semigroup as

$$
<u, v \mid u=u v u, v=v u v, A_{m, n},(m, n \in \mathbb{N})>
$$

so $\mathfrak{D}$ is a finite set that can be deduced from the relations

$$
u=u v u, \quad v=v u v, \quad A_{m, n}, \quad(m, n \in \mathbb{N})
$$

and vice-versa. To obtain $\mathfrak{D}$ from this set of relations we can only use a finite number of relations from it, let $\mathfrak{T}$ be the finite set of relations used. Then $\langle u, v \mid \mathfrak{D}\rangle$ and $\langle u, v \mid \mathfrak{T}\rangle$ define the same semigroup. This implies that $\mathfrak{T}$ is a subset of

$$
u=u v u, \quad v=v u v, \quad A_{m, n}, \quad(m, n \in \mathbb{N})
$$

equivalent to it, but this contradicts Lemma 3.4. We conclude that $F I_{x}$ cannot be finitely presented.

Finally, we generalize this result to any free inverse semigroup.

Proposition 3.6 No free inverse semigroup is finitely presented as a semigroup.

Proof. Let $X$ be a non-empty set and assume that $F I_{X}$ is defined by the semigroup presentation $<Y \mid \Re>$, where $Y$ and $\mathfrak{R}$ are finite. If $X$ is infinite then some elements of $X$ do not occur in the relations from $\Re$ since this set is finite. Let $x$ be an element of $X$ not occurring in the relations of $\mathfrak{R}$, then the relation $x=x^{-1} x$ does not hold in $F I_{X}$, this is a contradiction, so $X$ must be finite. We may express each element in $Y$ as a product of elements in $X$, so we can assume that $Y=X$. Let us add to $\mathfrak{R}$ the finite set of relations

$$
\left\{x_{i}=x_{j}: x_{i}, x_{j} \in X, i \neq j\right\}
$$

we are identifying all the elements of $X$ as a unique element so we obviously obtain the free monogenic inverse semigroup, but we have already seen that this semigroup is not finitely presented so we can conclude that $F I_{X}$ is not finitely presented.

## 3 Some Finite Presentability Conditions

We start by giving sufficient conditions for a subgroup of a monoid to be finitely presented. These first two results follow from results in chapter 2 and can be found in [11].

Proposition 3.7 A subgroup of finite index in a finitely generated inverse monoid is itself finitely generated.

Proof. Proposition 2.14 give us the generating set

$$
Y=\left\{e r_{i} a r_{i a}^{-1}: i \in I, a \in A \cup A^{-1}, i a \neq 0\right\}
$$

for a subgroup $G$, of an inverse monoid $S$, where the set $A \cup A^{-1}$ generates $S$ as a monoid, and the cardinality of $I$ equals the number of cosets of $G$ in $S$. It follows that if $S$ is finitely generated and the index of $G$ in $S$ is finite, $G$ is finitely generated.

Note that in this result, as in Proposition 2.14, the condition of being inverse is not necessary. The results also hold for semigroups, with an appropriate system of coset representatives, see [11].

Theorem 3.8 A subgroup of finite index in a finitely presented inverse monoid is also finitely presented.

Proof. Let $S$ be a finitely presented inverse monoid, defined by the presentation $<A \mid \mathfrak{R}>$, and $G$ a subgroup of $S$, such that $[S: G]=q$, for some $q \in \mathbb{N}$. By theorem 2.17, we know that $G$ is defined by the group presentation

$$
\begin{aligned}
<B \mid & (i, u) \phi=(i, v) \phi, \quad(i \in I, \quad(u=v) \in \mathfrak{R}, i u \neq 0) \\
& \left(1, e r_{i} a r_{i a}^{-1}\right) \phi=[i, a], \quad(i \in I, a \in A, i a \neq 0)>.
\end{aligned}
$$

Since $A$ and $\mathfrak{R}$ are finite and $|I|=q$ we conclude that $G$ is finitely presented.

A semigroup without zero is called simple if it has no proper ideals. A semigroup, $S$, with zero is called 0 -simple if $\{0\}$ and $S$ are its only ideals and $S^{2} \neq\{0\}$. A 0 -simple (simple) semigroup is said to be completely 0 -simple (completely simple) if it contains a minimal idempotent within the set of non-zero idempotents.

We will give a necessary and sufficient condition for a completely 0 -simple semigroup to be finitely presented. The properties of these semigroups appear in [6, Chapter 3], but the only result we need about them is the following:

Proposition 3.9 Let $G^{0}(G)$ be a 0-group (group). Let $I, \Lambda$ be non-empty sets, and let $P=\left(p_{\lambda i}\right)$ be a $I \times \Lambda$ matrix with entries in $G^{0}(G)$. Suppose that no row or column of $P$ consists entirely of zeros. Let $S=(I \times G \times \Lambda) \cup\{0\}(S=(I \times G \times \Lambda))$ and define a multiplication on $S$ in the following way:

$$
\begin{aligned}
& (i, g, \lambda)(j, h, \mu)=\left\{\begin{array}{cl}
\left(i, g p_{\lambda j} h, \mu\right) & \text { if } p_{\lambda j} \neq 0 \\
0 & \text { if } p_{\lambda j}=0
\end{array}\right. \\
& 0(i, g, \lambda)=(i, g, \lambda) 0=00=0 .
\end{aligned}
$$

$\left((i, g, \lambda)(j, h, \mu)=\left(i, g p_{\lambda j} h, \mu\right)\right)$. Then $S$ is a completely 0-simple (simple) semigroup. We denote it by $\mathcal{M}^{0}[G, I, \Lambda ; P](\mathcal{M}[G, I, \Lambda ; P])$.

Conversely, every completely 0-simple (simple) semigroup is isomorphic to a semigroup constructed in this way.

For a proof see [6, Theorem 3.2.3 (3.3.1)].

Proposition 3.10 A completely 0-simple semigroup $S=\mathcal{M}^{0}[G, I, \Lambda ; P]$ is finitely presented if and only if $G$ is finitely presented and both $I$ and $\Lambda$ are finite.

Proof. $S$ is the semigroup $(I \times G \times \Lambda) \cup\{0\}$ subject to the multiplication

$$
\begin{aligned}
& (i, g, \lambda)(j, h, \mu)=\left\{\begin{array}{cl}
\left(i, g p_{\lambda j} h, \mu\right) & \text { if } p_{\lambda j} \neq 0 \\
0 & \text { if } p_{\lambda j}=0 \\
0(i, g, \lambda)=(i, g, \lambda) 0=00=0 .
\end{array}\right.
\end{aligned}
$$

Suppose that $S$ is finitely presented, then $S$ is finitely generated, let

$$
\left\{\left(i_{1}, g_{1}, \lambda_{1}\right),\left(i_{2}, g_{2}, \lambda_{2}\right), \ldots,\left(i_{k}, g_{k}, \lambda_{k}\right)\right\} \cup\{0\}
$$

be a generating set for it. By the multiplication defined on $S$ we can see that $I$ and $\Lambda$ are the sets

$$
I=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \quad \text { and } \quad \Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right\}
$$

so they are finite. Let us fix a non-zero element $p_{\lambda_{0} i_{0}}$ in $P$, note that $p_{\lambda_{0} i_{0}} \in G$.

Claim $7\left(i_{0}, G, \lambda_{0}\right)$ is a maximal subgroup of $S$.

Proof. The map $\varphi:\left(i_{0}, G, \lambda_{0}\right) \longrightarrow G, \quad\left(i_{0}, g, \lambda_{0}\right) \varphi=p_{\lambda_{0} i_{0}}^{-1} g p_{\lambda_{0} i_{0}}^{2}$, is obviously well-defined. Let $\left(i_{0}, g, \lambda_{0}\right),\left(i_{0}, h, \lambda_{0}\right) \in\left(i_{0}, G, \lambda_{0}\right)$ be arbitrary. Since $p_{\lambda_{0} i_{0}} \neq 0$ we have

$$
\begin{aligned}
& \left(\left(i_{0}, g, \lambda_{0}\right)\left(i_{0}, h, \lambda_{0}\right)\right) \varphi=\left(i_{0}, g p_{\lambda_{0} i_{0}} h, \lambda_{0}\right) \varphi=p_{\lambda_{0_{0} i_{0}}}^{-1} g p_{\lambda_{0} i_{0}} h p_{\lambda_{0} i_{0}}^{2}, \\
& \left(i_{0}, g, \lambda_{0}\right) \varphi\left(i_{0}, h, \lambda_{0}\right) \varphi=p_{\lambda_{0} i_{0}}^{-1} g p_{\lambda_{0} i_{0}}^{2} p_{\lambda_{0} i_{0}}^{-1} h p_{\lambda_{0} i_{0}}^{2}=p_{\lambda_{0} i_{0}}^{-1} g p_{\lambda_{0} i_{0}} h p_{\lambda_{0} i_{0}}^{2}
\end{aligned}
$$

so $\varphi$ is a morphism. Supposing that $\left(i_{0}, g, \lambda_{0}\right) \varphi=\left(i_{0}, h, \lambda_{0}\right) \varphi$ we obtain

$$
\begin{array}{rll} 
& p_{\lambda_{0} i_{0}}^{-1} g p_{\lambda_{0} i_{0}}^{2}=p_{\lambda_{0} i_{0}}^{-1} h p_{\lambda_{0} i_{0}}^{2} & \\
\Rightarrow & p_{\lambda_{0} i_{0}}^{2} p_{\lambda_{0} i_{0}}^{-1} g p_{\lambda_{0} i_{0}}^{2} p_{\lambda_{0} i_{0}}^{-2}=p_{\lambda_{0} i_{0}} p_{\lambda_{0} i_{0}}^{-1} h p_{\lambda_{0} i_{0}}^{2} p_{\lambda_{0} i_{0}}^{-2} & (G \text { group }) \\
\Rightarrow & g=h & \\
\Rightarrow & \left(i_{0}, g, \lambda_{0}\right)=\left(i_{0}, h, \lambda_{0}\right) &
\end{array}
$$

so $\varphi$ is one-one. For any $g \in G$ we have

$$
\begin{aligned}
& g=\left(p_{\lambda_{0} i_{0}}^{-1} p_{\lambda_{0^{2} i_{0}}}\right) g\left(p_{\lambda_{0} i_{0}}^{-2} p_{\lambda_{0} i_{0}}^{2}\right) \\
= & p_{\lambda_{0} i_{0}}^{-1}\left(p_{\lambda_{0} i_{0}} g p_{\lambda_{0} i_{0}}^{-2}\right) p_{\lambda_{0} i_{0}}^{2}=\left(i_{0}, p_{\lambda_{0} i_{0}} g p_{\lambda_{0} i_{0}}^{-2}, \lambda_{0}\right) \varphi
\end{aligned}
$$

and $\left(i_{0}, p_{\lambda_{0} i_{0}} g p_{\lambda_{0} i_{0}}^{-2}, \lambda_{0}\right)$ belongs to $\left(i_{0}, G, \lambda_{0}\right)$, so $\varphi$ is onto. Hence $G$ is isomorphic to $\left(i_{0}, G, \lambda_{0}\right)$, so $\left(i_{0}, G, \lambda_{0}\right)$ is a subgroup of $S$. Let $T$ be a subgroup of $S$ and suppose that $\left(i_{0}, G, \lambda_{0}\right) \subseteq T$, then $T$ is of the form ( $I^{\prime}, G, \Lambda^{\prime}$ ), with $i_{0} \in I^{\prime}$ and $\lambda_{0} \in \Lambda^{\prime}$. Let $(i, e, \lambda)$ be the identity of $T$, we have

$$
\left(i_{0}, g, \lambda_{0}\right)(i, e, \lambda)=\left(i_{0}, g, \lambda_{0}\right) \Leftrightarrow\left(i_{0}, g p_{\lambda_{0} i} e, \lambda\right)=\left(i_{0}, g, \lambda_{0}\right) \Rightarrow \lambda=\lambda_{0}
$$

and

$$
g p_{\lambda_{0} i} e=g \Leftrightarrow g^{-1} g p_{\lambda_{0} i_{0}} e=g^{-1} g \Leftrightarrow p_{\lambda_{0} i_{0}}^{-1}=e
$$

similarly, from $(i, e, \lambda)\left(i_{0}, g, \lambda_{0}\right)=\left(i_{0}, g, \lambda_{0}\right)$, we obtain $i=i_{0}$, so $\left(i_{0}, p_{\lambda_{0} i_{0}}^{-1}, \lambda_{0}\right)$ is the identity of $T$. For any $(i, g, \lambda)$ in $T$ we have

$$
(i, g, \lambda)\left(i_{0}, p_{\lambda_{0} i_{0}}^{-1}, \lambda_{0}\right)=(i, g, \lambda) \Leftrightarrow\left(i, g p_{\lambda_{i_{0}}} p_{\lambda_{0} i_{0}}^{-1}, \lambda_{0}\right)=(i, g, \lambda),
$$

so $\lambda=\lambda_{0}$, and similarly we obtain $i=i_{0}$, so $T=\left(i_{0}, G, \lambda_{0}\right)$. Hence $\left(i_{0}, G, \lambda_{0}\right)$ is a maximal subgroup of $S$.

Claim $8\left(i_{0}, G, \lambda_{0}\right)$ has a finite number of cosets.

Proof. Let $(i, g, \lambda) \in S$ be such that $p_{\lambda_{0} i} \neq 0$. Considering an element $\left(j, h, \lambda_{0}\right)$ in $S$, we have

$$
\left(i_{0}, G, \lambda_{0}\right)(i, g, \lambda)\left(j, h, \lambda_{0}\right)=\left(i_{0}, G, \lambda\right)\left(j, h, \lambda_{0}\right)=\left(i_{0}, G, \lambda_{0}\right)
$$

so, for any $(i, g, \lambda) \in S$ such that $p_{\lambda_{0} i} \neq 0$, the set $\left(i_{0}, G, \lambda_{0}\right)(i, g, \lambda)$ is a coset of $\left(i_{0}, G, \lambda_{0}\right)$ in $S$. By the multiplication defined on $S$ we know that if $p_{\lambda_{0} i}=0$ then $\left(i_{0}, G, \lambda_{0}\right)(i, g, \lambda)$ cannot be a coset, so the cosets of $\left(i_{0}, G, \lambda_{0}\right)$ are the sets $\left(i_{0}, G, \lambda\right)$ for any $\lambda \in \Lambda$. Since $\Lambda$ is finite we conclude that $\left(i_{0}, G, \lambda_{0}\right)$ has only finitely many cosets in $S$.

We know that $\left(i_{0}, G, \lambda_{0}\right)$ is a subgroup of $S$ with finite index, then, adapting Theorem 3.8 to semigroups, see [11, Corollary 2.11], we know that $\left(i_{0}, G, \lambda_{0}\right)$ is
finitely presented. Since $G$ is isomorphic to this group we conclude that $G$ is finitely presented.

Conversely, suppose that $I$ and $\Lambda$ are finite and that $G$ is finitely presented. By Propositions 3.1 and 3.2 we know that $G$ is finitely presented as a group if and only if is finitely presented as a semigroup, so let $<A|\mathfrak{R}\rangle$ be finite presentation, defining $G$ as a semigroup. We can rearrange the elements of $P$ so that $p_{11}$ is the identity of $G$. Let $e \in A^{+}$be a word representing the identity of $G$ and define a set

$$
Y=A \cup\left\{y_{i}: i \in I \backslash\{1\}\right\} \cup\left\{z_{\lambda}: \lambda \in \Lambda \backslash\{1\}\right\}
$$

By [7, Theorem 6.2], we know that a presentation for $S$ is

$$
\begin{aligned}
&<Y \mid \Re, y_{i} e=y_{i}, \quad e y_{i}=p_{1 i}, \quad z_{\lambda} e=p_{\lambda 1}, \quad e z_{\lambda}=z_{\lambda} \\
& z_{\lambda} y_{i}=p_{\lambda i}, \quad(i \in I \backslash\{1\}, \quad \lambda \in \Lambda \backslash\{1\})>
\end{aligned}
$$

and, since $A, \mathfrak{R}, I$ and $\Lambda$ are finite, we conclude that $S$ is finitely presented.

Let $S$ and $T$ be disjoint semigroups, $T$ having a zero. A semigroup $M$ will be called an ideal extension of $S$ by $T$ if it contains $S$ as an ideal and if $M / S \cong T$. Note that if $I$ is an ideal of a semigroup $S$, then $S$ is an ideal extension of $I$ by $S / I$. The following result was proved in [11], and gives us a sufficient condition for an ideal extension of a semigroup, by another, to be finitely presented.

Proposition 3.11 An ideal extension of a finitely presented semigroup by another finitely presented semigroup is finitely presented.

Proof. Let $T$ and $U$ be semigroups defined by the finite presentations $<$ $A \mid \mathfrak{R}>$ and $<B \mid \mathfrak{Q}>$ respectively. Let $S$ be an ideal extension of $T$ by $U$, i.e. $T$ is (isomorphic to) an ideal of $S$ and $S / T \cong U$. Let $B_{0}$ be the set of all generators from $B$ representing the zero of $U$. We can look at $S / T$ as the set $S \backslash T \cup\{0\}$, where all products not falling in $S \backslash T$ are zero, this way $B$ generates
$S \backslash T \cup\{0\}$, so $B \backslash B_{0}$ generates $S \backslash T$, then $B \backslash B_{0} \cup A$ generates $S$. Define $\mathfrak{Q}_{0}$ as the set of relations

$$
\{u=v \in \mathfrak{Q}: u \text { represents the zero of } U\} .
$$

For all $u \in\left(B \backslash B_{0}\right)^{+}$representing the zero of $U$ fix a word $\rho(u) \in A^{+}$such that $u=\rho(u)$ holds in $S$. For all pair of letters $a \in A, \quad b \in B \backslash B_{0}$ fix words $\sigma(a, b), \tau(b, a) \in A^{+}$such that

$$
a b=\sigma(a, b) \quad \text { and } \quad b a=\tau(b, a)
$$

hold in $S$. We will see that $S$ is defined by the presentation

$$
\begin{align*}
<A, B \backslash B_{0} \quad \mid & \mathfrak{R}, \quad \mathfrak{Q} \backslash \mathfrak{Q}_{0},  \tag{3.1}\\
& u=\rho(u), \quad\left((u=v) \in \mathfrak{Q}, \quad u \in\left(B \backslash B_{0}\right)^{*}\right)  \tag{3.2}\\
& a b=\sigma(a, b), \quad b a=\tau(b, a), \quad\left(a \in A, \quad b \in B \backslash B_{0}\right)>. \tag{3.3}
\end{align*}
$$

Since $T$ is an ideal of $S$ we know that $S$ satisfies $\mathfrak{R}$, and since $U$ can be seen as $S \backslash T \cup\{0\}$ we know that $S$ must satisfy $\mathfrak{Q} \backslash \mathfrak{Q}_{0}$. $S$ obviously satisfies (3.2) and (3.3). Now let $w_{1}=w_{2}$ be any relation holding in $S$. If $w_{1}$ represents a non-zero element of $U$ then $w_{2}$ represents a non-zero element of $U$ and $w_{1}=w_{2}$ holds in $U$, with $w_{1}, w_{2} \in\left(B \backslash B_{0}\right)^{*}$, so this relation can be deduced from $\mathfrak{Q} \backslash \mathfrak{Q}_{0}$. If $w_{1}$ (and then $w_{2}$ ) represents an element of $T$, we can write $w_{1} \equiv a_{1} a_{2} \ldots a_{k}$ with $a_{1}, a_{2}, \ldots, a_{k} \in A \cup B \backslash B_{0}$. If any product of $a_{1}, a_{2}, \ldots, a_{k}$ represents the zero of $U$ we use relation (3.2) to transform the product in a word from $A^{+}$, then we use relation (3.3) to obtain from $w_{1}$ a word $\overline{w_{1}}$ in $A^{+}$, such that $w_{1}=\overline{w_{1}}$ holds in $S$. Similarly we obtain a word $\overline{w_{2}}$ in $A^{+}$, and we have

$$
\overline{w_{1}}=\overline{w_{2}}, \quad \overline{w_{1}}, \overline{w_{2}} \in A^{+}
$$

holding in $S$, so this relation holds in $T$, then it can be deduced from $\mathfrak{R}$. We conclude that the presentation

$$
<A, B \backslash B_{0} \mid(3.1),(3.2),(3.3)>
$$

defines $S$, and since $A, B, \mathfrak{R}$ and $\mathfrak{Q}$ are finite we know that $S$ is finitely presented.

Let $I, J$ be ideals of a semigroup $S$, such that $I \neq J$ and $J$ is a maximal ideal in $I$. For any $a$ in $I \backslash J$ define

$$
I(a)=\left\{x \in S^{1} a S^{1}: S^{1} x S^{1} \subseteq S^{1} a S^{1}\right\}
$$

The principal factors of $S$ are its subsemigroups $S^{1} a S^{1} / I(a)$, and the minimal ideal of $S$, if it exists, that we represent by $K(S)$. We can now prove the following results, that can be found in [11].

Theorem 3.12 Let $S$ be a regular monoid with finitely many left and right ideals. Then $S$ is finitely presented if and only if all maximal subgroups of $S$ are finitely presented.

Proof. Saying that $S$ has finitely many left and right ideals is equivalent to say that $S$ has finitely many $\mathcal{R}$ and $\mathcal{L}$-classes. This implies that $S$ contains finitely many $\mathcal{H}$-classes, then, by Proposition 2.13 , every maximal subgroup of $S$ has a finite number of cosets, i.e. it has finite index. Suppose that $S$ is finitely presented, then, by Theorem 3.8, we know that all maximal subgroups of $S$ are finitely presented.

Conversely, suppose that all maximal subgroups of $S$ are finitely presented. The principal factors of a semigroup are null, 0 -simple or simple semigroups, see for example [8, Proposition 1.13]. In this case $S$ cannot have null principal factors since it is regular, the principal factors are subsemigroups of $S$ and the null semigroup is not regular.

Claim 9 Every 0-simple (simple) subsemigroup of $S$ is completely 0 -simple (simple).

Proof. Suppose that $S$ has an infinite descending chain of idempotents

$$
f_{1}>f_{2}>f_{3}>\cdots>f_{k}>\cdots
$$

we recall that $f_{i} \leq f_{j} \Leftrightarrow f_{i}=f_{i} f_{j}=f_{j} f_{i}$, then the ideal $S f_{i}$ equals the ideal $S f_{i} f_{j}$ that is contained in the ideal $S f_{j}$, and we obtain a descending chain of left ideals

$$
S f_{1} \supseteq S f_{2} \supseteq S f_{3} \supseteq \cdots \supseteq S f_{k} \supseteq \cdots
$$

Suppose that $S f_{i}=S f_{i+1}$, for some $i \in \mathbb{N}$, we know that $f_{i} \in S f_{i}$, since $S$ is regular, so there exists $a \in S$ such that $f_{i}=a f_{i+1}$, then

$$
\begin{aligned}
& f_{i}=a f_{i+1} \Rightarrow f_{i} f_{i+1}=a f_{i+1} f_{i+1} \\
\Leftrightarrow & f_{i} f_{i+1}=a f_{i+1} \Leftrightarrow f_{i} f_{i+1}=f_{i} \Leftrightarrow f_{i} \leq f_{i+1}
\end{aligned}
$$

this implies $f_{i}=f_{i+1}$, but this contradicts $f_{i}>f_{i+1}$, so we must have an infinite descending chain of left ideals

$$
S f_{1} \supset S f_{2} \supset S f_{3} \supset \cdots \supset S f_{k} \supset \cdots
$$

that contradicts our assumption. We conclude that $S$ cannot have an infinite descending chain of idempotents, so it must contain a minimal idempotent within the set of non-zero idempotents, hence, every 0-simple (simple) subsemigroup of $S$ is completely 0 -simple (simple).

This result implies that all principal factors of $S$ are completely 0 -simple or completely simple semigroups. Let $T$ be any principal factor of $S$ that is a completely 0 -simple semigroup, then, by Proposition 3.9,

$$
T \cong \mathcal{M}^{0}[G, I, \Lambda ; P]
$$

where $G$ is a group isomorphic to any maximal subgroup of $S, I$ is a set in oneone correspondence with the set of all 0-minimal right ideals of $S$ and $\Lambda$ is a set in one-one correspondence with the set of all 0 -minimal left ideals, see $[6$, Proof of Theorem 3.2.3]. From the fact that $S$ contains only finitely many left and right ideals we know that $I$ and $\Lambda$ are finite. The group $G$ is finitely presented
by hypothesis, so, by Proposition 3.10, $T$ is finitely presented. We may conclude that all principal factors of $S$ are finitely presented, since we can clearly adapt Proposition 3.10 to show that $K(S)$, the principal factor of $S$ that is completely simple, see [6, Proposition 3.1.4], is finitely presented. Considering a principal series of $S$

$$
S_{1}=S \supset S_{2} \supset \cdots \supset S_{m}=K(S)
$$

the factors

$$
S_{1} / S_{2}, \quad S_{2} / S_{3}, \ldots, S_{m-1} / S_{m}
$$

are isomorphic, in some order, to the principal factors of $S$, see [6, Exc.4,Chap. 3]. We have seen that $S_{m}$ is finitely presented, and $S_{m-1} / S_{m}$ is isomorphic to a principal factor of $S$, so $S_{m-1}$ is an ideal extension of $K(S)$ by a principal factor of $S$, that we have seen to be finitely presented, it follows, from Proposition 3.11, that $S_{m-1}$ is finitely presented. $S_{m-2}$ is an ideal extension of $S_{m-1}$ by a principal factor of $S$, so $S_{m-2}$ is finitely presented, by Proposition 3.11. We keep repeating this argument until the beginning of the principal series and we obtain that $S_{1}=S$ is finitely presented.

Finally, we will show that a similar result to Propositions 3.1 and 3.2 holds for inverse monoids, when they contain only finitely many left and right ideals.

Theorem 3.13 Let $S$ be an inverse monoid with finitely many left and right ideals. Then $S$ is finitely presented as an inverse monoid if and only if it is finitely presented as a monoid.

Proof. Suppose that $S$ is finitely presented as an inverse monoid. From the fact that $S$ contains only finitely many left and right ideals we know that any maximal subgroup of $S$ has finite index, using the same argument as in the last result. Then, by Theorem 3.8, every maximal subgroup of $S$ is finitely presented. Since $S$ is inverse we know that $S$ is regular then, by Theorem $3.12, S$ is finitely presented.

Conversely, suppose that the finite presentation $<A \mid \mathfrak{R}>$ defines $S$ as a monoid. Then this presentation also defines $S$ as an inverse monoid, so $S$ is finitely presented as an inverse monoid.

## Chapter 4

## Bruck-Reilly Extensions

Our main aim in this chapter is to present necessary and (or) sufficient conditions for a Bruck-Reilly extension, of certain classes of monoids, to be finitely presented. We also relate the finite presentability of a Bruck-Reilly extension, of this classes of monoids, as an inverse monoid with its finite presentability when defined by a monoid presentation.

We look at Bruck-Reilly extensions of groups, following the work done in [2], and generalize some of this results for Bruck-Reilly extensions of monoids, stating some results from [1].

We will study the Bruck-Reilly extension of a Clifford monoid that is a union of two groups, considering two different cases. First we consider two copies of the same group, and the morphism linking them is similar to the identity map. In the second case we consider two arbitrary groups, linked by the morphism that maps all the elements of one group to the identity of the other.

Finally, we look at a Bruck-Reilly extension, $B R(S, \theta)$, of an arbitrary Clifford semigroup, $S$, determined by the morphism $\theta$, that maps all elements of $S$ to its identity.

## 1 Introduction - Bruck-Reilly Extensions of Monoids

Let $S$ be a monoid, $x \in S$ is said to be a unit in $S$ if there exist $p, q \in S$ such that $x p=1$ and $q x=1$, where 1 is the identity of $S$.

The set of all units of $S$ is a subgroup of $S$, we will call it the group of units of $S$ and represent it by $U(S)$. Note that every subgroup of $S$ containing its identity, 1 , is contained in $U(S)$, see [5, Theorem 1.10].

Let $\theta$ a morphism from $S$ into $U(S)$. We define a multiplication on $\mathbb{N}_{0} \times S \times \mathbb{N}_{0}$ in the following way:

$$
(m, a, n)(p, b, q)=\left(m-n+t,\left(a \theta^{t-n}\right)\left(b \theta^{t-p}\right), q-p+t\right)
$$

where $t=\max (n, p)$ and $\theta^{0}$ is interpreted as the identity map in $S$. We denote $\mathbb{N}_{0} \times S \times \mathbb{N}_{0}$ together with this multiplication by $B R(S, \theta)$ and call it the Bruck-Reilly extension of $S$ determined by $\theta$. The following results help us to characterize $B R(S, \theta)$ :

## Proposition 4.1

1. $B R(S, \theta)$ is a semigroup with identity $(0,1,0)$.
2. $(m, a, n) \mathcal{R}_{B R(S, \theta)}(p, b, q) \Leftrightarrow m=p$ and $a \mathcal{R}_{S} b$.
3. $(m, a, n) \mathcal{L}_{B R(S, \theta)}(p, b, q) \Leftrightarrow n=q$ and $a \mathcal{L}_{S} b$.
4. $(m, a, n) \mathcal{H}_{B R(S, \theta)}(p, b, q) \Leftrightarrow m=p, n=q$ and $a \mathcal{H}_{S} b$.
5. $(m, a, n) \mathcal{D}_{B R(S, \theta)}(p, b, q) \Leftrightarrow a \mathcal{D}_{S} b$.
6. The set of idempotents of $B R(S, \theta)$ is:

$$
E(B R(S, \theta))=\{(m, a, n) \in B R(S, \theta): m=n, a \in E(S)\}
$$

7. $B R(S, \theta)$ is regular if and only if $S$ is regular, in particular if $a^{-1}$ is one inverse of $a$ in $S$ then $\left(n, a^{-1}, m\right)$ is one inverse of $(m, a, n)$ in $B R(S, \theta)$.
8.BR( $S, \theta$ ) is inverse if and only if $S$ is inverse.

For a proof see [6, Proposition 5.6.6]. Let $<A \mid \Re>$ be a presentation for the monoid $S$, we can define $B R(S, \theta)$ by means of a presentation containing the generators and defining relations of $S$.

Proposition 4.2 The monoid $B R(S, \theta)$ is defined by the presentation

$$
<A, b, c \mid \Re, b c=1, b a=(a \theta) b, a c=c(a \theta),(a \in A)>
$$

This result appears in [7], where we can find a proof for it. The following result is a consequence of the presentation obtained for $B R(S, \theta)$.

Proposition 4.3 If $S$ is finitely presented then $B R(S, \theta)$ is finitely presented.

The converse does not always hold. We can find an example of a Bruck-Reilly extension of a, not finitely presented, group, that is finitely presented in [11, Proposition 3.3].

Considering the presentation given in Proposition 4.2 as the definition of a Bruck-Reilly extension, we will rewrite some known properties of these monoids, using the elements of the presentation.

Lemma 4.4 For all $i, j, k, l \in \mathbb{N}_{0}$ and $\alpha, \beta \in A^{*}$, the relation $c^{i} \alpha b^{j}=c^{k} \beta b^{l}$ holds in $B R(S, \theta)$ if and only if $i=k, j=l$ and $\alpha=\beta$ holds in $S$.

Proof. Let $\phi:(A \cup\{b, c\})^{*} \longrightarrow B R(S, \theta)$ be the monoid morphism extending the mapping

$$
b \phi=\left(0,1_{S}, 1\right), \quad c \phi=\left(1,1_{S}, 0\right), \quad a \phi=(0, a, 0), a \in A
$$

where $1_{S}$ is the identity of $S$. The map $\phi$ is an epimorphism, see [7, Lemma 4.1]. So, if $c^{i} \alpha b^{j}=c^{k} \beta b^{l}$ holds in $B R(S, \theta)$ we have $\left(c^{i} \alpha b^{j}\right) \phi=\left(c^{k} \beta b^{l}\right) \phi$, then

$$
\left(c^{i}\right) \phi(\alpha) \phi\left(b^{j}\right) \phi=\left(c^{k}\right) \phi(\beta) \phi\left(b^{l}\right) \phi \Leftrightarrow(i, \alpha, j)=(k, \beta, l),
$$

it follows that $i=k, j=l$ and $\alpha=\beta$ in $S$.

Lemma 4.5 In $B R(S, \theta)$ we have:
(i) $b w=(w \theta) b, \quad$ for all $w \in A^{*}$;
(ii) $w c=c(w \theta), \quad$ for all $w \in A^{*}$;
(iii) $b^{n} a=\left(a \theta^{n}\right) b^{n}$, for all $n \in \mathbb{N}$, and all $a \in A$;
(iv) $a c^{n}=c^{n}\left(a \theta^{n}\right)$, for all $n \in \mathbb{N}$, and all $a \in A$.

Proof. Let $w \in A^{*}$ be arbitrary, say $w \equiv a_{1} a_{2} \ldots a_{r}$, where $a_{i} \in A, i=1, \ldots, r$. Then

$$
\begin{aligned}
b w & \equiv b\left(a_{1} a_{2} \ldots a_{r}\right) \equiv\left(b a_{1}\right) a_{2} \ldots a_{r}=\left(a_{1} \theta\right) b a_{2} \ldots a_{r}=\left(a_{1} \theta\right)\left(a_{2} \theta\right) b a_{3} \ldots a_{r} \\
& =\cdots=\left(a_{1} \theta\right)\left(a_{2} \theta\right)\left(a_{3} \theta\right) \ldots\left(a_{r} \theta\right) b=\left(\left(a_{1} a_{2} \ldots a_{r}\right) \theta\right) b \equiv(w \theta) b,
\end{aligned}
$$

similarly we can see that $w c=c(w \theta)$. Let $a$ be an arbitrary element in $A$, for any $n \in \mathbb{N}$ we have

$$
\begin{aligned}
b^{n} a & \equiv b^{n-1}(b a)=b^{n-1}(a \theta) b \equiv b^{n-2} b(a \theta) b \\
& \stackrel{\star}{=} b^{n-2}((a \theta) \theta) b^{2} \equiv b^{n-2}\left(a \theta^{2}\right) b^{2}=\cdots=\left(a \theta^{n}\right) b
\end{aligned}
$$

( $\star-a \theta$ belongs to $A^{*}$ so we can use $\left.(i)\right)$, similarly we can see that $a c^{n}=c^{n}\left(a \theta^{n}\right)$.

Lemma 4.6 Every word $w \in(A \cup\{b, c\})^{*}$ is equal, in $B R(S, \theta)$, to a word of the form $c^{i} \alpha b^{j}$, where $\alpha \in A^{*}$ and $i, j \in \mathbb{N}_{0}$.

Proof. Let $w \in(A \cup\{b, c\})^{*}$. If $w=b^{i} c^{j}$ for some $i, j \in \mathbb{N}$, using the relation $b c=1$, holding in $B R(S, \theta)$, we obtain

$$
w=b^{i} c^{j}= \begin{cases}b^{i-j} & \text { if } i \geq j \\ c^{j-i} & \text { if } i<j\end{cases}
$$

If $w=\alpha c^{i}$ for some $\alpha \in A^{*}$ and $i \in \mathbb{N}_{0}$, by Lemma 4.5 (ii) and (iv) we can write $w$ in the form $c^{i}\left(\alpha \theta^{i}\right)$, and $\left(\alpha \theta^{i}\right)$ belongs to $A^{*}$. If $w=b^{i} \alpha$ for some $\alpha \in A^{*}$ and $i \in \mathbb{N}_{0}$, using Lemma $4.5(i)$ and (iii) we can write $w$ in the form $\left(\alpha \theta^{i}\right) b^{i}$ where
( $\alpha \theta^{i}$ ) belongs to $A^{*}$. We conclude that in $B R(S, \theta)$ every word can be written in the form $c^{i} \alpha b^{j}$ for some $\alpha \in A^{*}$ and $i, j \in \mathbb{N}_{0}$.

Proposition 4.7 For any $c^{i} \alpha b^{j}, c^{k} \beta b^{l} \in B R(S, \theta)$ we have:
(i) $c^{i} \alpha b^{j} \mathcal{R}_{B R(S, \theta)} c^{k} \beta b^{l} \Leftrightarrow i=k$ and $\alpha \mathcal{R}_{S} \beta$;
(ii) $c^{i} \alpha b^{j} \mathcal{L}_{B R(S, \theta)} c^{k} \beta b^{l} \Leftrightarrow j=l$ and $\alpha \mathcal{L}_{S} \beta$;
(iii) $c^{i} \alpha b^{j} \mathcal{H}_{B R(S, \theta)} c^{k} \beta b^{l} \Leftrightarrow i=k, j=l$ and $\alpha \mathcal{H}_{S} \beta$.

Proof. Suppose that $c^{i} \alpha b^{j}$ and $c^{k} \beta b^{l}$ are any two elements in $B R(S, \theta)$ that are $\mathcal{R}$ related. By Lemma 4.6, we know that we can define the Green's equivalence $\mathcal{R}$, in $B R(S, \theta)$, in the following way:

$$
\begin{gathered}
c^{i} \alpha b^{j} \mathcal{R} c^{k} \beta b^{l} \Leftrightarrow \\
\Leftrightarrow \exists c^{m_{1}} \alpha_{1} b^{m_{2}}, c^{m_{3}} \alpha_{2} b^{m_{4}} \in B R(S, \theta) \quad: \\
c^{i} \alpha b^{j} c^{m_{1}} \alpha_{1} b^{m_{2}}=c^{k} \beta b^{l} \quad \text { and } \quad c^{k} \beta b^{k} c^{m_{3}} \alpha_{2} b^{m_{4}}=c^{i} \alpha b^{j} .
\end{gathered}
$$

If $j \geq m_{1}$ we have

$$
\begin{aligned}
& c^{i} \alpha b^{j} c^{m_{1}} \alpha_{1} b^{m_{2}}=c^{k} \beta b^{l} \\
\Leftrightarrow & c^{i} \alpha b^{j-m_{1}} \alpha_{1} b^{m_{2}}=c^{k} \beta b^{l} \\
\Leftrightarrow & c^{i} \alpha\left(\alpha_{1} \theta^{j-m_{1}}\right) b^{j-m_{1}+m_{2}}=c^{k} \beta b^{l} \\
\Rightarrow & i=k, \quad \alpha\left(\alpha_{1} \theta^{j-m_{1}}\right)=\beta, \quad j-m_{1}+m_{2}=l,
\end{aligned}
$$

if $m_{1}>j$ we obtain

$$
\begin{aligned}
& c^{i} \alpha b^{j} c^{m_{1}} \alpha_{1} b^{m_{2}}=c^{k} \beta b^{l} \\
\Leftrightarrow & c^{i} \alpha c^{m_{1}-j} \alpha_{1} b^{m_{2}}=c^{k} \beta b^{l} \\
\Leftrightarrow & c^{i} c^{m_{1}-j}\left(\alpha \theta^{m_{1}-j}\right) \alpha_{1} b^{m_{2}}=c^{k} \beta b^{l} \\
\Rightarrow & m_{1}=k-i+j \Rightarrow \quad i>k .
\end{aligned}
$$

Suppose that $i>k$, from

$$
c^{k} \beta b^{l} c^{m_{3}} \alpha_{2} b^{m_{4}}=c^{i} \alpha b^{j},
$$

if $l \geq m_{3}$ we obtain

$$
\begin{aligned}
& c^{k} \beta b^{l-m_{3}} \alpha_{2} b^{m_{4}}=c^{i} \alpha b^{j} \\
\Leftrightarrow & c^{k} \beta\left(\alpha_{2} \theta^{l-m_{3}}\right) b^{l-m_{3}+m_{4}}=c^{i} \alpha b^{j} \\
\Rightarrow \quad & i=k
\end{aligned}
$$

this contradicts our assumption, so we must have $l<m_{3}$, and in this case we obtain

$$
\begin{aligned}
& c^{k} \beta c^{m_{3}-l} \alpha_{2} b^{m_{4}}=c^{i} \alpha b^{j} \\
\Leftrightarrow & c^{k+m_{3}-l}\left(\beta \theta^{m_{3}-l}\right) \alpha_{2} b^{m_{4}}=c^{i} \alpha b^{j} \\
\Rightarrow & i=k+m_{3}-l,
\end{aligned}
$$

but $i>k$, so we must have $m_{3}>l$, that is a contradiction. Hence $i$ must be equal to $k$, and looking at the cases where we did not obtain a contradiction we see that we must have $j \geq m_{1}$, and similarly $l \geq m_{3}$, this implies that

$$
\alpha\left(\alpha_{1} \theta^{j-m_{1}}\right)=\beta \quad \text { and } \quad \beta\left(\alpha_{2} \theta^{l-m_{3}}\right)=\alpha,
$$

so we can obtain $\alpha$ by multiplying $\beta$ by an element of $A^{*}$ on the right and viceversa, this is equivalent to say that $\alpha$ and $\beta$ must be $\mathcal{R}$ related in $S$.

Conversely, consider the elements $c^{j} \alpha_{1} b^{l}, c^{l} \alpha_{2} b^{j} \in B R(S, \theta)$, where $\alpha_{1}, \alpha_{2} \in$ $A^{*}$ are such that $\alpha \alpha_{1}=\beta$ and $\beta \alpha_{2}=\alpha$. Then

$$
\begin{aligned}
& c^{i} \alpha b^{j} c^{j} \alpha_{1} b^{l}=c^{i} \alpha \alpha_{1} b^{l}=c^{i} \beta b^{l}, \\
& c^{i} \beta b^{l} c^{l} \alpha_{2} b^{j}=c^{i} \beta \alpha_{2} b^{j}=c^{i} \alpha b^{j},
\end{aligned}
$$

so $c^{i} \beta b^{l}$ is $\mathcal{R}$ related with $c^{i} \alpha b^{j}$ in $B R(S, \theta)$. We conclude that

$$
c^{i} \alpha b^{j} \mathcal{R}_{B R(S, \theta)} c^{k} \beta b^{l} \Leftrightarrow i=k \text { and } \alpha \mathcal{R}_{S} \beta
$$

Similarly we can see that (ii) holds, and since $\mathcal{H}=\mathcal{R} \cap \mathcal{L}$ we conclude that (iii) holds.

## 2 Bruck-Reilly Extensions of Groups

Let $G$ be a group and $\theta$ an endomorphism in $G$. Considering the Bruck-Reilly extension, $B R(G, \theta)$, we can simplify some results of section 4.1 using the properties of the groups. Note that, since $G$ is a group, $B R(G, \theta)$ is an inverse semigroup. We represent by 1 the identity of $B R(G, \theta)$ and by $1_{G}$ the identity of $G$. Let $<A \mid \Re>$ be a presentation defining $G$ as a monoid.

Lemma 4.8 In $B R(G, \theta)$, for all $i, j, k, l \in \mathbb{N}_{0}$ and $\alpha, \beta \in A^{*}$ we have:
(i) $c^{i} \alpha b^{j} \mathcal{R} c^{k} \beta b^{l} \Leftrightarrow i=k$;
(ii) $c^{i} \alpha b^{j} \mathcal{L} c^{k} \beta b^{l} \Leftrightarrow j=l$;
(iii) $c^{i} \alpha b^{j} \mathcal{H} c^{k} \beta b^{l} \Leftrightarrow i=k, j=l$.

Proof. It follows from Lemma 4.7 and from the fact that in (a group) $G$ we have $\mathcal{R}=\mathcal{L}=\mathcal{H}=G \times G$, see [6, Section 2.1]

Lemma 4.9 There is a (unique) epimorphism, $\pi$, from $B R(G, \theta)$ onto the bicyclic monoid $B$, such that $b \pi=b, c \pi=c$ and $a \pi=1_{B}, a \in A$, where $1_{B}$ represents the identity of $B$.

Proof. In Example 2.4 we saw that the presentation

$$
<b, c \mid b c=1>
$$

defines $B$ as a monoid. Define a map $\pi: A \cup\{b, c\} \longrightarrow B$ by the rules:

$$
b \pi=b, \quad c \pi=c \quad \text { and } a \pi=1_{B}
$$

for any $a \in A$. The map $\pi$ is obviously well-defined and we can extend it to a morphism from $B R(G, \theta)$ into $B$ by the rule

$$
\left(x_{1} x_{2} \ldots x_{r}\right) \pi=x_{1} \pi x_{2} \pi \ldots x_{r} \pi, \quad x_{i} \in A \cup\{b, c\}, \quad i=1, \ldots, r .
$$

Let $w \in B$ be arbitrary, noticing that the bicyclic monoid can be seen as the Bruck-Reilly extension of the trivial group, we can write $w=c^{k} b^{l}$ for some $k, l \in \mathbb{N}_{0}$. Then

$$
w=c^{k} b^{l}=(c \pi)^{k}(b \pi)^{l}=\left(c^{k}\right) \pi\left(b^{l}\right) \pi=\left(c^{k} b^{l}\right) \pi=\left(c^{k} b^{l}\right) \pi
$$

and $c^{k} b^{l}$ belongs to $B R(G, \theta)$, hence $\pi$ is onto. Since we defined $\pi$ over the generators of $B R(G, \theta)$, we can conclude that $\pi$ is the unique epimorphism from $B R(G, \theta)$ onto the bicyclic monoid.

Lemma 4.10 $G$ is isomorphic to the group of units of $B R(G, \theta)$. A word $w$ in $(A \cup\{b, c\})^{*}$ represents an element of the group of units of $B R(G, \theta)$ if and only if it is equal to some word from $A^{*}$, i.e. if and only if $w \pi=1_{B}$, where $\pi$ is defined above.

Proof. Let $c^{i} \alpha b^{l}$ be a unit in $B R(G, \theta)$, there exists $c^{j} \beta b^{k} \in B R(G, \theta)$ such that $c^{i} \alpha b^{l} c^{j} \beta b^{k}=1$. If $l \geq j$ this implies

$$
\begin{aligned}
& c^{i} \alpha b^{l-j} \beta b^{k}=1 \Leftrightarrow c^{i} \alpha\left(\beta \theta^{l-j}\right) b^{l-j+k}=1 \\
\Rightarrow \quad & i=0, \quad \alpha\left(\beta \theta^{l-j}\right)=1_{G}, \quad j=l+k,
\end{aligned}
$$

if $j>l$ we obtain

$$
c^{i} \alpha c^{j-l} \beta b^{k}=1 \quad \Leftrightarrow \quad c^{i} c^{j-l}\left(\alpha \theta^{j-l}\right) \beta b^{k}=1 \quad \Rightarrow \quad i+j=l,
$$

so in this case we have a contradiction. Hence $i=0$ and $j=l+k$, then

$$
\begin{aligned}
& c^{i} \alpha b^{l} c^{j} \beta b^{k}=1 \quad \Leftrightarrow \quad \alpha b^{l} c^{l+k} \beta b^{k}=1 \\
& \Leftrightarrow \quad \alpha c^{k} \beta b^{k}=1 \quad \Leftrightarrow \quad c^{k}\left(\alpha \theta^{k}\right) \beta b^{k}=1 \quad \Rightarrow \quad k=0 .
\end{aligned}
$$

Thus $w$ is a unit if and only if $w$ is of the form $c^{0} \alpha b^{0}$ with $\alpha \in A^{*}$, i.e. if and only if $w$ belongs to $A^{*}$. Since $A$ generates $G$ we conclude that the map $U(B R(G, \theta)) \longrightarrow G, \quad \alpha \mapsto \alpha$, is an isomorphism.

To the words in $(A \cup\{b, c\})^{*}$ which represent elements of $G$ we will call group words. We are now able to follow the proof of the next result, given in [2].

Proposition $4.11 B R(G, \theta)$ is finitely generated if and only if there exists a finite subset, $A_{0}$, of $G$ such that $G$ is generated, as a monoid, by the set $\bigcup_{i \geq 0} A_{0} \theta^{i}$.

Proof. Let $A_{0}$ be a finite subset of $G$ such that the presentation

$$
<\bigcup_{i \geq 0} A_{0} \theta^{i} \mid \mathfrak{R}>
$$

defines $G$ as a monoid. By Proposition 4.2, we know that $B R(G, \theta)$ is defined by the monoid presentation

$$
\begin{aligned}
& <\bigcup_{i \geq 0} A_{0} \theta^{i}, b, c \quad \mid \mathfrak{R}, \quad b c=1, \quad b a=(a \theta) b \\
& \quad a c=c(a \theta), \quad\left(a \in \bigcup_{i \geq 0} A_{0} \theta^{i}\right)>
\end{aligned}
$$

Let $a \in A_{0}$ be arbitrary, note that $a=a \theta^{0}$, so $a \in \bigcup_{i \geq 0} A_{0} \theta^{i}$. For any $i \in \mathbb{N}_{0}$ we have

$$
\begin{array}{rlr} 
& \left(a \theta^{i}\right) b^{i}=b^{i} a & (\text { Lemma 4.5) } \\
\Rightarrow & \left(a \theta^{i}\right) b^{i} c^{i}=b^{i} a c^{i} & \\
\Leftrightarrow & a \theta^{i}=b^{i} a c^{i} & (b c=1)
\end{array}
$$

it follows that $\bigcup_{i \geq 0} A_{0} \theta^{i} \subseteq\left(A_{0} \cup\{b, c\}\right)^{*}$. Thus $A_{0} \cup\{b, c\}$ generates $B R(G, \theta)$, so this monoid is finitely generated.

Conversely, suppose that $B R(G, \theta)$ is finitely generated. We know that if $A$ generates $G$, then $A \cup\{b, c\}$ generates $B R(G, \theta)$, so there exists a finite subset $A_{0}$ of $A$ such that $A_{0} \cup\{b, c\}$ generates $B R(G, \theta)$. Let $U$ be the group of units of $B R(G, \theta)$, clearly the identity of $U$ is the identity of $B R(G, \theta)$. Suppose that $T$ is a subgroup of $B R(G, \theta)$ that contains $U$, then $1 \in T$ and we obviously have

$$
1 g=g=g 1
$$

for all $g \in T$, so 1 is the identity of $T$. Then all elements of $T$ are units of $B R(G, \theta)$ and we must have $U=T$. Hence $U$ is maximal. By Lemma 4.10, we know that $G \cong U$ so $G$ is a maximal subgroup of $B R(G, \theta)$, then, by Proposition 2.13, the cosets of $G$ in $B R(G, \theta)$ are the $\mathcal{H}$-classes in the $\mathcal{R}$-class of $G$. By Lemma 4.8, we can see that the $\mathcal{R}$-class of $G$ is the set $G b^{*}=\left\{\alpha b^{i}: i \geq 0, \quad \alpha \in G\right\}$ and that the $\mathcal{H}$-classes in this $\mathcal{R}$-class are the sets $H_{i}=G b^{i-1}, \quad i \geq 1$. Proposition 2.14 give us the following generating set for $G$ :

$$
Y=\left\{1_{G} r_{i} a r_{i a}^{-1}: i \in I, a \in A_{0} \cup\{b, c\}, \quad i a \in I\right\}
$$

where $r_{i}, r_{i}^{-1}, i \in I$, is a system of coset representatives. We have

$$
H_{i} c^{i-1}=G b^{i-1} c^{i-1}=G, \quad i \geq 1
$$

so we can take $r_{i}=b^{i-1}, \quad r_{i}^{-1}=c^{i-1}$, to be a system of coset representatives. For any $a \in A_{0}$ we have

$$
G b a=G(a \theta) b=G b, \quad(a \theta \in G)
$$

so $r_{i a}=r_{i}$ for $a \in A_{0}$, and

$$
\begin{gathered}
G b^{i} b=G b^{i+1} \Rightarrow r_{i b}=r_{i} b \Rightarrow r_{i b}^{-1}=b^{-1} r_{i}^{-1}=c r_{i}^{-1} \\
G b^{i} c=G b^{i-1} \Rightarrow r_{i c}=r_{i-1}
\end{gathered}
$$

then our generating set becomes

$$
\begin{aligned}
& \left\{1_{G} b^{i} a r_{i a}^{-1}: i \geq 0, a \in A_{0} \cup\{b, c\}\right\} \\
= & \left\{1_{G} b^{i} a c^{i}, 1_{G} b^{i} b c c^{i}, \quad 1_{G} b^{i+1} c b^{i}: i \geq 0, a \in A_{0}\right\} \\
= & \left\{1_{G}\left(b^{i} a c^{i}\right), 1_{G} 1: i \geq 0, a \in A_{0}\right\} \\
= & \left\{b^{i} a c^{i}: i \geq 0, a \in A_{0}\right\} \cup\left\{1_{G}\right\},
\end{aligned}
$$

note that $b^{i} a c^{i}=a \theta^{i}, \quad i \geq 0$, so $b^{i} a c^{i} \in G$ for any $i \geq 0$. Thus, the set

$$
\left\{b^{i} a c^{i}: i \geq 0, a \in A_{0}\right\}=\left\{a \theta^{i}: i \geq 0, a \in A_{0}\right\}=\bigcup_{i \geq 0} A_{0} \theta^{i}
$$

generates $G$.

Proposition 4.12 If $B R(G, \theta)$ is finitely presented then $G$ is finitely generated.

Theorem 4.13 $B R(G, \theta)$ is finitely presented if and only if $G$ can be defined by a presentation $<A \mid \Re>$, where $A$ is finite and

$$
\mathfrak{R}=\bigcup_{k \geq 0} \bar{\Re} \theta^{k}=\left\{u \theta^{k}=v \theta^{k}: k \geq 0, \quad(u=v) \in \overline{\mathfrak{R}}\right\}
$$

for some finite set of relations $\overline{\mathfrak{R}} \subseteq A^{*} \times A^{*}$.

The proofs of these last two results can be found in [2]. Except for Proposition 4.12, these results were generalized for monoids in [1], we will now state these results.

Proposition 4.14 Let $M$ be a monoid, $\sigma: M \longrightarrow U(M)$ a morphism. The Bruck-Reilly extension $B R(M, \sigma)$ is finitely generated if and only if there exists a finite subset $A_{0}$ of $M$, such that $M$ is generated by the set $A=\bigcup_{k \geq 0} A_{0} \sigma^{k}$.

Proposition 4.15 Let $M$ be a monoid and $\sigma: M \longrightarrow U(M)$ a morphism. If $B R(M, \sigma)$ is finitely presented and $M$ is generated by a set $A$, then $M$ is defined by the presentation $<A \mid \mathfrak{R}>$ where $\mathfrak{R}=\bigcup_{k \geq 0} \overline{\mathfrak{R}} \sigma^{k}$, for some finite set of relations $\overline{\mathfrak{R}}$.

Proposition 4.16 Let $M$ be a finitely generated monoid defined by a presentation $<A \mid \mathfrak{R}>$ where $A$ is finite and $\mathfrak{R}=\bigcup_{k \geq 0} \bar{\Re} \sigma^{k}$, for some finite set of relations $\bar{\Re}$. Then $B R(M, \sigma)$ is finitely presented.

Finally, we relate finite presentability as an inverse monoid with finite presentability as a monoid, in Bruck-Reilly extensions of groups. We will follow the proof given in [2].

Theorem 4.17 Let $S=B R(G, \theta)$ be a Bruck-Reilly extension of a group $G$. Then $S$ is finitely presented as an inverse monoid if and only if $S$ is finitely presented as a monoid.

Proof. $S=B R(G, \theta)$ is an inverse monoid, then a monoid presentation for $S$ also defines it when considered as an inverse monoid presentation. Hence, if $S$ is finitely presented as a monoid it is also finitely presented as an inverse monoid.

Conversely, suppose that $S$ is finitely presented as an inverse monoid. Let $<A^{\prime} \mid \mathfrak{R}>$ be a monoid presentation for $G$, by Proposition 4.2, we have

$$
S \cong<A^{\prime}, b, c \mid \Re, b c=1, b a=(a \theta) b, a c=c(a \theta),\left(a \in A^{\prime}\right)>
$$

So $S$ admits an inverse monoid presentation

$$
<A, b, c \mid \mathfrak{T}^{\prime}>
$$

for some finite set $A \subseteq A^{\prime}$ and some finite set of defining relations $\mathfrak{T}^{\prime}$. The relation $b c=1$ holds in $S$ so $c$ is the inverse of $b$ in $S$. Since our presentation for $S$ is an inverse monoid presentation, applying Tietze Transformations (T4) (removing the generator $c$, substituting all occurrences of $c$ in $\mathfrak{T}^{\prime}$ by $b^{-1}$ ), we obtain the inverse monoid presentation for $S$

$$
<A, b \mid \mathfrak{T}>
$$

where, obviously, $\mathfrak{T}$ is a finite set. We know that the following relations hold in $S$ :

$$
b b^{-1}=1, \quad a a^{-1}=a^{-1} a=1, \quad b a=(a \theta) b, \quad a b^{-1}=b^{-1}(a \theta), \quad(a \in A)
$$

so, applying Tietze Transformations (T1), we obtain the inverse monoid presentation for $S$

$$
\begin{aligned}
<A, b \mid & \mathfrak{T}, a a^{-1}=a^{-1} a=1, b b^{-1}=1 \\
& b a=(a \theta) b, a b^{-1}=b^{-1}(a \theta),(a \in A)>
\end{aligned}
$$

and, by Remark 3, we know that a monoid presentation for $S$ is

$$
\begin{aligned}
&<A, A^{-1}, b, b^{-1} \left\lvert\, \begin{array}{r}
T \\
, ~
\end{array} a^{-1}=a^{-1} a=1\right., b b^{-1}=1, b a=(a \theta) b \\
& a b^{-1}=b^{-1}(a \theta), w w^{-1} w=w, w w^{-1} z z^{-1}=z z^{-1} w w^{-1} \\
&\left(a \in A, w, z \in\left(A \cup A^{-1} \cup\left\{b, b^{-1}\right\}\right)^{*}\right)>
\end{aligned}
$$

Note that from the relations $a a^{-1}=a^{-1} a=1$, for all $a \in A$, we can deduced the relations $\alpha \alpha^{-1}=\alpha^{-1} \alpha=1$, for all $\alpha \in\left(A \cup A^{-1}\right)^{*}$. We have seen that for any $w$ in $\left(A \cup A^{-1} \cup\left\{b, b^{-1}\right\}\right)^{*}$, we have $w=\left(b^{-1}\right)^{i} \alpha b^{j}$, for some $i, j \geq 0$, and $\alpha \in$ $\left(A \cup A^{-1}\right)^{*}$, as a consequence of the relations

$$
b b^{-1}=1, \quad b a=(a \theta) b, \quad a b^{-1}=b^{-1}(a \theta), \quad(a \in A)
$$

Then

$$
\begin{array}{rlr}
w w^{-1} & =b^{-i} \alpha b^{j}\left(b^{-i} \alpha b^{j}\right)^{-1} & \\
& =b^{-i} \alpha b^{-j} \alpha^{-1} b^{i} \\
& =b^{-i} \alpha \alpha^{-1} b^{i} \\
& =b^{-i} b^{i}, \quad \quad\left(b b^{-1}=1\right) \\
& \quad\left(a a^{-1}=a^{-1} a=1, \forall a \in A\right)
\end{array}
$$

it follows that

$$
\begin{array}{rlr}
w w^{-1} w & =b^{-i} b^{i} b^{-i} \alpha b^{j} \\
& =b^{-i} \alpha b^{j} \quad\left(b b^{-1}=1\right) \\
& =w .
\end{array}
$$

Similarly, for $z \in\left(A \cup A^{-1} \cup\left\{b, b^{-1}\right)^{*}\right.$, we have $z z^{-1}=b^{-k} b^{k}$ for some $k \geq 0$, so we obtain

$$
\begin{aligned}
& w w^{-1} z z^{-1}=b^{-i} b^{i} b^{-k} b^{k}=\left\{\begin{array}{cl}
b^{-i} b^{i-k} b^{k}=b^{-i} b^{i-k+k}=b^{-i} b^{i} & \text { if } i \geq k \\
b^{-i} b^{-k+i} b^{k}=b^{-i-k+i} b^{k}=b^{-k} b^{k} & \text { if } i<k
\end{array}\right. \\
& z z^{-1} w w^{-1}=b^{-k} b^{k} b^{-i} b^{i}=\left\{\begin{array}{cl}
b^{-k} b^{-i+k} b^{i}=b^{-k-i+k} b^{i}=b^{-i} b^{i} & \text { if } i \geq k \\
b^{-k} b^{k-i} b^{i}=b^{-k} b^{k-i+i}=b^{-k} b^{k} & \text { if } i<k
\end{array}\right.
\end{aligned}
$$

hence $w w^{-1} z z^{-1}=z z^{-1} w w^{-1}$. This shows that the relations

$$
w w^{-1} w=w, \quad w w^{-1} z z^{-1}=z z^{-1} w w^{-1}, \quad\left(w, z \in\left(A \cup A^{-1} \cup\left\{b, b^{-1}\right\}\right)^{*}\right)
$$

can be deduced from the relations

$$
a a^{-1}=a^{-1} a=1, \quad b b^{-1}=1, \quad b a=(a \theta) b, \quad a b^{-1}=b^{-1}(a \theta), \quad(a \in A),
$$

so, applying Tietze Transformations (T2), we know that the presentation

$$
\begin{array}{r}
<A, A^{-1}, b, b^{-1} \mid \mathfrak{T}, a a^{-1}=a^{-1} a=1, b b^{-1}=1, b a=(a \theta) b \\
a b^{-1}=b^{-1}(a \theta),(a \in A)>
\end{array}
$$

defines $S$ as a monoid. Since $A$ and $\mathfrak{T}$ are finite, we conclude that $S$ is finitely presented as a monoid.

## 3 Some Results on Clifford Semigroups

Let $Y$ be a semilattice, i.e. a commutative semigroup of idempotents, and $\left\{G_{\alpha}\right.$ : $\alpha \in Y\}$ a set of groups indexed by $Y$, such that $G_{\alpha} \cap G_{\beta}=\emptyset$ for $\alpha \neq \beta$. We will represent by $1_{\alpha}$ the identity of the group $G_{\alpha}, \alpha \in Y$. Suppose that for all $\alpha \geq \beta$ in $Y$, where

$$
\alpha \geq \beta \quad \Leftrightarrow \quad \beta=\beta \alpha=\alpha \beta
$$

there exists a morphism $\quad \phi_{\alpha, \beta}: G_{\alpha} \longrightarrow G_{\beta}$ such that

$$
\begin{aligned}
& \forall \alpha \in Y \quad \phi_{\alpha, \alpha}=i d_{G_{\alpha}}, \\
& \forall \alpha, \beta, \gamma \in Y, \quad \alpha \geq \beta \geq \gamma, \quad \phi_{\alpha, \beta} \phi_{\beta, \gamma}=\phi_{\alpha, \gamma},
\end{aligned}
$$

where $i d_{G_{\alpha}}$ is the identity map in $G_{\alpha}$. Define a multiplication in $S=\bigcup_{\alpha \in Y} G_{\alpha}$ by the rule

$$
x y=\left(x \phi_{\alpha, \alpha \beta}\right)\left(y \phi_{\beta, \alpha \beta}\right), \quad x \in G_{\alpha}, y \in G_{\beta},
$$

for any $\alpha, \beta \in Y$. This multiplication is associative, see [6, Section 4.1]. We will denote this semigroup by $\mathcal{S}\left(Y, G_{\alpha}, \phi_{\alpha, \beta}\right)$ and say that it is a strong semilattice of groups.

A semigroup $S$ is called a Clifford Semigroup if there exists a unary operation $x \mapsto x^{-1}$ on $S$, with the properties:

$$
\begin{gathered}
\forall x, y \in S \quad\left(x^{-1}\right)^{-1}=x, \quad x x^{-1} x=x, \quad x x^{-1}=x^{-1} x, \\
\left(x x^{-1}\right)\left(y y^{-1}\right)=\left(y y^{-1}\right)\left(x x^{-1}\right) .
\end{gathered}
$$

Proposition 4.18 Let $S$ be a semigroup. The following statements are equivalent:
(i) $S$ is a Clifford semigroup;
(ii) $S$ is a strong semilattice of groups;
(iii) $S$ is regular and its idempotents commute with all elements in $S$;
(iv) $S$ is regular and each $\mathcal{D}$ - class of $S$ contains exactly one idempotent.

For a proof see for example [6, Theorem 4.2.1]. From (iii) we know that a Clifford semigroup is an inverse semigroup.

Proposition 4.19 Let $S=\mathcal{S}\left(Y, G_{\alpha}, \phi_{\alpha, \beta}\right)$ be a Clifford monoid. The group of units of $S$ is $G_{e}$, where $e$ is the identity of the semilattice $Y$.

Proof. Let $a$ be a unit of $S$, there exists $b \in S$ such that $a b=1$. We know that $a \in G_{\alpha}$ and $b \in G_{\beta}$, for some $\alpha, \beta \in Y$, then $a b \in G_{\alpha \beta}$, by the multiplication defined in $S$, so $1 \in G_{\alpha \beta}$, hence 1 must be the identity of the group $G_{\alpha \beta}$. Let $\gamma$ be an arbitrary element of $Y$ and $x \in G_{\gamma}$ arbitrary. We know that $x 1=x$, but $G_{\gamma} G_{\alpha \beta} \subseteq G_{\gamma \alpha \beta}$, so

$$
x \in G_{\gamma}, \quad x \in G_{\gamma \alpha \beta} \quad \Rightarrow \quad G_{\gamma} \cap G_{\gamma \alpha \beta} \neq \emptyset \quad \Leftrightarrow \quad \gamma=\gamma(\alpha \beta),
$$

similarly we obtain $(\alpha \beta) \gamma=\gamma$, so $(\alpha \beta)$ is the identity of $Y$. It follows that

$$
\alpha(\alpha \beta)=\alpha \quad \Leftrightarrow \quad(\alpha \alpha) \beta=\alpha \quad \Leftrightarrow \alpha \beta=\alpha,
$$

so $a$ belongs to $G_{\alpha \beta}$, hence the group of units is contained in $G_{\alpha \beta}$, and

$$
\forall y \in G_{\alpha \beta} \quad \exists y^{-1} \in G_{\alpha \beta}: y y^{-1}=y^{-1}=1_{\alpha \beta}=1
$$

so all elements of $G_{\alpha \beta}$ are units of $S$. We conclude that $G_{\alpha \beta}$ is the group of units of $S$, where $\alpha \beta$ is the identity of $Y$.

Proposition 4.20 Let $S=\mathcal{S}\left(Y, G_{\alpha}, \phi_{\alpha, \beta}\right)$ be a Clifford semigroup. In $S$ we have $\mathcal{H}=\mathcal{L}=\mathcal{R}=\mathcal{D}$. Moreover the $\mathcal{D}$-classes of $S$ are the groups $G_{\alpha}, \alpha \in Y$.

Proof. Let $D_{x}$ represent the $\mathcal{D}$-class of $x$ in $S$. By Proposition 4.18 (iv), we know that the $\mathcal{D}$-classes of $S$ are the sets $D_{e}$, with $e=e e \in S$. Let $D_{e}$ be any $\mathcal{D}$-class in $S$ and $x$ an arbitrary element of $D_{e}$. There exists $z \in S$ such that ${ }_{x} \mathcal{R} z \mathcal{L} e$, then

$$
\begin{array}{rlr}
x \mathcal{R} z & \Leftrightarrow x x^{-1}=z z^{-1} \quad(S \text { inverse }) \\
& \Leftrightarrow x x^{-1}=z^{-1} z, \quad(S \text { Clifford }) \\
z \mathcal{L} e & \Leftrightarrow z^{-1} z=e^{-1} e \\
& \Leftrightarrow z^{-1} z=e e^{-1},
\end{array}
$$

so $x \mathcal{R} e$ and, similarly, $x \mathcal{L} e$, it follows that $x \mathcal{H} e$. Then $D_{e} \subseteq H_{e}$, where $H_{e}$ represents the $\mathcal{H}$-class of $e$, and we may conclude that

$$
\mathcal{D}=\mathcal{R}=\mathcal{L}=\mathcal{H}
$$

in $S$. Let $\alpha \in Y$ arbitrary, and $x, y \in G_{\alpha}$. We have

$$
x=x 1_{\alpha}=x\left(y y^{-1}\right), \quad x y=x(y)
$$

so $x y \mathcal{R} x$ and similarly we can see that $x y \mathcal{L} y$, then $x \mathcal{D} y$. It follows, by what we have just seen, that $x \mathcal{H} y$. Thus, for any $x \in G_{\alpha}$ we have $G_{\alpha} \subseteq H_{x}$. Now
consider $x, y \in S$ such that $x \mathcal{H} y$, and suppose that $x \in G_{\beta}$ and $y \in G_{\gamma}$ for some $\beta, \gamma \in Y$ with $\beta \neq \gamma$. From $\mathcal{H}=\mathcal{R}$ we obtain

$$
x \mathcal{H} y \Leftrightarrow x x^{-1}=y y^{-1}
$$

then

$$
\begin{aligned}
(x y)(x y)^{-1} & =(x y)\left(y^{-1} x^{-1}\right)=x\left(y y^{-1}\right) x^{-1}=x\left(x x^{-1}\right) x^{-1} \\
& =x\left(x^{-1} x\right) x^{-1}=\left(x x^{-1}\right)\left(x x^{-1}\right)=x x^{-1}
\end{aligned}
$$

so $x y \mathcal{R} x$, this is equivalent to $x y \mathcal{H} x$. We know that $x y \in G_{\beta \gamma}$, and, by what we have seen above, we have $G_{\beta \gamma} \subseteq H_{x y}$ and $G_{\beta} \subseteq H_{x}$. From $H_{x y}=H_{x}$, we obtain $G_{\beta \gamma}, G_{\beta} \subseteq H_{x}=D_{x}$, but each $\mathcal{D}$-class contains exactly one idempotent, so

$$
1_{\beta \gamma}=1_{\beta} \Rightarrow G_{\beta \gamma} \cap G_{\beta} \neq \emptyset \quad \Leftrightarrow \quad \beta \gamma=\beta
$$

Similarly we can see that $\beta \gamma=\gamma$, hence $\gamma=\beta$, that contradicts our assumption. We conclude that the groups $G_{\alpha}, \alpha \in Y$, are the $\mathcal{D}$-classes of $S$.

We can obtain a presentation for the Clifford semigroup $S=\mathcal{S}\left(Y, G_{\alpha} ; \phi_{\alpha, \beta}\right)$ in terms of the presentations for the groups $G_{\alpha}, \alpha \in Y$, in the following way:

Proposition 4.21 Suppose that the group $G_{\alpha}, \alpha \in Y$, is defined by the semigroup presentation $<A_{\alpha} \mid \mathfrak{R}_{\alpha}>$, with $A_{\alpha} \cap A_{\beta}=\emptyset$ for $\alpha \neq \beta$. Let

$$
A=\bigcup_{\alpha \in Y} A_{\alpha}, \quad \Re=\bigcup_{\alpha \in Y} \mathfrak{R}_{\alpha},
$$

and $1_{\alpha} \in A_{\alpha}^{*}$ be a word representing the identity of $G_{\alpha}$. Then

$$
\begin{aligned}
<A \mid & \Re, \quad 1_{\alpha} 1_{\beta}=1_{\beta} 1_{\alpha}, \quad 1_{\gamma} a=a 1_{\gamma}=a \phi_{\sigma, \gamma} \\
& \left(\alpha, \beta, \gamma, \sigma \in Y, \quad \alpha \neq \beta, \quad \sigma>\gamma, \quad a \in A_{\sigma}\right)>
\end{aligned}
$$

is a presentation for the Clifford semigroup $S$.

For a proof see [7, Theorem 5.1]. If $S$ is a Clifford monoid, then $1_{\xi}=1$ for some $\xi \in Y$. So, to obtain a monoid presentation for $S$, in terms of the presentations of
the groups $G_{\alpha}, \alpha \in Y$, we just need to add the relation $1_{\xi}=1$ to the presentation given in this last result.

Note: From the presentation given above, we can see that if $Y$ is finite and, for all $\alpha \in Y$, the group $G_{\alpha}$ is finitely presented (generated) then $S$ is finitely presented (generated). The next result shows that this is a necessary and sufficient condition.

Theorem 4.22 If the Clifford monoid $S$ is finitely presented (generated), then every group $G_{\alpha}, \alpha \in Y$, is finitely presented (generated).

Proof. Suppose that $S$ is finitely presented (generated). Since $S=\bigcup_{\alpha \in Y} G_{\alpha}$ and $G_{\alpha} \cap G_{\beta}=\emptyset$ for $\alpha \neq \beta$, the group $G_{\alpha}$ is a maximal subgroup of $S$ for all $\alpha \in Y$. Then, by Proposition 2.13, the index of $G_{\alpha}$ in $S$ equals the number of $\mathcal{H}$-classes in the $\mathcal{R}$-class of $G_{\alpha}, \quad \alpha \in Y$. But, in Proposition 4.19, we have seen that $G_{\alpha}$ is a $\mathcal{D}$-class and an $\mathcal{H}$-class of $S$, so there is exactly one $\mathcal{H}$-class in the $\mathcal{R}$-class of $G_{\alpha}$, then $G_{\alpha}$ has index one, for all $\alpha \in Y$. It follows, from Theorem 3.8 (3.7), that $G_{\alpha}$ is finitely presented (generated), for all $\alpha \in Y$.

An alternative proof of this result can be found in [3, Theorem 6.1]. Note that if $S$ is finitely generated then $Y$ must be finite, see [ 6 , Theorem 4.5.3].

## 4 Bruck-Reilly Extensions of Clifford Monoids

### 4.1 Properties

Given a Clifford monoid $S=\mathcal{S}\left(Y, G_{\alpha}, \phi_{\alpha, \beta}\right)$, let $e$ be the identity of the semilattice $Y$, and $\theta$ a morphism from $S$ into $G_{e}$. Considering the Bruck-Reilly extension $B R(S, \theta)$, since $S$ is inverse, we know that $B R(S, \theta)$ is an inverse monoid. Let
$(m, a, n),(p, b, q) \in \mathbb{N}_{0} \times S \times \mathbb{N}_{0}$ arbitrary, by Proposition 4.1, we know that

$$
(m, a, n) \mathcal{D}_{B R(S, \theta)}(p, b, q) \Leftrightarrow a \mathcal{D}_{S} b
$$

and we have seen that $a$ is $\mathcal{D}$ related to $b$ in $S$ if and only if they belong to the same group $G_{\alpha}$, for some $\alpha \in Y$. So, the $\mathcal{D}$-classes of $B R(S, \theta)$ are the sets $\mathbb{N}_{0} \times G_{\alpha} \times \mathbb{N}_{0}$ with $\alpha \in Y$.

Note that these $\mathcal{D}$-classes are not groups, since, given $x=x x \in S$ and $m, n \in \mathbb{N}_{0}$ with $m \neq n$, the triples $(m, x, m)$ and $(n, x, n)$ are two, different, idempotents in $B R(S, \theta)$ that belong to the same $\mathcal{D}$-class.

We will now see that the result in Theorem 4.17, also holds for Bruck-Reilly extensions of Clifford monoids.

Theorem 4.23 Let $S$ be a Clifford monoid, $\theta$ a morphism from $S$ into $U(S)$ and $B R(S, \theta)$ the Bruck-Reilly extension of $S$. Then $B R(S, \theta)$ is finitely presented as an inverse monoid if and only if it is finitely presented as a monoid.

Proof. A monoid presentation for $B R(S, \theta)$ also defines it when considered as an inverse monoid presentation, so, if $B R(S, \theta)$ is finitely presented as a monoid it is finitely presented as an inverse monoid.

Conversely, suppose that $B R(S, \theta)$ is finitely presented as an inverse monoid. Given a monoid presentation, $\langle Q| \Re>$, for $S$, by Theorem $4.2, B R(S, \theta)$ is defined by the monoid presentation

$$
<Q, b, c \mid \Re, b c=1, b a=(a \theta) b, a c=c(a \theta),(a \in Q)>
$$

Since $B R(S, \theta)$ is finitely presented as an inverse monoid it admits an inverse monoid presentation

$$
<A, b, c \mid \mathfrak{T}>
$$

for some finite set $A \subseteq S$ and some finite set of defining relations $\mathfrak{T}$. We know that $b c=1$ in $B R(S, \theta)$ (by the presentation given above), so $b c b=b$ and $c b c=c$, i.e. $c$ is the inverse of $b$ in $B R(S, \theta)$, hence, applying Tietze Transformations (T4)
we know that the presentation

$$
<A, b \mid \mathfrak{T}^{\prime}>
$$

where $\mathfrak{T}^{\prime}$ is the set $\mathfrak{T}$ with the occurrences of $c$ substituted by $b^{-1}$, defines $B R(S, \theta)$ as an inverse monoid. By the first presentation given for $B R(S, \theta)$, we know that the following relations hold in $B R(S, \theta)$ :

$$
b b^{-1}=1, \quad b a=(a \theta) b, \quad a b^{-1}=b^{-1}(a \theta), \quad(a \in A)
$$

so we can add them to the presentation of $B R(S, \theta) . A \subseteq S$ and $S$ is a Clifford semigroup so for any $a_{1}, a_{2} \in A$ we have

$$
a_{1}\left(a_{2} a_{2}^{-1}\right)=\left(a_{2} a_{2}^{-1}\right) a_{1}, \quad a_{1} a_{1}^{-1}=a_{1}^{-1} a_{1}, \quad a_{1}=a_{1} a_{1}^{-1} a_{1}
$$

adding these relations to the presentation of $B R(S, \theta)$ we obtain the following presentation for it:

$$
\begin{array}{r}
<A, b \mid \quad \mathfrak{T}^{\prime}, b b^{-1}=1, a a^{-1}=a^{-1} a, b a=(a \theta) b, a b^{-1}=b^{-1}(a \theta) \\
a=a a^{-1} a, \quad a\left(a_{1} a_{1}^{-1}\right)=\left(a_{1} a_{1}^{-1}\right) a, \quad\left(a, a_{1} \in A\right)>
\end{array}
$$

We have been applying Tietze Transformations (T1) and these operations do not change the type of structure defined by the presentation, so this presentation still defines $B R(S, \theta)$ as an inverse monoid. Now, by Remark 3, we know that a monoid presentation for $B R(S, \theta)$ is

$$
\begin{align*}
&<A, A^{-1}, b, b^{-1} \mid \mathfrak{T}^{\prime}, b b^{-1}=1  \tag{4.1}\\
& b a=(a \theta) b, \quad a b^{-1}=b^{-1}(a \theta)  \tag{4.2}\\
& a a^{-1}=a^{-1} a  \tag{4.3}\\
& a=a a^{-1} a  \tag{4.4}\\
& a\left(a_{1} a_{1}^{-1}\right)=\left(a_{1} a_{1}^{-1}\right) a  \tag{4.5}\\
& w=w w^{-1} w, \quad w w^{-1} z z^{-1}=z z^{-1} w w^{-1}  \tag{4.6}\\
&\left.\left(a, a_{1} \in A\right), \quad w, z \in\left(A \cup A^{-1} \cup\left\{b, b^{-1}\right\}\right)^{*}\right)>
\end{align*}
$$

Note that, for any $a, a_{1} \in A$

$$
\begin{array}{rlr}
a^{-1} b^{-1} & =(b a)^{-1} & (B R(S, \theta) \text { inverse }) \\
& =((a \theta) b)^{-1} & (4.2) \\
& =b^{-1}(a \theta)^{-1} & (B R(S, \theta) \text { inverse }) \\
& =b^{-1}\left(a^{-1} \theta\right), & (\theta \text { morphism })
\end{array}
$$

$$
\begin{gather*}
b a^{-1}=\left(a b^{-1}\right)^{-1} \underset{(4.2)}{=}\left(b^{-1}(a \theta)\right)^{-1}=\left(a^{-1} \theta\right) b^{-1}  \tag{4.2}\\
a^{-1}\left(a_{1} a_{1}^{-1}\right)=\left(a_{1} a_{1}^{-1} a\right)^{-1} \quad=\quad\left(a a_{1} a_{1}^{-1}\right)^{-1}=\left(a_{1} a_{1}^{-1}\right) a^{-1}, \tag{4.5}
\end{gather*}
$$

this last relation implies, from (4.3), that $a^{-1}\left(a_{1}^{-1} a_{1}\right)=\left(a_{1} a_{1}^{-1}\right) a^{-1}$, we also have

$$
\begin{equation*}
a^{-1}=\left(a a^{-1} a\right)^{-1}=a^{-1} a a^{-1} \tag{4.4}
\end{equation*}
$$

So, the relations

$$
\begin{aligned}
& x b^{-1}=b^{-1}(x \theta), \quad b x=(x \theta) b, \\
& x\left(y y^{-1}\right)=\left(y y^{-1}\right) x, \quad x=x x^{-1} x, \quad\left(x, y \in A \cup A^{-1}\right),
\end{aligned}
$$

are a consequence of (4.2), (4.5), (4.3), (4.4) and (4.6). Then, like in Theorem 4.17, given $w \in\left(A \cup A^{-1} \cup\left\{b, b^{-1}\right\}\right)^{*}$, the relations (4.1) and (4.2) imply that $w=b^{-i} a_{1} a_{2} \ldots a_{k} b^{j}$, for some $i, j \geq 0$ and some $a_{1}, a_{2}, \ldots, a_{k} \in A \cup A^{-1}$ and we get

$$
\begin{align*}
w w^{-1} & =b^{-i} a_{1} a_{2} \ldots a_{k} b^{j}\left(b^{-i} a_{1} a_{2} \ldots a_{k} b^{j}\right)^{-1} \\
& =b^{-i} a_{1} a_{2} \ldots a_{k} b^{j} b^{-j} a_{k}^{-1} \ldots a_{2}^{-1} a_{1}^{-1} b^{i} \\
& =b^{-i} a_{1} a_{2} \ldots a_{k} a_{k}^{-1} \ldots a_{2}^{-1} a_{1}^{-1} b^{i}  \tag{4.1}\\
& =b^{-i}\left(a_{k} a_{k}^{-1}\right) a_{1} a_{2} \ldots a_{k-1} a_{k-1}^{-1} \ldots a_{2}^{-1} a_{1}^{-1} b^{i}  \tag{4.5}\\
& \quad \ldots \\
& =b^{-i}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right) b^{i}
\end{align*}
$$

then

$$
\begin{align*}
w w^{-1} w= & b^{-i}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right) b^{i} b^{-i} a_{1} a_{2} \ldots a_{k} b^{j} \\
= & b^{-i}\left(a_{k} a_{k}^{-1}\right) \ldots a_{1} a_{1}^{-1} a_{1} a_{2} \ldots a_{k} b^{j}  \tag{4.1}\\
= & b^{-i}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{2} a_{2}^{-1}\right) a_{1} a_{2} \ldots a_{k} b^{j}  \tag{4.4}\\
= & b^{-i} a_{1}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{2} a_{2}^{-1}\right) a_{2} \ldots a_{k} b^{j}  \tag{4.5}\\
= & b^{-i} a_{1}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{3} a_{3}^{-1}\right) a_{2} a_{3} \ldots a_{k} b^{j}  \tag{4.4}\\
& \ldots \\
= & b^{-i} a_{1} a_{2} \ldots a_{k} b^{j} \\
= & w .
\end{align*}
$$

Thus, the relation $w=w w^{-1} w, \quad w \in\left(A \cup A^{-1} \cup\left\{b, b^{-1}\right\}\right)^{*}$ is a consequence of the relations (4.1) to (4.5), so we can remove it from the presentation. Given $z \in\left(A \cup A^{-1} \cup\left\{b, b^{-1}\right\}\right)^{*}$, we have $z=b^{p} a_{1}^{\prime} a_{2}^{\prime} \ldots a_{s}^{\prime} b^{l}$ for some $p, l \geq 0$ and some $a_{1}^{\prime}, a_{2}^{\prime}, \ldots, a_{s}^{\prime} \in A \cup A^{-1}$, then writing $z z^{-1}$ in the same form we wrote $w w^{-1}$, we obtain

$$
w w^{-1} z z^{-1}=b^{-i}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right) b^{i} b^{-p}\left(a_{s}^{\prime} a_{s}^{\prime-1}\right) \ldots\left(a_{1}^{\prime} a_{1}^{\prime-1}\right) b^{p},
$$

if $i>p$ this becomes

$$
\begin{align*}
w w^{-1} z z^{-1} & =b^{-i}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right) b^{i-p}\left(a_{s}^{\prime} a_{s}^{\prime-1}\right) \ldots\left(a_{1}^{\prime} a_{1}^{\prime-1}\right) b^{p} \\
& =b^{-i}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right)\left(\left(a_{s}^{\prime} a_{s}^{\prime-1}\right) \ldots\left(a_{1}^{\prime} a_{1}^{\prime-1}\right)\right) \theta^{i-p} b^{i-p} b^{p}  \tag{4.2}\\
& =b^{-i}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right)\left(a_{s}^{\prime} a_{s}^{\prime-1}\right) \theta^{i-p} \ldots\left(a_{1}^{\prime} a_{1}^{\prime-1}\right) \theta^{i-p} b^{i}
\end{align*}
$$

since $i>p$ and $a_{t}^{\prime} a_{t}^{\prime-1}$ is an idempotent for any $t=1, \ldots, s$, the morphism $\theta^{i-p}$ maps this element to the identity of $S$, so

$$
w w^{-1} z z^{-1}=b^{-1}\left(\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right) 1\right) b^{i}=b^{-1}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right) b^{i}=w w^{-1},
$$

similarly we have

$$
\begin{align*}
z z^{-1} w w^{-1}= & b^{-p}\left(a_{s}^{\prime} a_{s}^{\prime-1}\right) \ldots\left(a_{1}^{\prime} a_{1}^{\prime-1}\right) b^{p} b^{-i}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right) b^{i} \\
= & b^{-p}\left(a_{s}^{\prime} a_{s}^{\prime-1}\right) \ldots\left(a_{1}^{\prime} a_{1}^{\prime-1}\right) b^{-i+k}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right) b^{i} \\
= & b^{-p} b^{-i+p}\left(\left(a_{s}^{\prime} a_{s}^{\prime-1}\right) \ldots\left(a_{1}^{\prime} a_{1}^{\prime-1}\right)\right) \theta^{-i+p}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right) b^{i}  \tag{4.2}\\
& \ldots \\
= & b^{-i}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right) b^{i} \\
= & w w^{-1} .
\end{align*}
$$

If $p>i$, repeating the arguments that we have just use for $i>p$, we obtain

$$
w w^{-1} z z^{-1}=z z^{-1}=z z^{-1} w w^{-1} .
$$

If $i=p$ then

$$
\begin{align*}
w w^{-1} z z^{-1} & =b^{-i}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right) b^{i} b^{-i}\left(a_{s}^{\prime} a_{s}^{\prime-1}\right) \ldots\left(a_{1}^{\prime} a_{1}^{\prime-1}\right) b^{i} \\
& =b^{-i}\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right)\left(a_{s}^{\prime} a_{s}^{\prime-1}\right) \ldots\left(a_{1}^{\prime} a_{1}^{\prime-1}\right) b^{i}  \tag{4.1}\\
& =b^{-i}\left(a_{s}^{\prime} b_{s}^{-1}\right) \ldots\left(a_{1}^{\prime} a_{1}^{\prime-1}\right)\left(a_{k} a_{k}^{-1}\right) \ldots\left(a_{1} a_{1}^{-1}\right) b^{i}  \tag{4.5}\\
& =z z^{-1} w w^{-1} . \tag{4.1}
\end{align*}
$$

Hence, the relation $w w^{-1} z z^{-1}=z z^{-1} w w^{-1}$ for any $w, z \in\left(A \cup A^{-1} \cup\left\{b, b^{-1}\right\}\right)^{*}$ is a consequence of relations (4.1) to (4.5) so we can remove it from the presentation.
We obtain the following monoid presentation for $B R(S, \theta)$ :

$$
\begin{aligned}
<A, A^{-1}, b, b^{-1} \left\lvert\, \begin{array}{l}
\mathfrak{T}^{\prime}, \quad b b^{-1}, \quad b a=(a \theta) b, \\
a b^{-1}=b^{-1}(a \theta), \quad a a^{-1}=a^{-1} a, \quad a=a a^{-1} a, \\
a\left(a_{1} a_{1}^{-1}\right)=\left(a_{1} a_{1}^{-1}\right) a, \quad\left(a, a_{1} \in A\right)>
\end{array} r l\right.
\end{aligned}
$$

since $A$ and $\mathfrak{T}^{\prime}$ are finite we conclude that $B R(S, \theta)$ is finitely presented as a monoid.

### 4.2 Clifford monoid that is the union of two copies of the same group

Let $Y$ be the semilattice

and $G$ be a group. Let $G_{0}=\left\{g_{0}: g \in G\right\}$ and $G_{1}=\left\{g_{1}: g \in G\right\}$ be two copies of $G$ and define a map $\phi_{1,0}: G_{1} \longrightarrow G_{0}, g_{1} \mapsto g_{0}$, that maps an element of $G_{1}$ to its copy in $G_{0}, \phi_{1,0}$ is clearly an isomorphism. Let $S$ be the Clifford monoid $\mathcal{S}\left(Y ;\left\{G_{0}, G_{1}\right\}, \phi_{1,0}\right)$, and $\theta$ a homomorphism from $S$ into $G_{1}$. Note that 1 is the identity of $Y$, so $G_{1}$ is the group of units of $S$.

Claim 10 For all $g \in G$ the morphism $\theta$ maps $g_{0}$ and $g_{1}$ to the same element in $G_{1}$.

Proof. For any $g \in G$ we have

$$
\begin{array}{rlr}
\left(g_{0} g_{1}\right) \theta & =\left(g_{0}\left(g_{1} \phi_{1,0}\right)\right) \theta & (\text { multiplication in } S) \\
& =\left(g_{0} g_{0}\right) \theta & \left(\text { def. } \phi_{1,0}\right) \\
& =\left(g_{0}\right) \theta\left(g_{0}\right) \theta & (\theta \text { morphism })
\end{array}
$$

then

$$
\begin{array}{rlc} 
& \left(g_{0} g_{1}\right) \theta=\left(g_{0}\right) \theta\left(g_{1}\right) \theta & (\theta \text { morphism }) \\
\Leftrightarrow & \left(g_{0}\right) \theta\left(g_{0}\right) \theta=\left(g_{0}\right) \theta\left(g_{1}\right) \theta & \text { (by above) }  \tag{byabove}\\
\Leftrightarrow & \left(\left(g_{0}\right) \theta\right)^{-1}\left(g_{0}\right) \theta\left(g_{0}\right) \theta=\left(\left(g_{0}\right) \theta\right)^{-1}\left(g_{0}\right) \theta\left(g_{1}\right) \theta & \left(G_{1} \text { group }\right) \\
\Leftrightarrow & \left(g_{0}\right) \theta=\left(g_{1}\right) \theta . & \left(G_{1} \text { group }\right)
\end{array}
$$

Consider the Bruck-Reilly extension $B R(S, \theta)$ of $S$. The $\mathcal{D}$-classes of $B R(S, \theta)$ are the sets $D_{0}=\mathbb{N}_{0} \times G_{0} \times \mathbb{N}_{0}$ and $D_{1}=\mathbb{N}_{0} \times G_{1} \times \mathbb{N}_{0}$.

Theorem 4.24 The $\mathcal{D}$-classes $D_{1}$ and $D_{0}$ are Bruck-Reilly extensions of groups, in particular $B R(S, \theta)$ is a disjoint union of two Bruck-Reilly extensions of groups.

Proof. Let $\theta_{1}$ be the restriction of $\theta$ to $G_{1}$. For any $\left(m, g_{1}, n\right),\left(p, h_{1}, q\right) \in D_{1}$ we have

$$
\left(m, g_{1}, n\right)\left(p, h_{1}, q\right)=\left(m-n+t,\left(g_{1}\right) \theta^{t-n}\left(h_{1}\right) \theta^{t-p}, q+p-t\right),
$$

where $t=\max (n, p)$, but $\left(g_{1}\right) \theta^{k},\left(h_{1}\right) \theta^{k} \in G_{1}$, for all $k \in \mathbb{N}_{0}$, hence

$$
\left(m, g_{1}, n\right)\left(p, h_{1}, q\right)=\left(m-n+t,\left(g_{1}\right) \theta_{1}^{t-n}\left(h_{1}\right) \theta_{1}^{t-p}, q+p-t\right)
$$

so $D_{1}$ is the Bruck-Reilly extension $B R\left(G_{1}, \theta_{1}\right)$. Define a map

$$
\theta_{0}: G_{0} \longrightarrow G_{0}, \quad g_{0} \mapsto\left(\left(g_{0}\right) \theta\right)_{0}
$$

where $\left(\left(g_{0}\right) \theta\right)_{0}$ is the copy of $\left(g_{0}\right) \theta$ in $G_{0}$. We can think of $\theta_{0}$ as a composition of $\theta$ with $\phi_{1,0}$, so $\theta_{0}$ is a morphism. Let $\left(m, g_{0}, n\right),\left(p, h_{0}, n\right) \in D_{0}$ be arbitrary and suppose, without loss of generality, that $n>p$. Then

$$
\begin{array}{rlr}
\left(m, g_{0}, n\right)\left(p, h_{0}, n\right)= & \left(m, g_{0}\left(h_{0} \theta^{n-p}\right), q-p+n\right) \\
& =\left(m, g_{0}\left(\left(h_{0} \theta^{n-p}\right) \phi_{1,0}\right), q-p+n\right) \\
& =\left(m, g_{0}\left(h_{0} \theta^{n-p}\right)_{0}, q-p+n\right) \\
= & \left(m, g_{0}\left(\left(h_{0} \theta^{n-p-p}\right) \theta\right)_{0}, q-p+n\right) \\
& =\left(m, g_{0}\left(\left(\left(h_{0} \theta^{n-p-1}\right)_{0}\right) \theta\right)_{0}, q-p+n\right) & \\
= & \left(m, g_{0}\left(\left(\left(h_{0} \theta^{n-p-1}\right)_{0}\right) \theta_{0}\right), q-p+n\right) & \text { (Claim 10) }  \tag{0}\\
& \cdots & \\
& =\left(m, g_{0}\left(h_{0} \theta_{0}^{t-p}\right), q-p+n\right), &
\end{array}
$$

so $D_{0}$ is the Bruck-Reilly extension $B R\left(G_{0}, \theta_{0}\right)$. Since $D_{0}$ and $D_{1}$ are the $\mathcal{D}$ classes of $B R(S, \theta)$, we clearly have $B R(S, \theta)=D_{0} \cup D_{1}$ and $D_{0} \cap D_{1}=\emptyset$.

Define a map $\zeta: D_{1} \longrightarrow D_{0},\left(m, g_{1}, n\right) \mapsto\left(m, g_{0}, n\right)$. It is clear that $\zeta$ is welldefined, one-one and onto. Let $\left(m, g_{1}, n\right),\left(p, h_{1}, q\right) \in D_{1}$ be arbitrary, suppose, without loss of generality, that $n>p$, then

$$
\left(\left(m, g_{1}, n\right)\left(p, h_{1}, q\right)\right) \zeta=\left(m, g_{1}\left(h_{1} \theta^{n-p}\right), q-p+n\right) \zeta=\left(m,\left(g_{1}\left(h_{1} \theta^{n-p}\right)\right)_{0}, q-p+n\right)
$$

and

$$
\left(m, g_{1}, n\right) \zeta\left(p, h_{1}, q\right) \zeta=\left(m, g_{0}, n\right)\left(p, h_{0}, q\right)=\left(m, g_{0}\left(h_{0} \theta_{0}^{n-p}\right), q-p+n\right)
$$

but we have

$$
\begin{aligned}
& \left(g_{1}\left(h_{1} \theta^{n-p}\right)\right)_{0}=\left(g_{1}\left(h_{1} \theta^{n-p}\right)\right) \phi_{1,0}=\left(g_{1}\right) \phi_{1,0}\left(h_{1} \theta^{n-p}\right) \phi_{1,0} \\
= & g_{0}\left(\left(h_{0} \theta^{n-p}\right) \phi_{1,0}\right)=g_{0}\left(h_{0} \theta^{n-p}\right)_{0}=g_{0}\left(h_{0} \theta_{0}^{n-p}\right),
\end{aligned}
$$

so $\left(\left(m, g_{1}, n\right)\left(p, h_{1}, q\right)\right) \zeta=\left(m, g_{1}, n\right) \zeta\left(p, h_{1}, q\right) \zeta$, i.e. $\zeta$ is a morphism. It follows that $D_{0}$ is isomorphic to $D_{1}$.

Now we define a map $\eta: B R(S, \theta) \longrightarrow D_{1}, \quad\left(m, g_{i}, n\right) \mapsto\left(m, g_{1}, n\right)$, where $i \in\{0,1\}$. This map is obviously onto. Let $\left(m, g_{i}, n\right),\left(p, h_{j}, q\right) \in B R(S, \theta)$ be arbitrary, where $i, j \in\{0,1\}$. Suppose, without loss of generality, that $n>p$, then

$$
\begin{aligned}
& \left(\left(m, g_{i}, n\right)\left(p, h_{j}, q\right)\right) \eta=\left(m, g_{i}\left(h_{j} \theta^{n-p}\right), q-p+n\right) \eta \\
= & \left(m, g_{i}\left(h_{1} \theta^{n-p}\right), q-p+n\right) \eta=\left(m,\left(g_{i}\left(h_{1} \theta^{n-p}\right)\right)_{1}, q-p+n\right),
\end{aligned}
$$

if $i=1$ we obtain

$$
\left(m,\left(g_{1}\left(h_{1} \theta^{n-p}\right)\right)_{1}, q-p+n\right)=\left(m, g_{1}\left(h_{1} \theta^{n-p}\right), q-p+n\right)
$$

and, if $i=0$ we obtain

$$
\begin{aligned}
\left(m,\left(g_{0}\left(h_{1} \theta^{n-p}\right)\right)_{1}, q-p+n\right) & =\left(m,\left(g_{0}\left(\left(h_{1} \theta^{n-p}\right) \phi_{1,0}\right)\right)_{1}, q-p+n\right) \\
& =\left(m,\left(g_{0}\left(\left(h_{1} \theta^{n-p}\right) \phi_{1,0}\right)\right) \phi_{1,0}^{-1}, q-p+n\right) \\
& =\left(m,\left(g_{0}\right) \phi_{1,0}^{-1}\left(\left(h_{1} \theta^{n-p}\right) \phi_{1,0}\right) \phi_{1,0}^{-1}, q-p+n\right) \\
& =\left(m, g_{1}\left(h_{1} \theta^{n-p}\right), q-p+n\right),
\end{aligned}
$$

so $\eta$ is an epimorphism, since

$$
\left(m, g_{i}, n\right) \eta\left(p, h_{j}, q\right) \eta=\left(m, g_{1}, n\right)\left(p, h_{1}, q\right)=\left(m, g_{1}\left(h_{1} \theta^{n-p}\right), q-p+n\right)
$$

Note that $\eta$ restricted to $D_{1}$ is the identity map, i.e. $\eta_{\mid D_{1}}=i d_{D_{1}}$, and $\eta_{\mid D_{0}}$ is an isomorphism, the inverse of $\zeta$. We have just proved the following:

Theorem 4.25 The $\mathcal{D}$-classes of $B R(S, \theta)$ are isomorphic, and the $\mathcal{D}$-class $D_{1}$ is a homomorphic image of $B R(S, \theta)$.

In section 4.2 we gave necessary and sufficient conditions for a Bruck-Reilly extension of a group to be finitely presented. Since the $\mathcal{D}$-classes of $B R(S, \theta)$ are Bruck-Reilly extensions of groups, if we relate the finite presentability of $B R(S, \theta)$ with the finite presentability of its $\mathcal{D}$-classes, we can apply the results in section 4.2 to know when $B R(S, \theta)$ is finitely presented. We will then look for connections between the presentation of $B R(S, \theta)$ and the presentations of its $\mathcal{D}$-classes.

Theorem 4.26 $B R(S, \theta)$ is finitely generated if and only if $D_{0}$ and $D_{1}$ are finitely generated.

Proof. Suppose that $B R(S, \theta)$ is finitely generated. By Proposition 4.14 we know that there exists a finite set $M \subseteq G_{0} \cup G_{1}$ such that $G_{0} \cup G_{1}$ is generated by $\bigcup_{k \geq 0} M \theta^{k}$. If we multiply two elements of $S$, the only way of obtaining an element of $G_{1}$ is if those two elements belong to $G_{1}$, so $G_{1}$ is generated by the set

$$
\left(\bigcup_{k \geq 0} M \theta^{k}\right) \cap G_{1}=\left(M \cap G_{1}\right) \cup\left(\bigcup_{k>0} M \theta^{k}\right)
$$

Let $M^{\prime}=M \cap G_{1}$ and $M^{0}=M \cap G_{0}$, the generating set of $G_{1}$ becomes

$$
M^{\prime} \cup\left(\bigcup_{k>0} M^{\prime} \theta^{k}\right) \cup\left(\bigcup_{k>0} M^{0} \theta^{k}\right)=M^{\prime} \cup\left(\bigcup_{k>0} M^{\prime} \theta_{1}^{k}\right) \cup\left(\bigcup_{k>0} M^{0} \theta^{k}\right),
$$

denote this set by $A$. By Proposition 4.2, we know that $D_{1}$ is defined by the presentation

$$
<A, b, c \mid b c=1, \quad b a=\left(a \theta_{1}\right) b, \quad a c=c\left(a \theta_{1}\right), \quad(a \in A)>
$$

Let $a$ be an arbitrary element of $M^{\prime}$, by the defining relations of $D_{1}$, we know that for any $k>0$ the relation $a \theta_{1}^{k}=b^{k} a c^{k}$ holds in $D_{1} \quad$ (proof of Proposition 4.11). So we can write any element from $\bigcup_{k>0} M^{\prime} \theta_{1}^{k}$ as a product of elements in $M^{\prime} \cup\{b, c\}$, thus $M^{\prime} \cup\{b, c\} \cup\left(\bigcup_{k>0} M^{0} \theta^{k}\right)$ generates $D_{1}$. We have

$$
\bigcup_{k>0} M^{0} \theta^{k}=\bigcup_{k \geq 0}\left(M^{0} \theta\right) \theta^{k}=\bigcup_{k \geq 0}\left(M^{0} \theta\right) \theta_{1}^{k}
$$

and again we can write the elements $(a \theta) \theta_{1}^{k}$, with $a \in M^{0}$ and $k \geq 0$, in the form $b^{k}(a \theta) c^{k}$, so

$$
\bigcup_{k \geq 0}\left(M^{0} \theta\right) \theta_{1}^{k} \subseteq\left(M^{0} \theta \cup\{b, c\}\right)^{*}
$$

hence, $D_{1}$ is generated by $M^{\prime} \cup\left(M^{0} \theta\right) \cup\{b, c\}$, where $M^{\prime}$ and $M^{0}$ (hence $M^{0} \theta$ ) are finite, thus $D_{1}$ is finitely generated. It follows, from Theorem 4.25 , that $D_{0}$ is finitely generated.

Conversely, suppose that $D_{1}$ and $D_{0}$ are finitely generated. Then, since $B R(S, \theta)$ is the disjoint union of $D_{1}$ and $D_{0}$, we know that $B R(S, \theta)$ is finitely generated, see [3, Proposition 3.1].

Theorem 4.27 If $B R(S, \theta)$ is finitely presented then $D_{0}$ and $D_{1}$ are finitely presented.

Proof. Suppose that $B R(S, \theta)$ is defined by the monoid presentation $<A \mid \mathfrak{R}>$, where $A$ and $\mathfrak{R}$ are finite. In particular, $B R(S, \theta)$ is finitely generated, hence, by Theorem 4.26, $D_{1}$ is finitely generated. Let $B$ be a finite generating set for $D_{1}$.
$D_{1}$ is a subsemigroup of $B R(S, \theta)$ so for every word $b \in B$ there exists a word $w_{b} \in A^{+}$such that $b=w_{b}$ holds in $B R(S, \theta)$. Also, for every $b \in B, b \zeta\left(=b \eta_{\mid D_{0}}^{-1}\right)$ belongs to $D_{0}$, so there exists a word $w_{b \zeta} \in A^{+}$such that $b \zeta=w_{b \zeta}$ holds in $B R(S, \theta)$.

Claim 11 For every word $x$ in $D_{1}$ there exists $u_{x} \in\left\{w_{b}: b \in B\right\}^{+}$such that $x=u_{x} \quad$ in $B R(S, \theta)$.

Proof. Let $x \in D_{1}$ be arbitrary, $D_{1}$ is generated by $B$ so $x \equiv b_{1} b_{2} \ldots b_{r}$ for some $b_{i} \in B, i=1, \ldots, r$. Then

$$
x \equiv b_{1} b_{2} \ldots b_{r}=w_{b_{1}} w_{b_{2}} \ldots w_{b_{r}}
$$

holds in $B R(S, \theta)$, so there exists $u_{x} \equiv w_{b_{1}} w_{b_{2}} \ldots w_{b_{r}} \in\left\{w_{b}: b \in B\right\}^{+}$such that $x=u_{x}$ in $B R(S, \theta)$.

Claim 12 For every word $v \in D_{0}$ there exists $u_{v} \in\left\{w_{b \zeta}: b \in B\right\}^{+}$such that the relation $v=u_{v}$ holds in $B R(S, \theta)$.

Proof. Let $v \in D_{0}$ arbitrary, then $v \eta \in D_{1}$, then, by Claim 11, there exists $u_{v \eta} \in\left\{w_{b}: b \in B\right\}^{+}$such that $v \eta=u_{v \eta}$ in $B R(S, \theta)$. It follows that

$$
v \eta=u_{v \eta} \equiv w_{b_{1}} w_{b_{2}} \ldots w_{b_{m}}=b_{1} b_{2} \ldots b_{m}
$$

for some $w_{b_{1}}, w_{b_{2}}, \ldots, w_{b_{m}} \in\left\{w_{b}: b \in B\right\}^{+}$, so $v \eta=b_{1} b_{2} \ldots b_{m}$ holds in $B R(S, \theta)$. But $v \in D_{0}$ and $\eta_{\mid D_{0}}$ is an isomorphism, so we obtain

$$
\begin{aligned}
& v \eta \equiv v \eta_{\mid D_{0}}=b_{1} b_{2} \ldots b_{m} \\
\Rightarrow & \left(v \eta_{\mid D_{0}}\right) \eta_{\mid D_{0}}^{-1}=\left(b_{1} b_{2} \ldots b_{m}\right) \eta_{\mid D_{0}}^{-1} \\
\Leftrightarrow & v=\left(b_{1} b_{2} \ldots b_{m}\right) \zeta \\
\Leftrightarrow & v=\left(b_{1}\right) \zeta\left(b_{2}\right) \zeta \ldots\left(b_{m}\right) \zeta .
\end{aligned}
$$

Hence $v=\left(b_{1}\right) \zeta\left(b_{2}\right) \zeta \ldots\left(b_{m}\right) \zeta=w_{\left(b_{1}\right) \zeta} w_{\left(b_{2}\right) \zeta} \ldots w_{\left(b_{m}\right) \zeta}$.

Claim 13 A $\eta$ generates $D_{1}$.

Proof. Let $w \in D_{1}$ be arbitrary. Since $D_{1}$ is a homomorphic image of $B R(S, \theta)$, there exists $u \in B R(S, \theta)$ such that $w=u \eta$. Since $B R(S, \theta)$ is generated by $A$ we can write $w \equiv a_{1} a_{2} \ldots a_{n}$, for some $a_{1}, a_{2}, \ldots, a_{n} \in A$. Hence

$$
w=u \eta \equiv\left(a_{1} a_{2} \ldots a_{n}\right) \eta \equiv\left(a_{1}\right) \eta\left(a_{2}\right) \eta \ldots\left(a_{n}\right) \eta \in(A \eta)^{*}
$$

so $A \eta$ generates $D_{1}$.

Given a relation $u=v$ in $B R(S, \theta)$, saying that this relation holds in $D_{1}$ is equivalent to say that $u \eta=v \eta$, since $D_{1}$ is a homomorphic image of $B R(S, \theta)$
by the map $\eta$.
We will see that $D_{1}$ is defined by the monoid presentation

$$
<A \mid \Re, \quad w_{b}=w_{b \zeta} \quad(b \in B)>
$$

where $a \in A$ represents the generator $a \eta$ of $D_{1}$.
Let $u=v$ be any relation in $\mathfrak{R}, u=v$ holds in $B R(S, \theta)$, then, since $\eta$ is a morphism, we have $u \eta=v \eta$, hence $u=v$ holds in $D_{1}$, and we conclude that $\mathfrak{R}$ holds in $D_{1}$.

Let $b \in B$ be arbitrary, $w_{b \zeta}=b \zeta$ holds in $B R(S, \theta)$, so $\left(w_{b \zeta}\right) \eta=(b \zeta) \eta$. Then

$$
\left(w_{b \zeta}\right) \eta=(b \zeta) \eta \equiv(b \zeta) \eta_{\mid D_{0}} \equiv\left(b \eta_{\mid D_{0}}^{-1}\right) \eta_{\mid D_{0}} \equiv b=w_{b} \equiv\left(w_{b}\right) i d_{D_{1}} \equiv\left(w_{b}\right) \eta
$$

so $\left(w_{b \zeta}\right) \eta=\left(w_{b}\right) \eta$ holds in $B R(S, \theta)$, hence $w_{b \zeta}=w_{b}$ holds in $D_{1}$, for all $b \in B$.
Now let $x=y$ be an arbitrary relation holding in $D_{1}$, we have $x, y \in B R(S, \theta)$ and $x \eta=y \eta$. Suppose that $x, y \in D_{1}$, then

$$
x \eta=y \eta \quad \Leftrightarrow \quad x i d_{D_{1}}=y i d_{D_{1}} \quad \Leftrightarrow \quad x=y,
$$

so $x=y$ holds in $B R(S, \theta)$, hence $x \eta=y \eta$ is a consequence of $\mathfrak{R}$. Suppose that $x, y \in D_{0}$, then

$$
x \eta=y \eta \quad \Leftrightarrow \quad x \eta_{\mid D_{0}}=y \eta_{\mid D_{0}} \quad \Leftrightarrow \quad x=y
$$

since $\eta_{\mid D_{0}}$ is one-one, so $x \eta=y \eta$ is a consequence of $\mathfrak{R}$. Finally, suppose that $x \in D_{0}$ and $y \in D_{1}$. By Claim 12, there exists $u_{x} \in\left\{w_{b \zeta}: b \in B\right\}^{+}$ such that $x=u_{x}$ holds in $B R(S, \theta)$ (hence, is a consequence of $\mathfrak{R}$ ). Let $u_{x} \equiv w_{\left(b_{1}\right) \zeta} w_{\left(b_{2}\right) \zeta} \ldots w_{\left(b_{r}\right) \zeta}$, for some $b_{1}, b_{2}, \ldots b_{r} \in B$, we have

$$
\begin{aligned}
& x \eta=y \eta \Leftrightarrow \quad\left(u_{x}\right) \eta=y \eta \\
\Leftrightarrow & \left(w_{\left(b_{1}\right) \zeta} w_{\left(b_{2}\right) \zeta} \ldots w_{\left(b_{r}\right) \zeta}\right) \eta=y \eta \\
\Leftrightarrow & \left(w_{b_{1}} w_{b_{2}} \ldots w_{b_{r}}\right) \eta=y \eta, \quad\left(w_{b \zeta}=w_{b}, \quad \forall b \in B\right)
\end{aligned}
$$

and the elements $y$ and $w_{b_{1}} w_{b_{2}} \ldots w_{b_{r}}$ belong to $D_{1}$, so we are back in the first case. Thus any relation in $D_{1}$ is a consequence of $\Re$ and of the relations $w_{b}=w_{b \zeta}$, for all $b \in B$, hence

$$
<A \mid \Re, \quad w_{b}=w_{b \zeta} \quad(b \in B)>
$$

defines $D_{1}$. The sets $A, \mathfrak{R}$ and $B$ are finite so $D_{1}$ is finitely presented. Since $D_{0}$ is isomorphic to $D_{1}$ we conclude that $D_{0}$ is finitely presented.

This result can be generalized for semigroups, that are not Bruck-Reilly extensions, in the following way:

Theorem 4.28 Let $S$ be a semigroup, $T_{1}$ and $T_{2}$ be isomorphic semigroups such that $S=T_{1} \cup T_{2}$ and $T_{1} \cap T_{2}=\emptyset$. Suppose that $T \cong T_{1}$ is a homomorphic image of $S$. If $S$ is finitely presented then $T$ is finitely presented.

Proof. We can rewrite $T_{1}$ and $T_{2}$ in the following way:

$$
T_{i}=\left\{t_{i}: t \in T\right\}, \quad i=1,2
$$

$T$ is an homomorphic image of $S$, so there exists a morphism $\eta: S \longrightarrow T, t_{i} \mapsto t$. Let $\langle A \mid \mathfrak{R}\rangle$ be a presentation for $S$, where $A$ and $\mathfrak{R}$ are finite. Let $x \in T$ be arbitrary, since $T$ is a homomorphic image of $S$, there exists $y \in A^{+}$, such that $x=y \eta$. Writing $y$ as a product of letters from $A$, say $y \equiv a_{1} a_{2} \ldots a_{n}$, we obtain

$$
x=\left(a_{1} a_{2} \ldots a_{n}\right) \eta=\left(a_{1}\right) \eta\left(a_{2}\right) \eta \ldots\left(a_{n}\right) \eta,
$$

so $A \eta$ generates $T$. Thus $T$ is finitely generated. For any generator $x$ of $S$ there exists $a_{1}, a_{2} \in A^{*}$, with $a_{1} \in T_{1}, a_{2} \in T_{2}$, and $a \in A \eta$ such that

$$
x \eta=a_{1} \eta=a_{2} \eta=a .
$$

We will see that the presentation

$$
<A \mid \Re, \quad a_{1}=a_{2}, \quad(a \in A \eta)>
$$

where $x \in A$ represents the generator element $x \eta$ of $T$, defines the semigroup $T$. Note that saying that a relation $x=y$ holds in $T$ is equivalent to say that $x \eta=y \eta$. Let $u=v$ be an arbitrary relation in $\mathfrak{R}, \eta$ is a morphism so $u \eta=v \eta$, hence $u=v$ holds in $T$. For all $a \in A \eta$ we have

$$
a_{1} \eta=a, \quad a_{2} \eta=a \quad \Rightarrow \quad a_{1} \eta=a_{2} \eta
$$

so $a_{1}=a_{2}$ holds in $T$, for all $a \in A \eta$. Let $x=y$ be an arbitrary relation holding in $T, x, y \in A^{+}$. Suppose that $x, y \in T_{i}$, for some $i \in\{1,2\}$, then

$$
x \eta=y \eta \quad \Leftrightarrow \quad x \eta_{\mid T_{i}}=y \eta_{\mid T_{i}} \quad \Leftrightarrow \quad x=y
$$

since $\eta_{\mid T_{i}}$ is a bijection, $i \in\{1,2\}$. Hence, the relation $x=y$ holds in $S$, so it is a consequence of $\Re$. Suppose that $x \in T_{1}$ and $y \in T_{2}$. The word $x$ belongs to $S$ so we can write it as a product of generators of $S$, say $x \equiv a_{i_{1}} a_{i_{2}}^{(1)} \ldots a_{i_{r}}^{(r)}$, $i_{1}, i_{2}, \ldots, i_{r} \in\{1,2\}$, and we know that for every generator $a_{i}$ of $S, a$ is a generator of $T$. So, applying the relation $a_{1}=a_{2}, \quad a \in A \eta$ to all elements in the decomposition of $x$ that belong to $T_{1}$, we obtain

$$
x \equiv a_{i_{1}} a_{i_{2}}^{(1)} \ldots a_{i_{r}}^{(r)}=a_{2} a_{2}^{(1)} \ldots a_{2}^{(r)}
$$

and, since $a_{2} a_{2}^{(1)} \ldots a_{2}^{(r)}$ and $y$ belong to $T_{2}$, we are back in the first case. Hence $x=y$ in $T$ is a consequence of the relations $\Re$ and $a_{1}=a_{2}, a \in A \eta$. We conclude that $T$ is defined by the presentation above, and since $A$ and $\mathfrak{R}$ are finite it follows that $T$ is finitely presented.

Note: In general, a subsemigroup of a finitely presented semigroup need not be finitely presented.

Returning to the Bruck-Reilly extension $B R(S, \theta)$, we will see that the converse of Theorem 4.27 holds.

Theorem 4.29 If $D_{1}$ is finitely presented then $B R(S, \theta)$ is finitely presented.

Proof. Suppose that $D_{1}$ is finitely presented, then $D_{0}$ is also finitely presented. Let $B_{0}$ and $B_{1}$ be finite generating sets for $D_{0}$ and $D_{1}$, respectively. Since $B R(S, \theta)$ is the disjoint union of $D_{0}$ and $D_{1}$, the set $B_{0} \cup B_{1}$ generates $B R(S, \theta)$, see [3, Proposition 3.1], so this monoid is finitely generated. $D_{1}$ is a
finitely presented Bruck-Reilly extension of the group $G_{1}$ so, by Theorem 4.13, $G_{1}$ can be defined by a presentation $<A_{1} \mid \mathfrak{R}_{1}>$ where $A_{1}$ is finite and

$$
\Re_{1}=\bigcup_{k \geq 0} \overline{\Re_{1}} \theta_{1}^{k}=\left\{u \theta_{1}^{k}=v \theta_{1}^{k}: k \geq 0, \quad(u=v) \in \overline{\Re_{1}}\right\}
$$

with $\overline{\Re_{1}} \subseteq A_{1}^{*} \times A_{1}^{*}$ finite. $D_{0}$ is a finitely presented Bruck-Reilly extension of the group $G_{0}$, isomorphic to $D_{1}$, so we can consider a presentation for it that is a copy of the presentation of $D_{1}$, let it be $<A_{0} \mid \mathfrak{R}_{0}>$. From Proposition 4.21 we obtain the following presentation for the Clifford monoid $S$ :

$$
<A_{0}, A_{1} \mid \Re_{0}, \quad \Re_{1}, \quad 1_{0} a_{1}=a_{1} 1_{0}=a_{0}, \quad 1_{0} 1_{1}=1_{1} 1_{0}, \quad 1_{1}=1, \quad\left(a_{1} \in A_{1}\right)>
$$

then, by Proposition 4.2, we have

$$
\begin{aligned}
B R(S, \theta) \cong<A_{0}, A_{1}, b, c \quad \mid & \Re_{0}, \quad \Re_{1}, \quad 1_{0} 1_{1}=1_{1} 1_{0}, \quad 1_{1}=1 \\
& b c=1, \quad 1_{0} x_{0}=x_{0} 1_{0}=x_{1}, \quad b a=(a \theta) b, \\
& a c=c(a \theta), \quad\left(a \in A_{0} \cup A_{1}, \quad x_{1} \in A_{1}\right)>
\end{aligned}
$$

Let $u=v$ be an arbitrary relation in $\overline{\Re_{1}}$ and $k \geq 0$, then

$$
u \theta_{1}^{k}=v \theta_{1}^{k} \quad \Leftrightarrow \quad u \theta^{k}=v \theta^{k}
$$

since $\theta_{1}$ coincides with $\theta$ in $G_{1}$ and $\overline{\Re_{1}}$ is a set of relations in $G_{1}$. We know that for all $u \in A_{1}$ the relation $u \theta^{k}=b^{k} u c^{k}$ is a consequence of the relations

$$
b a=(a \theta) b, \quad a c=c(a \theta), \quad b c=1, \quad\left(a \in A_{0} \cup A_{1}\right)
$$

hence, $u \theta^{k}=v \theta^{k}$ is a consequence of

$$
\overline{\mathfrak{R}_{1}}, \quad b a=(a \theta) b, \quad a c=c(a \theta), \quad b c=1, \quad\left(a \in A_{0} \cup A_{1}\right),
$$

so the set $\mathfrak{R}_{1}$ can be replaced by $\overline{\Re_{1}}$ in the presentation of $B R(S, \theta)$. Consider now an arbitrary relation $u=v$ in $\overline{\Re_{0}}$, and $k \geq 0$ arbitrary. Then

$$
\begin{array}{ll} 
& u \theta_{0}^{k}=v \theta_{0}^{k} \Leftrightarrow \\
\Leftrightarrow & \left(u \theta_{0}^{k-1}\right) \theta_{0}=\left(v \theta_{0}^{k-1}\right)_{0} \\
\Leftrightarrow & \left(\left(u \theta_{0}^{k-1}\right) \theta\right)_{0}=\left(\left(v \theta_{0}^{k-1}\right) \theta\right)_{0} \\
\Leftrightarrow & \left.\left.\left(\left(\left(u \theta_{0}^{k-2}\right) \theta\right)_{0}\right) \theta\right)_{0}=\left(\left(\left(v \theta_{0}^{k-2}\right) \theta\right)_{0}\right) \theta\right)_{0} \\
\Leftrightarrow & \left(\left(\left(u \theta_{0}^{k-2}\right) \theta\right) \theta\right)_{0}=\left(\left(\left(v \theta_{0}^{k-2}\right) \theta\right) \theta\right)_{0} \\
\Leftrightarrow & \left(\left(u \theta_{0}^{k-2}\right) \theta^{2}\right)_{0}=\left(\left(v \theta_{0}^{k-2}\right) \theta^{2}\right)_{0} \\
& \quad \cdots \\
\Leftrightarrow & \left(u \theta^{k}\right)_{0}=\left(v \theta^{k}\right)_{0} \\
\Leftrightarrow & \left(b^{k} u c^{k}\right)_{0}=\left(b^{k} v c^{k}\right)_{0},
\end{array}
$$

this last step is a consequence of the relations

$$
b a=(a \theta) b, \quad a c=c(a \theta), \quad b c=1, \quad\left(a \in A_{0} \cup A_{1}\right) .
$$

If $k=0$ the words $b^{k} u c^{k}$ and $b^{k} v c^{k}$ belong to $D_{0}$, so the relation $\left(b^{k} u c^{k}\right)_{0}=$ $\left(b^{k} v c^{k}\right)_{0}$ is equivalent to $u=v$. If $k>0$ then $b^{k} u c^{k}$ and $b^{k} v c^{k}$ belong to $D_{1}$ and we have

$$
\left(b^{k} u c^{k}\right)_{0}=\left(b^{k} v c^{k}\right)_{0} \quad \Leftrightarrow \quad\left(b^{k} u c^{k}\right) \phi_{1,0}=\left(b^{k} v c^{k}\right) \phi_{1,0}
$$

since $\phi_{1,0}$ is a morphism this is a consequence of $b^{k} u c^{k}=b^{k} v c^{k}$. Hence $u \theta_{0}^{k}=v \theta_{0}^{k}$ is a consequence of the relations

$$
\overline{\mathfrak{R}_{0}}, \quad b a=(a \theta) b, \quad a c=c(a \theta), \quad b c=1, \quad\left(a \in A_{0} \cup A_{1}\right) .
$$

So $B R(S, \theta)$ is defined by the presentation

$$
\begin{aligned}
<A_{0}, A_{1}, b, c \mid & \overline{\Re_{0}}, \overline{\Re_{1}}, \quad 1_{0} 1_{1}=1_{1} 1_{0}, \quad 1_{1}=1 \\
& b c=1, \quad 1_{0} x=x 1_{0}, \quad b a=(a \theta) b, \\
& a c=c(a \theta), \quad\left(a \in A_{0} \cup A_{1}, \quad x \in A_{1}\right)>
\end{aligned}
$$

and, since $A_{0}, A_{1}, \overline{\Re_{0}}$ and $\overline{\Re_{1}}$ are finite, it follows that $B R(S, \theta)$ is finitely presented.

In conclusion, we have:

Theorem 4.30 Let $G$ be a group, $G_{i}=\left\{g_{i}: g \in G\right\}, \quad i=0,1$, two copies of $G$ and $S$ the Clifford monoid $\mathcal{S}\left(\{0,1\} ;\left\{G_{0}, G_{1}\right\}, \phi_{1,0}\right)$, where $\phi_{1,0}: G_{1} \longrightarrow$ $G_{0}, g_{1} \mapsto g_{0}$. Let $B R(S, \theta)$ be a Bruck-Reilly extension of $S$. Then, the $\mathcal{D}$-classes of $B R(S, \theta)$ are Bruck-Reilly extensions of the groups $G_{0}$ and $G_{1}$ and $B R(S, \theta)$ is finitely presented if and only if its $\mathcal{D}$-classes are finitely presented.

### 4.3 Clifford monoid that is the union of two groups linked by the morphism $\quad \phi_{1,0}: x \mapsto 1_{0}$

Let $Y$ be the semilattice

and $G_{0}, G_{1}$ be any two groups. Define a map $\phi_{1,0}: G_{1} \longrightarrow G_{0}, x \mapsto 1_{0}$ where $1_{0}$ is the identity of $G_{0}$. For any $x, y \in G_{1}$ we have

$$
(x y) \phi_{1,0}=1_{0}, \quad x \phi_{1,0} y \phi_{1,0}=1_{0} 1_{0}=1_{0}
$$

so $\phi_{1,0}$ is a morphism. Let $S$ be the Clifford monoid $\mathcal{S}\left(Y ;\left\{G_{0}, G_{1}\right\}, \phi_{1,0}\right)$ and $\theta$ any homomorphism from $S$ into its group of units, $G_{1}$. Consider the Bruck-Reilly extension of $S, B R(S, \theta)$.

Like in section 4.2, we can see that the $\mathcal{D}$-class, $\mathbb{N}_{0} \times G_{1} \times \mathbb{N}_{0}$, of $B R(S, \theta)$, is the Bruck-Reilly extension $B R\left(G_{1}, \theta_{1}\right)$, where $\theta_{1}$ is the restriction of $\theta$ to $G_{1}$. We will denote this Bruck-Reilly extension by $D_{1}$. Define a map in $G_{0}$

$$
\theta_{0}: G_{0} \longrightarrow G_{0}, \quad x \mapsto 1_{0}
$$

like we did to $\phi_{1,0}$, we can see that $\theta_{0}$ is a morphism. Let $D_{0}$ be the Bruck-Reilly extension $B R\left(G_{0}, \theta_{0}\right)$. Given any two elements $(m, g, n),(p, h, q)$ in $\mathbb{N}_{0} \times G_{0} \times \mathbb{N}_{0}$, and supposing, without loss of generality, that $n>p$, their multiplication in $B R(S, \theta)$ is

$$
\begin{aligned}
& (m, g, n)(p, h, q)=\left(m, g\left(h \theta^{n-p}\right), q-p+n\right) \\
= & \left(m, g\left(\left(h \theta^{n-p}\right) \phi_{1,0}\right), q-p+n\right)=\left(m, g 1_{0}, q-p+n\right),
\end{aligned}
$$

and multiplying these two elements in $D_{0}$, we obtain

$$
\begin{aligned}
& (m, g, n)(p, h, q)=\left(m, g\left(h \theta_{0}^{n-p}\right), q-p+n\right) \\
= & \left(m, g\left(1_{0} \theta_{0}^{n-p-1}\right), q-p+n\right)=\left(m, g 1_{0}, q-p+n\right),
\end{aligned}
$$

so we can think in the $\mathcal{D}$-class of $B R(S, \theta), \mathbb{N}_{0} \times G_{0} \times \mathbb{N}_{0}$, as the Bruck-Reilly extension $D_{0}$. We have proved the following:

Theorem 4.31 $B R(S, \theta)$ is the disjoint union of its $\mathcal{D}$-classes, $D_{0}$ and $D_{1}$, and these are Bruck-Reilly extensions of groups.

Now we will, as in section 4.2 , relate the finite presentability of $B R(S, \theta)$ with the finite presentability of its $\mathcal{D}$-classes.

Theorem 4.32 $B R(S, \theta)$ is finitely generated if and only if its $\mathcal{D}$-classes, $D_{0}$ and $D_{1}$, are finitely generated.

Proof. Suppose that $B R(S, \theta)$ is finitely generated, then, repeating the arguments we have used in the proof of Theorem 4.26, we can see that $D_{1}$ is finitely generated. Suppose that $B R(S, \theta)$ is generated by the finite set $M$, since $B R(S, \theta)$ is the disjoint union of $D_{0}$ and $D_{1}, M$ is the disjoint union of $M_{0}$ and $M_{1}$, where $M_{i}=M \cap D_{i}, \quad i \in\{0,1\}$. Let $(m, g, n)$ be an arbitrary element of $D_{0}$, we can write it as a product of elements in $M_{0} \cup M_{1}$, and in this product we must have at least one element of $M_{0}$, since a product of elements of $D_{1}$ clearly belongs to $D_{1}$. Define a set

$$
M_{1}^{\prime}=\left\{\left(m, 1_{0}, n\right): \exists x \in G_{1} \text { such that }(m, x, n) \in M_{1}\right\}
$$

Claim $14 M_{0} \cup M_{1}^{\prime}$ generates $D_{0}$.

Proof. Let $(m, g, n)$ be an arbitrary element of $D_{0}$, since $M_{0} \cup M_{1}$ generates $B R(S, \theta)$, we can write ( $m, g, n$ ) as a product of $k$ elements in this set, for some
$k \in \mathbb{N}$. We will show, by induction on $k$, that $(m, g, n)$ can be written as a product of elements in $M_{0} \cup M_{1}^{\prime}$.

If $k=1$ the element ( $m, g, n$ ) must belong to $M_{0}$, since $M_{1} \subseteq D_{1}$.
Suppose that for all $k \leq l, \quad(m, g, n)$ can be written as a product of elements from $M_{0} \cup M_{1}^{\prime}$. Let $k=l+1$, we have

$$
(m, g, n)=\left(m_{1}, g_{1}, n_{1}\right) \ldots\left(m_{l}, g_{l}, n_{l}\right)\left(m_{l+1}, g_{l+1}, n_{l+1}\right)
$$

for some $\left(m_{1}, g_{1}, n_{1}\right), \ldots,\left(m_{l+1}, g_{l+1}, n_{l+1}\right) \in M_{0} \cup M_{1}$. Let $(p, h, q)$ be the product of the first $l$ elements in this decomposition, i.e.

$$
(p, h, q)=\left(m_{1}, g_{1}, n_{1}\right) \ldots\left(m_{l}, g_{l}, n_{l}\right)
$$

- If $(p, h, q) \in D_{0}$ then, by the hypothesis of induction, it can be written as a product of elements from $M_{0} \cup M_{1}^{\prime}$. If $\left(m_{l+1}, g_{l+1}, n_{l+1}\right) \in M_{0}$, all the elements of our product belong to $M_{0} \cup M_{1}^{\prime}$. If $\left(m_{l+1}, g_{l+1}, n_{l+1}\right) \in M_{1}$ we have

$$
(p, h, q)\left(m_{l+1}, g_{l+1}, n_{l+1}\right)=\left(p-q+t,\left(h \theta^{t-q}\right)\left(g_{l+1} \theta^{t-m_{l+1}}\right), n_{l+1}-m_{l+1}+t\right)
$$

where $t=\max \left(q, m_{l+1}\right)$, if $q=m_{l+1}$ we obtain

$$
\left(p, h g, n_{l+1}\right)=\left(p, h\left(g \phi_{1,0}\right), n_{l+1}\right)=\left(p, h 1_{0}, n_{l+1}\right)=(p, h, q)\left(m_{l+1}, 1_{0}, n_{l+1}\right)
$$

that is in the form we wanted, if $q>m_{l+1}$ we obtain

$$
\begin{aligned}
& \left.\left(p, h\left(g \theta^{q-m_{l+1}}\right), n_{l+1}-m_{l+1}+q\right)=\left(p, h\left(\left(g \theta^{q-m_{l+1}}\right) \phi_{1,0}\right)\right), n_{l+1}-m_{l+1}+q\right) \\
= & \left(p, h 1_{0}, n_{l+1}-m_{l+1}+q\right)=(p, h, q)\left(m_{l+1}, 1_{0}, n_{l+1}\right),
\end{aligned}
$$

if $q<m_{l+1}$ the product becomes

$$
\left(p-q+m_{l+1},\left(g \theta^{m_{l+1}-q}\right) h, n_{l+1}\right)
$$

but this belongs to $D_{1}$, so this case cannot happen.

- If $(p, h, q) \in D_{1}$ then $\left(m_{l+1}, g_{l+1}, n_{l+1}\right)$ must belong to $M_{0}$. Suppose that ( $m_{i}, g_{i}, n_{i}$ ) is the first element, counting from the right, in the product

$$
(p, h, q)=\left(m_{1}, g_{1}, n_{1}\right) \ldots\left(m_{l}, g_{l}, n_{l}\right)
$$

that belongs to $M_{1}$, and define

$$
\left(p^{\prime}, h^{\prime}, q^{\prime}\right)=\left(m_{1}, g_{1}, n_{1}\right) \ldots\left(m_{i-1}, g_{i-1}, n_{i-1}\right)
$$

The elements

$$
\left(m_{i+1}, g_{i+1}, n_{i+1}\right), \ldots,\left(m_{l}, g_{l}, n_{l}\right),\left(m_{l+1}, g_{l+1}, n_{l+1}\right)
$$

belong to $M_{0}$, so their product is in $D_{0}$. Since $(p, h, q) \in D_{1}$, and we removed from this product only elements of $M_{0}$, the product $\left(p^{\prime}, h^{\prime}, q^{\prime}\right)\left(m_{i}, g_{i}, n_{i}\right)$ must be in $D_{1}$. The element $\left(m_{i}, g_{i}, n_{i}\right)$ is in $M_{1}$, so we have

## Claim 15 The product

$$
\left(m_{i}, g_{i}, n_{i}\right) \ldots\left(m_{l}, g_{l}, n_{l}\right)\left(m_{l+1}, g_{l+1}, n_{l+1}\right)
$$

belongs to $D_{0}$.

Proof. Let $(\alpha, u, \beta) \in B R(S, \theta),(\gamma, v, \iota) \in D_{0}$ and $(\delta, r, \vartheta) \in D_{1}$ be such that

$$
(\alpha, u, \beta)(\delta, r, \vartheta), \quad(\delta, r, \vartheta)(\gamma, v, \iota) \in D_{1}, \quad \text { and } \quad(\alpha, u, \beta)(\delta, r, \vartheta)(\gamma, v, \iota) \in D_{0}
$$

We have

$$
(\delta, r, \vartheta)(\gamma, v, \iota) \in D_{1} \quad \Leftrightarrow \quad \vartheta>\gamma
$$

then, if $\delta>\beta$ we have

$$
\begin{aligned}
(\alpha, u, \beta)(\delta, r, \vartheta)(\gamma, v, \iota) & =\left(\alpha-\beta+\delta,\left(u \theta^{\delta-\beta}\right) r, \vartheta\right)(\gamma, v, \iota) \\
& =\left(\alpha-\beta+\delta,\left(u \theta^{\delta-\beta}\right) r\left(v \theta^{\vartheta-\gamma}\right), \iota-\gamma+\vartheta\right) \in D_{1}
\end{aligned}
$$

if $\delta=\beta$ then

$$
\begin{aligned}
(\alpha, u, \beta)(\delta, r, \vartheta)(\gamma, v, \iota) & =(\alpha, u r, \vartheta)(\gamma, v, \iota) \\
& =\left(\alpha, \operatorname{ur}\left(v \theta^{\vartheta-\gamma}\right), \iota-\gamma+\vartheta\right) \in D_{1}
\end{aligned}
$$

finally, if $\delta<\beta$, we must have $u \in G_{1}$, and we know that $\vartheta-\delta+\beta>\gamma$, it follows that

$$
\begin{aligned}
(\alpha, u, \beta)(\delta, r, \vartheta)(\gamma, v, \iota) & =\left(\alpha, u\left(r \theta^{\beta-\delta}\right), \vartheta-\delta+\beta\right)(\gamma, v, \iota) \\
& =\left(\alpha, u\left(r \theta^{\beta-\delta}\right)\left(v \theta^{(\vartheta-\delta+\gamma)-\gamma}\right), \iota-\gamma+\vartheta-\delta+\beta\right) \in D_{1}
\end{aligned}
$$

so, in all cases we have a contradiction. We conclude that, since

$$
\begin{gathered}
\left(p^{\prime}, h^{\prime}, q^{\prime}\right) \in D_{0} \cup D_{1}, \quad\left(m_{i}, g_{i}, n_{i}\right) \in D_{1} \\
\left(m_{i+1}, g_{i+1}, n_{i+1}\right) \ldots\left(m_{l}, g_{l}, n_{l}\right)\left(m_{l+1}, g_{l+1}, n_{l+1}\right) \in D_{0}
\end{gathered}
$$

and

$$
\begin{gathered}
\left(p^{\prime}, h^{\prime}, q^{\prime}\right)\left(m_{i}, g_{i}, n_{i}\right) \in D_{1} \\
\left(p^{\prime}, h^{\prime}, q^{\prime}\right)\left(m_{i}, g_{i}, n_{i}\right)\left(m_{i+1}, g_{i+1}, n_{i+1}\right) \ldots\left(m_{l}, g_{l}, n_{l}\right)\left(m_{l+1}, g_{l+1}, n_{l+1}\right) \in D_{0}
\end{gathered}
$$

we must have

$$
\left(m_{i}, g_{i}, n_{i}\right)\left(m_{i+1}, g_{i+1}, n_{i+1}\right) \ldots\left(m_{l}, g_{l}, n_{l}\right)\left(m_{l+1}, g_{l+1}, n_{l+1}\right) \in D_{0}
$$

By the induction hypothesis, the product

$$
\left(m_{i}, g_{i}, n_{i}\right) \ldots\left(m_{l}, g_{l}, n_{l}\right)\left(m_{l+1}, g_{l+1}, n_{l+1}\right)
$$

can be written as a product of elements in $M_{0} \cup M_{1}^{\prime}$. Note that if $i=1$ the case is equivalent to the case " $(p, h, q) \in D_{0}$ " since we can read the multiplication from right to left, so this product contains at most $l$ elements. If $\left(p^{\prime}, h^{\prime}, q^{\prime}\right) \in D_{0}$ then, by the induction hypothesis, it can be written as a product of elements in $M_{0} \cup M_{1}^{\prime}$. If $\left(p^{\prime}, h^{\prime}, q^{\prime}\right) \in D_{1}$ we repeat the process we used for $(p, h, q)$, with the product

$$
\left(m_{i}, g_{i}, n_{i}\right) \ldots\left(m_{l+1}, g_{l+1}, n_{l+1}\right)
$$

written as a product of elements in $M_{0} \cup M_{1}^{\prime}$.
We conclude that $M_{0} \cup M_{1}^{\prime}$ generates $D_{0}$

Since $M_{1}$ and $M_{0}$ are finite we know that $M_{0} \cup M_{1}^{\prime}$ is finite, hence $D_{0}$ is finitely generated.

Conversely, suppose that $D_{0}$ and $D_{1}$ are finitely generated. Then $B R(S, \theta)$ is finitely generated, by [3, Proposition 3.1].

Theorem 4.33 If $D_{1}$ and $D_{0}$ are finitely presented then $B R(S, \theta)$ is finitely presented.

Proof. Suppose that $D_{1}$ and $D_{0}$ are finitely presented. Like in Theorem 4.29, we obtain the following presentation for $B R(S, \theta)$ :

$$
\begin{aligned}
<A_{0}, A_{1}, b, c \quad \mid & \Re_{0}, \quad \Re_{1}, \quad 1_{0} 1_{1}=1_{1} 1_{0}, \quad 1_{1}=1 \\
& b c=1, \quad 1_{0} x=x 1_{0}, \quad b a=(a \theta) b, \\
& a c=c(a \theta), \quad\left(a \in A_{0} \cup A_{1}, \quad x \in A_{1}\right)>
\end{aligned}
$$

where $A_{0}$ and $A_{1}$ are finite sets generating $G_{0}$ and $G_{1}$ respectively,

$$
\Re_{0}=\bigcup_{k \geq 0} \overline{\Re_{0}} \theta_{0}^{k}=\left\{u \theta_{0}^{k}=v \theta_{1}^{k}: k \geq 0, \quad(u=v) \in \overline{\Re_{0}}\right\}
$$

where $\overline{\Re_{0}}$ is a finite subset of $A_{0}^{*} \times A_{0}^{*}$, and

$$
\mathfrak{R}_{1}=\bigcup_{k \geq 0} \overline{\Re_{1}} \theta_{1}^{k}=\left\{u \theta_{1}^{k}=v \theta_{1}^{k}: k \geq 0, \quad(u=v) \in \overline{\Re_{1}}\right\},
$$

where $\overline{\Re_{1}}$ is a finite subset of $A_{1}^{*} \times A_{1}^{*}$. Since $\theta_{1}$ is the restriction of $\theta$ to $G_{1}$ we can see, like on Theorem 4.29, that the relations in $\Re_{1}$ are a consequence of the relations

$$
\overline{\Re_{1}}, \quad b c=1, \quad b a=(a \theta) b, \quad a c=c(a \theta), \quad\left(a \in A_{0} \cup A_{1}\right)
$$

Let $u \theta_{0}^{k}=v \theta_{0}^{k}$ be an arbitrary relation in $\mathfrak{R}_{0}$. If $k=0$ the relation $u=v$ belongs to $\overline{\Re_{0}}$, and if $k>0$ we obtain

$$
u \theta_{0}^{k}=v \theta_{0}^{k} \quad \Leftrightarrow \quad 1_{0}=1_{0}
$$

by definition of $\theta_{0}$. So, for $k>0$, the sets of relations $\overline{\Re_{0}} \theta^{k}$ and $\overline{\Re_{1}} \theta^{k}$ are redundant. It follows that $B R(S, \theta)$ is defined by the presentation

$$
\begin{aligned}
<A_{0}, A_{1}, b, c \mid & \overline{\Re_{0}}, \quad \overline{\Re_{1}}, \quad 1_{0} 1_{1}=1_{1} 1_{0}, \quad 1_{1}=1, \\
& b c=1, \quad 1_{0} x=x 1_{0}, \quad b a=(a \theta) b, \\
& a c=c(a \theta), \quad\left(a \in A_{0} \cup A_{1}, \quad x \in A_{1}\right)>
\end{aligned}
$$

hence, it is finitely presented.

Theorem 4.34 If $B R(S, \theta)$ is finitely presented then its $\mathcal{D}$-classes are finitely presented.

Proof. Suppose that $B R(S, \theta)$ is finitely presented. By Propositions 4.14 and 4.15 we know that $S$ is defined by the presentation $<A \mid \Re>$ where

$$
A=\bigcup_{k \geq 0} \bar{A} \theta^{k} \quad \text { and } \quad \Re=\bigcup_{k \geq 0} \bar{\Re} \theta^{k},
$$

for a finite subset $\bar{A}$ of $S$ and some finite set of relations $\bar{\Re} \subseteq A^{*} \times A^{*}$. $A$ can be written in the form $A_{0} \cup A_{1}$ where $A_{i} \subseteq G_{i}, i=1,2$.

Claim $16 G_{1}$ is generated by $A_{1}$, subject to the set of relations

$$
\left(\bigcup_{k>0} \bar{\Re} \theta^{k}\right) \cup\left\{u=v:(u=v) \in \bar{R}, \quad u, v \in A_{1}^{*}\right\} .
$$

Proof. Since the only way of obtaining an element of $G_{1}$ is as a product of elements of $G_{1}$, the set $A_{1}$ generates $G_{1}$. For all $u \in A^{*}$ and $k>0, u \theta^{k}$ belongs to $G_{1}$, and this group is generated by $A_{1}$, so $u \theta^{k}$ is a product of elements in $A_{1}$. Let $u \theta^{k}=v \theta^{k}$ be any relation in $\bigcup_{k>0} \bar{\Re} \theta^{k}$, this relation holds in $S$ and $u \theta^{k}, v \theta^{k}$ belong to $A_{1}^{*}$, so $u \theta^{k}=v \theta^{k}$ must hold in $G_{1}$. Similarly,

$$
\left\{u=v:(u=v) \in \bar{R}, \quad u, v \in A_{1}^{*}\right\}
$$

holds in $G_{1}$. Consider now $x=y$ an arbitrary relation in $G_{1}$, this relation holds in $S$, since $G_{1}$ is a subgroup of $S$, so it is a consequence of $\mathfrak{R}$. The words $x, y$ belong to $A_{1}^{*}$, so $x=y$ must be a consequence of

$$
\left(\bigcup_{k>0} \bar{\Re} \theta^{k}\right) \cup\left\{u=v:(u=v) \in \bar{R}, \quad u, v \in A_{1}^{*}\right\}
$$

since if we have a relation $\alpha=\beta$ where the word $\alpha$ contains a letter from $A_{0}$, then $\alpha \in G_{0}$, and we cannot obtain a relation involving elements of $G_{1}$ as a consequence of this relation. It follows that $G_{1}$ is defined by the monoid
presentation

$$
\begin{aligned}
<A_{1} \quad \mid & u=v, \quad\left(\left(u=v \in \overline{\mathfrak{R}}, \quad u, v \in A_{1}^{*}\right)\right. \\
& x \theta^{k}=y \theta^{k}, \quad(k>0, \quad(x=y) \in \overline{\mathfrak{R}})>.
\end{aligned}
$$

From Theorem 4.32 we know that $B R\left(G_{1}, \theta_{1}\right)$ is finitely generated, then, applying Proposition 4.2, there exists a finite subset of $A_{1}$, say $A_{1}^{\prime}$, such that $B R\left(G_{1}, \theta_{1}\right)$ is defined by the presentation

$$
\begin{aligned}
<A_{1}^{\prime}, b, c \quad \mid & u=v, \quad\left((u=v) \in \overline{\mathfrak{R}}, \quad u, v \in A_{1}^{\prime *}\right) \\
& x \theta^{k}=y \theta^{k}, \quad(k>0, \quad(x=y) \in \overline{\mathfrak{R}}) \\
& b c=1, \quad b a=\left(a \theta_{1}\right) b, \quad a c=c\left(a \theta_{1}\right), \quad\left(a \in A_{1}^{\prime}\right)>
\end{aligned}
$$

The relations $x \theta^{k}=y \theta^{k}$, with $k>0$ and $(x=y) \in \bar{\Re}$ can be rewritten as follows:

$$
x \theta^{k}=y \theta^{k} \quad \Leftrightarrow \quad(x \theta) \theta^{k-1}=(y \theta) \theta^{k-1} \quad \Leftrightarrow \quad(x \theta) \theta_{1}^{k-1}=(y \theta) \theta_{1}^{k-1},
$$

and we know that $(y \theta) \theta_{1}^{k-1}=b^{k-1}(y \theta) c^{k-1}$ is a consequence of the relations

$$
b c=1, \quad b a=\left(a \theta_{1}\right) b, \quad a c=c\left(a \theta_{1}\right), \quad\left(a \in A_{1}^{\prime}\right)
$$

so $x \theta^{k}=y \theta^{k}$ is a consequence of these relations and of the relations

$$
x \theta=y \theta, \quad(x=y) \in \overline{\mathfrak{R}},
$$

hence

$$
\begin{aligned}
D_{1} \cong<A_{1}^{\prime}, b, c \quad \mid & u=v, \quad\left((u=v) \in \overline{\mathfrak{R}}, \quad u, v \in A_{1}^{\prime *}\right) \\
& x \theta=y \theta, \quad((x=y) \in \overline{\mathfrak{R}}) \\
& b c=1, \quad b a=\left(a \theta_{1}\right) b, \quad a c=c\left(a \theta_{1}\right), \quad\left(a \in A_{1}^{\prime}\right)>.
\end{aligned}
$$

Thus $D_{1}$ is finitely presented.
Let $\langle Q \mid \mathfrak{T}\rangle$ be a finite presentation defining $B R(S, \theta)$. By Theorem 4.32,
we know that $D_{0}$ is generated by $Q_{0} \cup Q_{1}^{\prime}$, where $Q_{i}=Q \cap D_{i}, \quad i=1,2$, and

$$
Q_{1}^{\prime}=\left\{q^{\prime}: q \in Q_{1}\right\}
$$

where $q$ represents the element $(m, g, n)$ generating $D_{1}$ and $q^{\prime}$ represents the element $\left(m, 1_{0}, n\right)$ in $D_{0}$. Define a map

$$
Q_{0} \cup Q_{1} \longrightarrow Q_{0} \cup Q_{1}^{\prime}, \quad q \mapsto\left\{\begin{array}{cc}
q & \text { if } q \in Q_{0} \\
q^{\prime} & \text { if } q \in Q_{1}
\end{array}\right.
$$

We know that if $q_{0} \in Q_{0}, q_{1} \in Q_{1}$ and $q_{0} q_{1} \in D_{0}$, then $q_{0} q_{1}=q_{0} q_{1}^{\prime}$. Let $\phi:\left(Q_{0} \cup Q_{1}\right)^{*} \longrightarrow\left(Q_{0} \cup Q_{1}^{\prime}\right)^{*}$ be the natural homomorphism defined by the map above. Note that $\phi$ is a bijection, so $\phi^{-1}$ exists and is an isomorphism. For any $q^{\prime} \in Q_{1}^{\prime}, \quad q^{\prime}$ belongs to $B R(S, \theta)$, and this semigroup is generated by $Q_{0} \cup Q_{1}$, so we can write $q^{\prime}$ as a product of elements from $Q_{0} \cup Q_{1}$, i.e.

$$
\forall q^{\prime} \in Q_{1}^{\prime} \quad \exists q^{\prime} \psi \in\left(Q_{0} \cup Q_{1}\right)^{*} \quad: \quad q^{\prime}=q^{\prime} \psi \text { in } B R(S, \theta) .
$$

We note that, since $q^{\prime} \in D_{0}$, the word $q^{\prime} \psi$ must contain at least one letter from $Q_{0}$. Let $q^{\prime} \psi=q_{0} q_{1} \ldots q_{n}$, where $q_{i} \in Q_{0} \cup Q_{1}$, and suppose, without loss of generality, that $q_{0} \in Q_{0}$, then

$$
\begin{aligned}
\left(q^{\prime} \psi\right) \phi & =\left(q_{0} q_{1} \ldots q_{n}\right) \phi=q_{0} \phi q_{1} \phi \ldots q_{n} \phi \\
& =q_{0} q_{1}^{\prime} \ldots q_{n}^{\prime}=q_{0} q_{1} \ldots q_{n}=q^{\prime} \psi,
\end{aligned}
$$

so the relations $q^{\prime}=q^{\prime} \psi=\left(q^{\prime} \psi\right) \phi$ hold in $B R(S, \theta)$, and $q^{\prime},\left(q^{\prime} \psi\right) \phi \in D_{0}$, hence, the relation $q^{\prime}=\left(\left(q^{\prime} \psi\right) \phi\right.$ holds in $D_{0}$. Now we will see that the presentation

$$
\begin{align*}
<Q_{0}, Q_{1}^{\prime} \mid u \phi=v \phi, \quad((u & \left.=v) \in \mathfrak{T}, \quad u, v \in D_{0}\right)  \tag{4.7}\\
q^{\prime} & =\left(q^{\prime} \psi\right) \phi, \quad\left(q^{\prime} \in Q_{1}^{\prime}\right)> \tag{4.8}
\end{align*}
$$

defines $D_{0}$. We have already seen that the relation (4.8) holds in $D_{0}$, so let $u=v$ be an arbitrary relation in $\mathfrak{T}$, with $u, v \in D_{0}$. Then $u=v$ holds in $D_{0}$ and $\phi$ is a morphism, so $u \phi=v \phi$ holds in $D_{0}$.

Claim 17 Let $w_{1}, w_{2} \in D_{0}$. If $w_{2}$ can be obtained from $w_{1}$ by using relations from $\mathfrak{T}$, then $w_{2} \phi$ can be obtained from $w_{1} \phi$ by using relations (4.7).

Proof. Suppose that the relation $w_{1}=w_{2}$ is a consequence of $\mathfrak{T}$, with $w_{1}, w_{2} \in D_{0}$. Without loss of generality suppose that $w_{2}$ is obtained from $w_{1}$ by using one relation from $\mathfrak{T}$. Then there exists $\alpha, \beta \in\left(Q_{0} \cup Q_{1}\right)^{*}$ and a relation $(u=v) \in \mathfrak{T}$, with $u, v \in D_{0}$, such that $w_{1} \equiv \alpha u \beta, \quad w_{2} \equiv \alpha v \beta$, it follows that

$$
\begin{aligned}
& w_{1} \phi \equiv(\alpha u \beta) \phi \equiv \alpha \phi u \phi \beta \phi, \\
& w_{2} \phi \equiv(\alpha v \beta) \phi \equiv \alpha \phi v \phi \beta \phi,
\end{aligned}
$$

where $\alpha \phi, \beta \phi \in\left(Q_{0} \cup Q_{1}^{\prime}\right)^{*}$ and $u \phi=v \phi$ is a relation in (4.7), so $w_{2} \phi$ can be obtained from $w_{1} \phi$ by using one relation from (4.7). We conclude that if $w_{1}=w_{2}$ is a relation in $D_{0}$ that is a consequence of $\mathfrak{T}$, then $w_{1} \phi=w_{2} \phi$ is a consequence of (4.7).

Let $x=y$ be any relation in $D_{0}, x, y \in\left(Q_{0} \cup Q_{1}^{\prime}\right)^{*}$. First suppose that $x$ and $y$ are a product of letters in $Q_{0}$ and $Q_{1}^{\prime}$, say $x \equiv x_{1} x_{2} \ldots x_{n}, y \equiv y_{1} y_{2} \ldots y_{r}$, then

$$
\begin{aligned}
& x \equiv x_{1} x_{2} \ldots x_{n}=\left(x_{1} x_{2} \ldots x_{n}\right) \phi^{-1} \\
& y \equiv y_{1} y_{2} \ldots y_{r}=\left(y_{1} y_{2} \ldots y_{r}\right) \phi^{-1}
\end{aligned}
$$

it follows that $\left(x_{1} x_{2} \ldots x_{n}\right) \phi^{-1}=\left(y_{1} y_{2} \ldots y_{r}\right) \phi^{-1}$ holds in $B R(S, \theta)$, so it is a consequence of $\mathfrak{T}$, then, by Claim 17, the relation

$$
\left(\left(x_{1} x_{2} \ldots x_{n}\right) \phi^{-1}\right) \phi=\left(\left(y_{1} y_{2} \ldots y_{r}\right) \phi^{-1}\right) \phi \quad \Leftrightarrow \quad x=y
$$

is a consequence of (4.7). If $x, y$ are a product of letters from $Q_{1}^{\prime}$, we know that $x=x \psi$ and $y=y \psi$, then the relation $x \psi=y \psi$ holds in $B R(S, \theta)$, so it is a consequence of $\mathfrak{T}$. By Claim 17 the relation $(x \psi) \phi=(y \psi) \phi$ is a consequence of (4.7), and by relations (4.8), we have

$$
x=(x \psi) \phi=(y \psi) \phi=y
$$

so $x=y$ is a consequence of (4.7) and (4.8). Thus

$$
<Q_{0}, Q_{1}^{\prime} \mid(4.7), \quad(4.8)>
$$

defines $D_{0}$, and we conclude that $D_{0}$ is finitely presented.

### 4.4 Bruck-Reilly extension determined by the morphism that maps all elements to the identity

Let $S$ be a Clifford monoid $\mathcal{S}\left(Y ; G_{\alpha}, \phi_{\alpha, \beta}\right)$, and $\theta$ the morphism that maps all elements of $S$ to its identity, 1. Let $T$ be the Bruck-Reilly extension of $S$ defined by $\theta$. We will represent by $e$ the identity of the semilattice $Y$.

As in the last two sections, we will investigate the $\mathcal{D}$-classes of this BruckReilly extension, and look for conditions for its finite presentability.

Theorem 4.35 The $\mathcal{D}$-classes of the Bruck-Reilly extension $T=B R(S, \theta)$ are Bruck-Reilly extensions of groups.

Proof. We have seen that the $\mathcal{D}$-classes of $B R(S, \theta)$ are the sets $\mathbb{N}_{0} \times G_{\alpha} \times \mathbb{N}_{0}$ with $\alpha \in Y$. Let $\theta_{\alpha}$ be the morphism that maps all elements of $G_{\alpha}$ to its identity, $1_{\alpha}, \alpha \in Y$. Define a multiplication in $\mathbb{N}_{0} \times G_{\alpha} \times \mathbb{N}_{0}, \alpha \in Y$, by the rule

$$
(m, g, n)(p, h, q)=\left(m-n+t,\left(g \theta_{\alpha}^{t-n}\right)\left(h \theta_{\alpha}^{t-p}\right), q-p+t\right)
$$

where $t=\max (n, p)$. Let $\alpha \in Y$, and $(m, g, n),(p, h, q) \in \mathbb{N}_{0} \times G_{\alpha} \times \mathbb{N}_{0}$, be arbitrary. Suppose, without loss of generality, that $p>n$, then multiplying these elements, using the multiplication defined above, we obtain

$$
\left(m-n+p,\left(g \theta_{\alpha}^{p-n}\right) h, q\right)=\left(m-n+p, 1_{\alpha} h, q\right)=(m-n+p, h, q)
$$

and multiplying this elements in $B R(S, \theta)$, we obtain

$$
\begin{aligned}
& \left(m-n+p,\left(g \theta^{p-n}\right) h, q\right)=(m-n+p, 1 h, q) \\
= & \left(m-n+p,\left(1 \phi_{e, \alpha}\right) h, q\right)=\left(m-n+p, 1_{\alpha} h, q\right)=(m-n+p, h, q)
\end{aligned}
$$

note that the identity of $S, 1$, belongs to $G_{e}$, since $e$ is the identity of $Y$, and $\phi_{e, \alpha}$ is a morphism so it must map the identity of $G_{e}$ to the identity of $G_{\alpha}$. Since the multiplications above coincide we can conclude that the $\mathcal{D}$-classes of $B R(S, \theta)$ are the Bruck-Reilly extensions, $B R\left(G_{\alpha}, \theta_{\alpha}\right)$, of the groups $G_{\alpha}, \alpha \in Y$.

Theorem 4.36 If $Y$ is finite and $B R\left(G_{\alpha}, \theta_{\alpha}\right)$ is finitely generated, for all $\alpha \in Y$, then $T$ is finitely generated.

Proof. Suppose that for all $\alpha \in Y, B R\left(G_{\alpha}, \theta_{\alpha}\right)$ is generated by the finite set $B_{\alpha}$, then, by [3, Proposition 3.1], $T$ is generated by the set $\bigcup_{\alpha \in Y} B_{\alpha}$, since $Y$ is finite we conclude that $T$ is finitely generated.

Theorem 4.37 If $Y$ is finite and its $\mathcal{D}$-classes, $B R\left(G_{\alpha}, \theta_{\alpha}\right)$, are finitely presented, then $T$ is finitely presented.

Proof. Suppose that $B R\left(G_{\alpha}, \theta_{\alpha}\right)$ is finitely presented, $\alpha \in Y$, then by Theorem 4.13, we know that $G_{\alpha}$ is defined by the presentation

$$
<A_{\alpha}, \mid \bigcup_{k \geq 0} \Re_{\alpha} \theta_{\alpha}^{k}>
$$

where $A_{\alpha}$ is finite and $\mathfrak{R}_{\alpha}$ is a finite set of relations in $A_{\alpha}^{*} \times A_{\alpha}^{*}$. Then, using the presentations given in Propositions 4.2 and 4.21 , we obtain the following presentation for $T$ :

$$
\begin{aligned}
&<\bigcup_{\alpha \in Y} A_{\alpha}, b, c \mid \bigcup_{k \geq 0} \Re_{\alpha} \theta_{\alpha}^{k}, \quad 1_{\xi} 1_{\beta}=1_{\beta} 1_{\xi}, \quad 1_{\gamma} x=x 1_{\gamma}=x \phi_{\sigma, \gamma} \\
&\left(\alpha, \xi, \beta, \gamma, \sigma \in Y, \quad \xi \neq \beta, \quad \sigma>\gamma, \quad x \in A_{\sigma}\right) \\
& b c=1, \quad b a=(a \theta) b, \quad a c=c(a \theta), \quad\left(a \in \bigcup_{\alpha \in Y} A_{\alpha}\right)>
\end{aligned}
$$

For $k>0$, the set of relations

$$
\Re_{\alpha} \theta_{\alpha}^{k}=\left\{u \theta_{\alpha}^{k}=v \theta_{\alpha}^{k}:(u=v) \in \Re_{\alpha}\right\}
$$

is reduced to the relation $1_{\alpha}=1_{\alpha}$, so these relations are redundant and we can remove them from the presentation. Then

$$
\begin{aligned}
T \cong<\bigcup_{\alpha \in Y} A_{\alpha}, b, c \quad \mid & \Re_{\alpha}, \quad 1_{\xi} 1_{\beta}=1_{\beta} 1_{\xi}, \quad 1_{\gamma} x=x 1_{\gamma}=a \phi_{\sigma, \gamma} \\
& \left(\alpha, \xi, \beta, \gamma, \sigma \in Y, \quad \xi \neq \beta, \quad \sigma>\gamma, \quad x \in A_{\sigma}\right) \\
& b c=1, \quad b a=b, \quad a c=c, \quad\left(a \in \bigcup_{\alpha \in Y} A_{\alpha}\right)>
\end{aligned}
$$

with $A_{\alpha}, \mathfrak{R}_{\alpha}$ finite for all $\alpha \in Y$, and $Y$ finite, so $T$ is finitely presented.

The converse of this results does not follow directly like in the other cases, since now we have an arbitrary number of groups. Another way of finding conditions for $T$ to be finitely presented is to relate the presentation of $T$ with the presentation of $S$, and in fact we have:

Theorem 4.38 $T$ is finitely presented (generated) if and only if $S$ is finitely presented (generated).

Proof. Suppose that $T$ is finitely presented. By Propositions 4.14 and 4.15, we know that there exists a finite subset, $A$, of $S$ such that $S$ is generated by $\bigcup_{k \geq 0} A \theta^{k}$, subject to the relations $\bigcup_{k \geq 0} \mathfrak{R} \theta^{k}$, where

$$
\Re \subseteq\left(\bigcup_{k \geq 0} A \theta^{k}\right)^{*} \times\left(\bigcup_{k \geq 0} A \theta^{k}\right)^{*}
$$

is finite. For $k>0$, we have $A \theta^{k}=1$ and the defining relations become

$$
\begin{aligned}
\mathfrak{R} \theta^{k} & =\left\{u \theta^{k}=v \theta^{k}:(u=v) \in \mathfrak{R}\right\}= \\
& =\{1=1:(u=v) \in \mathfrak{R}\} .
\end{aligned}
$$

So $S$ is generated by the set $A$, and the relations $\mathfrak{R} \theta^{k}$ are redundant for $k>0$. Hence $S$ is defined by the presentation $\langle A \mid \mathfrak{R}\rangle$, thus it is finitely presented.

The converse follows from Proposition 4.3.

We did not use the fact that $S$ is a Clifford semigroup, so this result holds for the Bruck-Reilly extension of any monoid, determined by the morphism that maps all elements of the monoid to its identity.

Now we are able to prove the converse of Theorems 4.37 and 4.38, and we conclude that $B R(S, \theta)$ is finitely presented if and only if its $\mathcal{D}$-classes are finitely presented if and only if $S$ is finitely presented.

Theorem 4.39 If $T$ is finitely presented (generated) then its $\mathcal{D}$-classes are finitely presented (generated).

Proof. Suppose that $T$ is finitely presented (generated), by Theorem 4.38 we know that $S$ is finitely presented (generated), then, by Theorem 4.22, $G_{\alpha}$ is finitely presented (generated) for all $\alpha \in Y$. It follows, by Proposition 4.3 (4.2), that $B R\left(G_{\alpha}, \theta_{\alpha}\right)$ is finitely presented (generated) for all $\alpha \in Y$.

### 4.5 Open Problems

These three particular cases of Bruck-Reilly extensions of Clifford monoids are the first steps in the attempt to answer the question:

Question Is a Bruck-Reilly extension of a Clifford monoid always finitely presented if and only if its $\mathcal{D}$-classes are finitely presented?

Some more particular cases that we intend to study, before considering the general case, are:

Question Can the case studied in section 4.2 be generalized for an arbitrary number of copies of the same group? Are these results still true if we consider an arbitrary morphism linking the groups?

Question Considering the Clifford monoid that is the union of an arbitrary number of groups, linked by the morphism

$$
\phi_{\alpha, \beta}: G_{\alpha} \longrightarrow G_{\beta}, \quad x \mapsto 1_{\beta}, \quad \alpha>\beta
$$

can we generalize the results in section 4.3?

Another question that arises from this dissertation is:

Question Is a Bruck-Reilly extension of an inverse monoid finitely presented as an inverse semigroup if and only if it is finitely presented as a semigroup?

In an attempt to answer this question we can start by considering the BruckReilly extension of an inverse semigroup that is finitely presented as a semigroup, since the existence of an inverse semigroup that is finitely presented as an inverse semigroup and not as a semigroup might have some influence in the solution of this problem.

## Appendix A

## Ideals and Green's Relations

Let $S$ be a semigroup. A non-empty subset $A$ of $S$ is called a left ideal of $S$ if $S A \subseteq A$. We call $A$ a right ideal of $S$ if $A S \subseteq A$. We say that $A$ is an ideal of $S$ if it is both a left and a right ideal.

Let $I$ be a proper ideal of the semigroup $S$. We define a congruence on $S, \rho_{I}$, by the rule

$$
x \rho_{I} y \quad \Leftrightarrow \quad x=y \text { or } x, y \in I .
$$

The quotient semigroup of $S$ by this congruence is the set

$$
S / \rho_{I}=\{I\} \cup\{\{x\}: x \in S \backslash I\} .
$$

Since the element $I$ of $S / \rho_{I}$ is the zero in this semigroup, we can think of $S / \rho_{I}$ as $(S \backslash I) \cup\{0\}$ where all product not falling in $S \backslash I$ are zero. This quotient is sometimes called a Rees quotient, and is denoted by $S / I$.

If $a \in S$, the smallest left ideal of $S$ containing $a$ is the set $S a \cup\{a\}=S^{1} a$, where

$$
S^{1}=\left\{\begin{array}{cl}
S & \text { if } S \text { has an identity } \\
S \cup\{1\} & \text { if } S \text { does not have identity }
\end{array}\right.
$$

we call it the principal left ideal generated by $a$. Similarly we can define principal right ideal and principal ideal generated by $a$.

We define five equivalence relations in $S$, called Green's Equivalences, in terms
of principal ideals in $S$. We have, for $a, b \in S$ :

$$
\begin{aligned}
& a \mathcal{L} b \Leftrightarrow S^{1} a=S^{1} b, \\
& a \mathcal{R} b \Leftrightarrow a S^{1}=b S^{1}, \\
& a \mathcal{J} b \Leftrightarrow S^{1} a S^{1}=S^{1} b S^{1}, \\
& a \mathcal{D} b \Leftrightarrow \exists c \in S: a \mathcal{R} c \mathcal{L} b, \\
& a \mathcal{H} b \Leftrightarrow a \mathcal{L} b \text { and } a \mathcal{R} b .
\end{aligned}
$$

These equivalences are related in the following way

$$
\mathcal{H} \subseteq \mathcal{L}, \mathcal{R} \subseteq \mathcal{D} \subseteq \mathcal{J}
$$

When we are working with Green's relations in more than one semigroup, instead of saying that $a$ is $\mathcal{L}$ related with $b$ in the semigroup $S$, we can write $a \mathcal{L}_{S} b$. We use a similar notation for all the other Green's relations.

Some properties of the Green's relations are resumed in the following remark, and can be found in [6, Section 2.1].

## Remark :

1. Let $a, b \in S$. Then $a \mathcal{L} b$ if and only if there exists $x, y \in S^{1}$ such that $x a=b, y b=a$. Also, $a \mathcal{R} b$ if and only if there exists $u, v \in S^{1}$ such that $a u=b, b v=a$.
2. $\mathcal{L}$ is a right congruence and $\mathcal{R}$ is a left congruence.
3. The relations $\mathcal{L}$ and $\mathcal{R}$ commute.
4. If $S$ is regular, then $S^{1}$ can be replaced by $S$ in the definition of $\mathcal{R}, \mathcal{L}$ and $\mathcal{J}$.

Given an element $a \in S$, we usually represent the $\mathcal{R}$-class of a, i.e. the set of all elements $x$ in $S$ such that $x \mathcal{R} a$, by $R_{a}$. For all $a, b \in S$ we have

$$
R_{a} \cap R_{b} \neq \emptyset \quad \Leftrightarrow \quad a \mathcal{R} b .
$$

We use a similar notation for the other relations, and a similar result holds. Finally, we note that:

- each $\mathcal{D}$-class is a union of $\mathcal{L}$-classes and also a union of $\mathcal{R}$-classes;
- the intersection of an $\mathcal{L}$-class with an $\mathcal{R}$-class is either empty or is an $\mathcal{H}$-class.
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