
Abstract
The computer systems that provide the information under-
pinnings for critical infrastructure applications, both mili-
tary and civilian, are essential to the operation of those
applications. Failure of the information systems can cause a
major loss of service, and so their dependability is a major
concern. Current facets of dependability, such as reliability
and availability, do not address the needs of critical infor-
mation systems adequately because they do not include the
notion of degraded service as an explicit requirement. What
is needed is a precise notion of what forms of degraded ser-
vice are acceptable to users, under what circumstances
each form is most useful, and the fraction of time such
degraded service levels are acceptable. This concept is
termed survivability. In this paper, we present the basis for
a rigorous definition of survivability and an example of its
use.

1. Introduction

The technical community uses the term survivability in
the context of networked information systems. Systems are
sometimes described as being survivable, technologies are
claimed to enhance survivability, and so on. Unfortunately,
despite the common use of the term, no precise and ade-
quately comprehensive definition of survivability exists,
and what constitutes a survivable system thus is not defined
well in an engineering sense.

A narrow view that is sometimes taken is that a system is
survivable if it can tolerate certain kinds of faults. A server,
for example, might be described as survivable if it is able to
withstand certain types of security attacks. This doesn’t nec-
essarily make the server survivable, however, because it
might still fail if it experiences a hardware fault, is damaged
by an explosion, and so on. Similarly, a command-and-con-
trol system might be claimed to be survivable because it
uses intrusion detection, but the system might fail if sub-
jected to battle damage, which is not necessarily what is
required. Under these circumstances, a system characterized
by its developers as survivable might not meet the needs of

its owners and users because it does not have some essential
properties that they thought were implied by the term. 

What we need is a precise and adequately comprehensive
engineering definition of survivability, analogous to those
that have been framed for the dependability characteristics
described by Avizienis et al. [3], such as reliability, avail-
ability, and security. Reliability, for example, is defined as
the probability that a system will meet its (non-reliabilty)
requirements over a given period of time under given oper-
ating conditions. 

The notion of survivability that we need must have three
essential characteristics. First, it must be broad enough to
encompass various types of damage to the system. Second,
it must include alternate forms of service, each achieving an
effective tradeoff between the benefits of a given level of
function and the cost of providing it, under the range of
operating conditions for which it is defined. Third, it should
model the probability that each of these services must be
available for use, as a function of the conditions that the sys-
tem is expected to encounter. 

Furthermore, the definition must be precise and unambig-
uous enough to support an engineering approach to the spec-
ification, design, and analysis of critical information
systems. If we do not state precisely what we mean by the
term survivable, we cannot determine whether we have
made a system that meets its real requirements. This is not
merely an academic point. The owners and users of a system
need to be able to determine that, with reasonable assurance,
the system will perform adequately in its environment. 

In a nutshell, then, the problem that we address in this
paper is that we currently lack an engineering definition of
survivability for critical information systems: one that
allows us to state precisely what properties are required of a
system and to do the kind of design analysis that reveal
whether they are present before we come to rely on the sys-
tem. The chief contributions of this work in this dimension
are, first, a case for the proposition that we need such an
engineering definition of survivability; and second, a pro-
posed basis for a rigorous engineering definition of the term
with an example to make the ideas concrete.
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The rest of this paper is organized as follows. The next
section discusses the need for survivability. Section 3
reviews related work. Section 4 presents a brief summary of
two critical infrastructure applications to provide a context
for survivability. In section 5 we discuss an intuitive notion
of survivability and our proposed basis for a rigorous defini-
tion. To illustrate the various aspects of the definition, we
present an example in section 6. Finally, in section 7, we
present our conclusions.

2. The need for survivability

Powerful information systems have been introduced into
both civilian and military critical infrastructure applications
as the cost of computing hardware has dropped and the
availability of sophisticated software has increased [8]. In
many cases, the provision of service by infrastructure appli-
cations now depends on the correct operation of information
systems, and damage to these systems will lead to a loss of
at least part of the service. In some cases, relatively minor
damage can lead to a complete cessation of service. We
refer to such information systems as critical information
systems.

The dependability of critical information systems is a
major concern [12, 13]. Dependability is a system property
that is usually stated as a set of requirements with which the
system must comply. It has many facets—reliability, avail-
ability, safety, etc. [3]—and to permit exact requirements
statements, each such term has a precise meaning.

Different facets of dependability are suitable for different
systems—highly reliable operation is usually needed for an
embedded control system, highly available operation is usu-
ally needed in a database system, and a high level of safety
is needed for a weapons system. It is important to note that a
system might achieve one facet of dependability but not oth-
ers. Many systems are built to operate this way intentionally
because it is a cost-effective approach to providing service
if, for example, reliability is not required but availability is.

In specifying dependability for a given system, it is usu-
ally the case that full system functionality is required—
nothing is stated beyond, perhaps, failure semantics. For
critical infrastructure applications, this is insufficient. Some
events that damage a system have no external effect because
of appropriate redundancy; for example, mirrored disks
mask the effects of data loss. In other cases, damage is so
widespread that functionality has to be changed. A wide-
area loss of commercial power, for example, might force a
critical on-line database service to switch to a remote back-
up site that has less throughput capacity or reduced func-
tionality. Such circumstances arise in infrastructure applica-
tions with sufficient frequency that comprehensive
provision for them must be made. Thus, the different forms
of service that a system might be forced to provide during

routine operation must be specified, and users need to be
aware of the probability that different services will be pro-
vided.

For the developer of a critical information system, know-
ing what service is required in the event that full service
cannot be provided is crucial. This information is essential
input to the design process for the critical information sys-
tem, since achieving even some form of reduced service will
almost certainly necessitate specific design choices.

3. Related work

3.1 Current definitions of survivability

The notion of survivability has been used in several engi-
neering disciplines outside of critical information systems.
For example, it is a common concept in weapons systems
engineering [11, 4]. The survivability of combat aircraft has
the following definition [18]:

Survivability: Aircraft combat survivability is the capabil-
ity of an aircraft to avoid and/or withstand a man-made
hostile environment. It can be measured by the probabil-
ity the aircraft survives an encounter with the environ-
ment, PS.

The Institute for Telecommunications Services, part of
the U.S. Department of Commerce, has created a definition
of survivability for telecommunications systems [16]:

Survivability: A property of a system, subsystem, equip-
ment, process, or procedure that provides a defined
degree of assurance that the named entity will continue
to function during and after a natural or man-made dis-
turbance; e.g., nuclear burst. Note: For a given applica-
tion, survivability must be qualified by specifying the
range of conditions over which the entity will survive,
the minimum acceptable level or post-disturbance func-
tionality, and the maximum acceptable outage duration.

Both of these definitions seek a framework to define ser-
vice after some form of damage, and they relate closely to
our goal of defining survivability for critical information
systems. It is interesting to note that both definitions are
probabilistic, and that the second definition includes the
concept of degraded or different service and requires that
such service be defined.

In the context of software engineering, Deutsch has
offered the following definition [6]:

Survivability: The degree to which essential functions are
still available even though some part of the system is
down.

This definition is a good start in this context, but it is not
sufficient. It presents a general intuitive notion of the con-



cept of survivability, but does not allow developers to create
a precise specification of what survivability means for a par-
ticular system. If applied to a critical information system,
the user of the system could be sure of neither which func-
tions had been selected as “essential” nor when (i.e., after
what damage) these functions would be provided.

In earlier work specifically on information system surviv-
ability, Ellison et al. introduced the following definition [7]:

Survivability: Survivability is the ability of a network com-
puting system to provide essential services in the pres-
ence of attacks and failures, and recover full services in
a timely manner.

While this definition is more precise, it still does not have
the precision needed to determine whether a given system
can be deemed survivable. Much is implied by the phrases
“essential services”, “attacks and failures”, and “timely
manner”. If nothing further is defined, a system developer
could not determine whether a specific design is adequate to
meet the needs of users, and might even be expected to
define the “essential services” himself rather than imple-
menting the services chosen by application experts.

A second problem with a definition of this form is that it
provides no decidable criteria for the term being defined. In
contrast, the definition of reliability makes a clear distinc-
tion between the general informal view of a reliable system
(it “never” fails) and the formal view provided by the defini-
tion that a system is reliable if it meets or exceeds a probabi-
listic goal. By that definition, a system might fail and yet
formally still be considered reliable. The same degree of
clarity is needed for survivability so that we may consider a
system to be survivable and know what that means.

In the field of information survivability more generally, a
body of research results has begun to appear. A valuable
source of material is the series of Information Survivability
Workshops [17]. Many relevant papers also have appeared
in various other conferences concerned with dependability.

3.2 Survivability and other related concepts

Avizienis, Laprie, and Randell present a comprehensive
discussion of dependability [3], defining it informally as
“the ability of a system to avoid failures that are more fre-
quent or more severe, and outage durations that are longer,
than is acceptable to the user(s)” [3, p.2]. They define it
more precisely as a composite of availability, reliability,
safety, confidentiality, integrity and maintainability.
Dependability requirements specify, in these dimensions,
the “acceptable frequency and severity of the failure modes,
and of the corresponding acceptable outage durations (when
relevant), for a stated set of faults, in a stated environment”
[3, p.5]. Avizienis et al. then argue that survivability and
dependability are equivalent—“names for an essential

property” [3, p.12]—with survivability defined more nar-
rowly than dependability: the former in terms of specific
threats, and the latter in general. Survivability is seen as a
special case of dependability, and survivability require-
ments as a special case of dependability requirements.

This paper meets a need not adequately addressed by this
view, which suggests a form of specification that defines a
single service and corresponding single set of dependability
requirements. We define survivability in a way that empha-
sizes the need to specify systems that can provide different
forms of service, each with its own complete set of depend-
ability requirements, under different conditions.

The problem with the single-service view is that it might
not be cost-effective to provide the core service under all
conditions where some level of service is needed. The tradi-
tional single-service view can thus lead to systems that are
dependable in the sense that they meet their stated depend-
ability requirements, but are not survivable, in the sense of
being able to provide degraded service outside the range of
threats that the full service is able to deal with. It might not
be cost effective to provide assurances of full service across
the entire range of threats, so a narrower set of threats is
selected to be addressed by the dependability requirements.
The decomposition of the system into several forms of ser-
vice, each having its own dependability requirements,
allows different services to be provided—cost-effectively—
outside the conditions addressed by the core service.

The informal notion we have used of an event that causes
damage is referred to formally as a fault [1]. In many cases,
systems are built using techniques of replication so that the
effects of a fault do not affect the system’s external behav-
ior. Such faults are said to be masked. Usually for economic
or similar practical reasons, some faults are non-masked;
that is, their effects are so extensive that normal system ser-
vice cannot be continued with the resources that remain
even if the system includes extensive redundancy. These
concepts of masked and non-masked faults are the formal
statements of the idea of events that cause damage whose
effects cannot or can be observed in the system’s behavior.

Survivability is a measurable system characteristic; it is
not synonymous with fault tolerance. Fault tolerance is a
mechanism that can be used to achieve certain dependability
properties required in a survivability specification by coping
with faults that remain in a system once it is deployed. In
terms of dependability, it makes sense to refer to a system as
reliable, available, safe, and so on, or some combination
using the appropriate formal definition(s) [3]. Describing a
system as fault tolerant is really a statement about the sys-
tem’s design, not its dependability.

While fault tolerance is a mechanism by which some fac-
ets of dependability might be achieved, it is not the only
mechanism. Other techniques, such as fault avoidance, also
can be used. For example, by careful component selection it
might be possible to reduce the rate of hardware failures in a



given system to a negligible level, and by suitably restrict-
ing system access it might be possible to eliminate certain
types of security attacks. In similar ways, fault elimination
and fault forecasting can be used as mechanisms to improve
a system’s dependability.

Finally, we note that the commonly used but informal
term “graceful degradation” is not survivability. Some sys-
tems have been described as being capable of degrading
gracefully by which is meant that services are removed
gradually as resources are lost. In addition to being impre-
cise, this notion neither specifies which services are lost at
which times nor considers individual or overall dependabil-
ity requirements. For our purposes, it is far from complete.

4. Critical information systems

4.1 Examples of critical information systems

Some background material about critical information sys-
tems is helpful in understanding the need for a precise
notion of survivability and how it differs from other notions
of dependability. Detailed descriptions of four systems are
available elsewhere [8].

• Banking and Financial Services.   The nation’s banking
and finance systems provide a very wide range of services
implemented by complex, interconnected, networked infor-
mation systems. The most fundamental service is the finan-
cial payment system [15], the mechanism by which value is
transferred from one account to another. From the perspec-
tive of our use of financial services, the payment system is
crucial; essentially nothing works without it. Credit card
services, on the other hand, can be suspended for a much
longer period of time before financial disaster ensues. The
availability of currency lies somewhere in between. If the
full set of services could not be maintained, clearly every
effort should be made to keep the payment system opera-
tional. If that were not possible in its entirety, then payment
services for critical government agencies might be an appro-
priate alternative. The precise functionality made available
would depend on the time of day, since private financial
systems make use of it differently at different times.

• Freight Rail Transportation.   The freight-rail transport
system moves large amounts of raw materials, manufac-
tured goods, fuels, and food [2]. Operation of the freight-rail
system uses computers extensively for a variety of purposes.
For example, every freight car in North America is tracked
electronically as it moves, and very large databases of car
and locomotive locations are maintained. This data permits
tracking of specific shipments and scheduling of freight cars
for individual trains—a massive task. A particularly impor-
tant use of this system is just-in-time delivery. Train move-

ments are scheduled so that, for example, raw materials
arrive at a manufacturing plant just as they are required. In a
system such as this, basic equipment tracking is more
important than optimization, and certain payloads (such as
perishable items) are more important than others. In the
event that full service cannot be maintained, equipment
tracking is clearly the most important task. If for some rea-
son even that were not possible, then basic functions that
would allow the network to be shut down safely would be
the preferred service.

4.2 Command-and-control example

To illustrate the concepts described in this paper, we
present an example using a hypothetical military command-
and-control (C2) system. We assume the very general net-
work topology shown in Figure 1 in which there are a large
number of leaf network nodes used by local commanders, a
smaller number of intermediate nodes that provide regional
or specialized services such as intelligence development or
logistics, and a centralized facility that enables commanders
to view wide-area information that facilitates strategic deci-
sions.

For this hypothetical system, we assume the following
description of normal operation:
• Full Command, Control, and Analysis.   This is com-

plete and normal functionality. The system provides both
central and regional information servers, delivery of cru-
cial information like weather data, transmission of com-
mand information, transmission of local status and
observational data to regional centers, synthesis of
incoming data for the regional and central command cen-
ters, and so on.
Given the significance of command and control, it is

likely that certain critical services might be desirable if the

Figure 1. Hypothetical command-and-control 
system
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preferred service is unavailable for some reason. Possible
alternate forms of service include: 
• Low Performance.   During peacetime, more time is

available for analysis of intelligence and status informa-
tion since speed of command information is not as criti-
cal. This service provides full functionality, but with
higher latencies.

• Regional.   During a regional conflict, access to only that
region might be acceptable if full service could not be
provided. This service is limited to central command and
a single regional center. Synthesis and analysis of wide-
area information are unavailable.

• Maximum Alert.   During wartime, operations might
require a very defensive network security stance because
of the extreme sensitivity of the material that the system
is transmitting. This might be a particularly important
issue if a network has been damaged already. This alter-
nate service requires that the system operate with no net-
work traffic because it might be compromised. Local
processing is continued, and all possible security mea-
sures are in place.

• Command Only.   During wartime, the priority of com-
mand information is far higher than during peacetime.
This service limits operation to basic command transmis-
sion. Routine data transmission is unavailable, and access
to servers is unavailable.

4.3 Critical information system characteristics

Society now faces an unquantified but clearly serious risk
that reliance on fragile and insecure information systems
will compromise delivery of critical military or civilian
infrastructure services. The cost of disruptions grows more
rapidly in time now than before computerization, yet
increasing reliance on computers increases vulnerability to
disruption. The central problem that we face is to devise
approaches to critical information system design and evolu-
tion that simultaneously enable the efficiency that comput-
ers make possible while ensuring that the costs of service
stream interruptions remain acceptable in the face of disrup-
tions to underlying information systems.

The scale, sophistication, and makeup of information sys-
tems complicate the established notion of dependability
considerably. It is not useful to speak of the reliability of a
command-and-control system, for example, because some
information gathering and analysis equipment is sure to be
malfunctioning at any time with little effect. However, there
are some forms of damage that would be extremely serious;
for example, a loss of information gathering capabilities
over a wide area would cripple the entire system because
interpolation of missing data would no longer be possible.
Such events are inevitable and must be dealt with in some
way. The continued provision of some form of service is

more than desirable—in many cases it is essential. In our C2
system, for example, if full service cannot be maintained
during a war, then delivery of crucial troop movement com-
mands is required.

To provide a basis for a discussion and to guide a defini-
tion, we enumerate the various characteristics of infrastruc-
ture applications that affect the concept of survivability. The
characteristics are:
• System Size.   Critical information systems are very large,

both geographically and in terms of numbers and com-
plexity of computing and network elements. It is infeasi-
ble to engineer such systems so that none of their
components fail during normal periods of operation, yet
scale precludes comprehensive redundancy.

• Externally Observable Damage.   In some cases, the
effects of damage to a system will be so extensive that
they will be visible to the system’s users in the form of a
change in service or the quality of service.

• Damage and Repair Sequences.   Events that damage a
system might be neither independent nor mutually exclu-
sive; a coordinated security attack for example. In prac-
tice, a sequence of events might occur over time in which
each event causes more damage despite possible partial
repair.

• Time-Dependent Damage Effects.   The impact or loss
associated with damage tends to increase with time. A
protracted loss of military communication would be dev-
astating. Officers in the field could take some initiative to
compensate for such a loss, but over time the loss would
prevent strategic decisions from reaching key personnel.

• Heterogeneous Criticality.   The requirements for depen-
dability in infrastructure systems vary with function and
with time. Our C2 example places different emphasis on
communication and analysis depending on whether it is
being used during a military conflict and whether an
information attack is imminent.

• Complex Operational Environments.   The operating en-
vironments of critical infrastructures carry risks of natu-
ral, accidental, and malicious disruptions from a wide
variety of sources; sometimes highly variable loads that
vary both over time and space; varying levels of critical-
ity of service; and so forth.
The factors in this list combine to present a picture of

critical information systems that is quite different from com-
puter systems which exemplify traditional dependability
requirements. For example, avionics systems typically
require high reliability and telecommunications switches
typically require high availability, and they possess few of
the characteristics listed above. Dealing with all of the char-
acteristics is essential if a particular critical information sys-
tem is to be viewed as survivable. With this in mind, we
proceed to formulate a definition of survivability.



5. Survivability

5.1 The intuition behind the definition

In an informal sense, by a survivable system we mean a
system that has facilities to provide one or more alternate
services (different, less dependable, or degraded) in a given
operating environment. An alternate service would be
required to be in effect if an event (such as some form of
damage) precludes provision of the system’s normal ser-
vice. This idea is extended to include several alternate ser-
vices so as to be able to cope with different forms of
damage, damage that occurs under different circumstances,
and damage that gets worse over time. This notion of sur-
vivability of computing systems is not new in that many
critical systems have requirements for alternate service
under some circumstances; however, such requirements are
created in an ad hoc manner, rather than as a rigorous
attempt to guarantee certain system properties.

In principle, the notion of survivability could be com-
pletely avoided. Apart from incorrect specifications, the
only reason that a system fails to provide service is because
of the manifestation of faults (degradation, design, and mali-
cious). Many types of faults can be avoided, eliminated, or
tolerated, and, for a wide variety of systems, high levels of
dependability can be achieved.

The reason that survivability is necessary is primarily one
of resources. For example, if a very high level of availability
were required for a large distributed system that was vulner-
able to coordinated terrorist attacks, the resources required
to implement the necessary redundancy to mask the effects
of an attack would be prohibitive. Large parts of the system
might have to be duplicated completely.

Survivability offers a tradeoff between functionality and
resources. This tradeoff is exploited by building elements of
the system (such as those implementing the primary func-
tionality) with less provision for coping with faults than nor-
mally might be preferred. This reduced provision results in a
less expensive implementation of those elements, possibly
taking the implementation from a complexity level that was
infeasible to one that is feasible. The potential loss of ser-
vice that ensues is dealt with by providing facilities for alter-
nate service when the primary implementation is
unavailable. The user sees a larger value in the system,
either in the form of reduced cost or increased options for
functionality.

The reduced provision for coping with faults takes the
form of consciously designing the primary system with no
way to cope with certain carefully selected classes of faults.
By doing so, the cost is reduced but the potential for failure
is increased. Provided the rate of failure is below what is
deemed an acceptable threshold and provided alternate ser-

vice is supplied, users are likely to consider operation to be
satisfactory.

The determination of what fault classes should not be tol-
erated by some element of the system translates directly into
details of the operating environment. For example, choosing
explicitly that the primary system will not deal with a loss of
power corresponds to the primary system’s being designed
to meet its dependability requirements in an operating envi-
ronment that assumes continuous availability of power. This
makes careful definition of the operating environment espe-
cially important.

In this section, we present the various technical aspects of
the concept of survivability, and we provide the motivation
and rationale for their presence. We break down the discus-
sion into five parts—acceptable services, service value, ser-
vice transitions, service environments, and service
probabilities—and discuss each in turn. These technical ele-
ments provide the necessary intuitive basis for the more rig-
orous definition that we present in the next section.

5.1.1. Acceptable services. For any particular system, the
required alternate service functionality and associated
dependability are application specific. However, there are
three general principles that stem from the discussion of
information systems in Section 4.3 which will facilitate our
discussion of the subject and clarify the framework that we
present:
• Users expect the “usual” functionality “most” of the

time.
• If normal functionality cannot be provided, users might

require different alternate functionalities under different
conditions.

• In a very general sense, the amount of functionality pro-
vided and the degree to which the users’ needs are met
affect the utility that the users receive from the systems.

Refining the informal notion of survivability somewhat,
we observe that an acceptable (but not necessarily preferred)
service combines functions that work harmoniously and
provide functionality to the user. To cope with the prospect
of different forms of damage and of damage that worsens
over time, multiple alternate forms of service might be
defined. The set of acceptable services in a survivable sys-
tem is comprised of the different forms of service that the
system must be capable of providing so as to ensure that the
functionality received by the users meets their needs to the
greatest extent possible. Note that a service as used in this
context may include several separate functions, such as
command transmission and intelligence analysis.

5.1.2. Service value. In an earlier paper [14], we presented
a value-aware [5] concept of survivability for critical infor-
mation systems, viewing a system as providing a service
stream that delivers some value to its users. The particular



value it provides at any given point in time depends on user
and circumstances; electric service is more valuable in win-
ter than spring, and more for hospitals than residences, for
example. Similarly, a military command-and-control system
provides attached units with information whose value
depends on those units’ needs and circumstances. Value
delivered to individuals then sums to an aggregate value
delivered to a customer base over time. The notion of sur-
vivability from the earlier work is that a survivable system
adapts in predefined ways in the face of changing, defined
circumstances to ensure that the aggregate value delivered
to users remains above required thresholds in the face of a
variety of possible disruptions.

In this paper, we view value as an important driver of sys-
tem requirements and operation because it provides a frame-
work for ordering forms of service. For example, in a C2
system faced with system damage, preservation of strategic
communications might be more important than the distribu-
tion of weather data. This might change if the local tactical
needs for weather data outweighed the benefit of strategic
communications. To order forms of service, we use the
notion of relative service values, values that are determined
by the user subjectively, and which are functions of operat-
ing conditions. The priority ordering of services by value
based on conditions is given as a part of the requirements for
a survivable system. The mechanism of the system then
effects the value-aware but pre-computed switching policy
based on monitored conditions. Using this simple notion
avoids complex issues not worked out in the earlier
paper [14] that must be resolved in order to formulate sur-
vivability control systems to explicitly optimize for value.

5.1.3. Service transitions. At any one time, the system will
be providing only one member of the set of acceptable ser-
vices. One element of the set defines a preferred service that
the system’s users regard as “full” or “normal” service.
Application experts would be responsible for specifying the
various different forms of acceptable service.

If maintaining a particular service becomes impossible,
the system is required to reconfigure so as to comply with a
different member of the set of acceptable services. This
requirement indicates that a set of valid transitions will be
needed.

Given that a set of acceptable forms of service is defined,
it is necessary to define which member of the set is preferred
for any given set of conditions. This selection is effected by
choosing the service with the greatest relative value at the
time the transition has to be made.

By definition, relative value changes over time as ele-
ments of the operating environment change. Thus, one or
more services might come to have higher relative value than
the service being provided and thereby prompt a change
even though no additional damage has occurred.

5.1.4. Operating environment. The relative value of a spe-
cific acceptable service is a complex function of a several
entities that might include aspects of the operating state, cal-
endar time, etc. For example, in a command-and-control
system, the value of the various alternate services might
depend on whether conflicts are ongoing, which weapons
systems are available, whether strategic changes are being
made, even the weather conditions. This notion implies that
the set of details of the operating environment that affect the
relative values of the acceptable services needs to be identi-
fied to permit the correct ordering of relative values.

The operating environment is a critical notion in the
dependability requirements that will be associated with the
various acceptable services since such requirements are
stated with respect to an assumed operating environment.

5.1.5. Service probabilities. The existence of a set of
acceptable services for a system provides no quantitative
indication of the level of service that the system will deliver.
For example, if faults arise in a survivable system in such a
way that the system is forced to provide an acceptable yet
completely minimal service almost all of the time, the sys-
tem’s users are likely to find the service unsatisfactory; they
expect the “usual” functionality “most” of the time. Such a
system would be survivable in an intuitive sense, but it
would not be very useful.

To avoid this problem, there needs to be an assurance that
the various different acceptable services will be provided at
some adequate level; in particular, that the primary service
is. To achieve this, we introduce the notion of service prob-
abilities, one for each of the defined acceptable services.
The service probability and the dependability requirements
of a specific acceptable service work together to solve the
problem outlined above.

The service probability associated with any given accept-
able service is the probability with which that particular ser-
vice has to meet its dependability requirements. The
dependability requirements for an acceptable service in the
sense being used here include a statement of the operating
environment under which they must be met. Thus, for exam-
ple, an availability requirement states a probability of readi-
ness for service under prescribed conditions. It is precisely
the limitation of the severity of these conditions that is at the
heart of the survivability tradeoff—to reduce cost or com-
plexity, some are omitted. So how are the conditions to be
omitted determined?

Recall that an acceptable service in a survivable system is
built intentionally to cope with fewer faults than are
expected to arise. Thus, if the operating conditions remain
within the prescribed conditions (none of the faults that
were intentionally excluded arise), the acceptable service is
expected to meet its dependability requirements, and it will
be designed to do that. If the operating conditions fall out-
side the prescribed conditions (one of the faults that was



intentionally excluded does arise), the acceptable service is
not expected to meet its dependability requirements.

The service probability for any specific acceptable ser-
vice is a requirement. To meet it, the probability that the
operating conditions are within the prescribed conditions
has to be equal to or less than the service probability—in
effect it is a statement of how much service loss is accept-
able from the survivability tradeoff.

A comprehensive analysis of the anticipated operating
environment of a proposed system will include the types of
faults expected, their expected frequency of occurrence,
their effects, and so on. With this information in mind and
the desired service probability for a given acceptable ser-
vice, it is possible to determine which faults have to be dealt
with by the acceptable service and which do not.

If for a specific acceptable service a given fault type is
expected to occur with a frequency and with an effect that
would preclude meeting that service’s dependability
requirements, then the acceptable service has to be designed
to cope with that fault type. For a given required service
probability, this analysis determines the operating condi-
tions that have to be included in the dependability require-
ments for the service. With that defined, the implementation
can be engineered to meet it.

As an example, consider the command-and-control sys-
tem described above. If the service labeled Full Command,
Control, and Analysis is required to have an availability of
0.995 with a service probability of 0.999, then in practice its
operating conditions must be those for which it was
designed with the service probability or better. Suppose that
an identified degradation fault will cause loss of primary
power (and hence loss of service) to occur with probability
0.05 per hour and with average duration 12 minutes. This
would preclude this service from operating roughly one per-
cent of the time if the service did not handle this fault. Thus,
it has to be designed to do so; otherwise, it would violate the
service probability. If instead the fault occurrence probabil-
ity were 0.005 (ten times less), then the service would not
have to handle the fault. Note that the semantics of this are
not the same as simple multiplication of these probabilities;
in the event that the system cannot meet its availability
requirement, it will switch to an alternate service rather than
simply remaining unavailable.

The service labeled Full Command, Control, and Analy-
sis might become unavailable as a result of any number of
faults, but provided it was designed to deal with them and
meets its dependability requirement (specified as an avail-
ability), its service will be deemed acceptable by its users
(even if it is occasionally unavailable), and no alternate ser-
vice need be invoked. However, if faults arise for which it
was not designed to cope, a transition to an alternate service
will be necessary.

5.2 Defining survivability

While a discussion of survivability such as is presented in
the previous section provides an outline of the concepts
needed to specify a survivable system, it suffers from the
drawbacks of any informal discussion. Developers require a
rigorous definition that will enable precise system specifica-
tion in such a way that they can determine with some assur-
ance whether a system that complies with the specification
will meet the goals of the user. We present an outline of this
definition by specifying a framework within which individ-
ual dependability definitions will fall. Above, we have sug-
gested how this approach might work for availability, one
aspect of an individual dependability specification. A com-
plete discussion of the details of all the aspects of depend-
ability is left for future work.

The definition that we present in this section depends
upon terms that require their own definitions. We have
introduced the notions informally above, and we present
precise definitions here:

Environmental Factor: Any aspect of the environment in
which the survivable system is required to operate that
can affect that system’s operation. An environmental
factor might take any one of several values. An environ-
mental factor that has a value associated with it is an
environmental condition.

Service Value Factor: Any environmental factor that
affects the relative value to the user of an acceptable ser-
vice. A service value factor that has a value associated
with it is a service value condition.

Operating Factor: Any environmental factor that affects
the system’s ability to meet the dependability require-
ments of an acceptable service. An operating factor that
has a value associated with it is an operating condition.

Traditional dependability requirements are defined in
terms of a specification. For example, if a reliable system is
needed, engineers state what they want by specifying that
the system meet the functionality requirements with a cer-
tain probability for a specific time assuming a certain envi-
ronment. Our approach to defining survivability, therefore,
starts with a specification statement:

Survivable System: A system is survivable if it complies
with its survivability specification.

This definition treats survivability as a system property
that must be engineered rigorously. Software developers
cannot be expected to determine the criteria a survivable
system must satisfy. Their job is to engineer the system so
that it meets the needs determined by people who know
what value the system truly must provide.

This definition might seem simplistic; the apparent sim-
plicity stems from the underlying complexity of the specifi-



cation structure. In order to make this definition a realistic
one, the specification framework must guarantee that this
definition does indeed cover the intuitive notion of surviv-
ability by forcing specifiers to be thorough and precise. Our
argument takes the individual concepts in Section 5.1 and
places them on a more rigorous footing, using a Z-like nota-
tion in places for clarity and simplicity.

Survivability Specification: A survivability specification
is a six-tuple, {S, E, D, V, T, P} where:

S ⊆ [Specifications]
A set of specifications of acceptable forms of service
from the system.

E: [Service value factors] → ¡[Values]
A function from the set of service value factors to the set
of values that each factor can take. The given set [Val-
ues] holds all possible values that could be associated
with any service value factor. Note that these values are
distinguished from the relative service values discussed
above.

D ⊆ {d: [Service value factors] → [Values] | ∀a: [Service
value factors], b: [Values] • a ¯ b ³ d ⇒ b ³ E(a)}

The set of all combinations of values of the service value
factors that the application might encounter.

V: S x D → è
A function defining the relative service value each spec-
ification provides to the user under each set of environ-
mental conditions.

T ⊆ S x S x D
The set of valid transitions between acceptable forms of
service.

P : S → {p: ℜ | 0 < p < 1}
A set of probabilistic requirements on the operation of
the acceptable forms of service.

The meaning of each of these elements is as follows:

• S—Specification Set

S is the set of specifications of acceptable forms of ser-
vice for the system. Each specification may be formal or
informal, but must detail exactly what the service has to
accomplish. An implementation of the system will
include implementations of each element of S.
As well as functional and non-functional specifications,
each member of S will include a specification of all perti-
nent aspects of dependability (availability, reliability,
etc.) for that service and the set of operating conditions
under which the dependability specification is required to
be met. Specifications with the same functionality but
different dependability requirements are separate specifi-
cations, and may be included as separate members of S.

In our example, the set S is equal to {Full Command,
Control, and Analysis; Low Performance; Regional;
Maximum Alert; and Command Only}. Full Command,
Control, and Analysis is the specification that the users
expect most of the time.

• E—Service Value Factors

E is the set of service value factors to which the system is
subject. As the service value conditions change, the rela-
tive service values of the acceptable services change. For
example, the relative service value associated with our
command-and-control system depends on the political
situation (peacetime or state of war); in peacetime, Low
Performance might be the most valuable alternate,
whereas in wartime, Command Only might be. E also
might include certain specific failure modes or threats
that will have an impact on which specification element
provides the most value. Our example system will react
differently to a coordinated security attack than it would
to other types of damage.

• D—Reachable Environmental States

D is the set of possible combinations of environmental
conditions the system might encounter. That is, it is all
combinations of values the various elements of E could
take on that are practically possible. D could include the
entire state space defined by E, but this is not always nec-
essary—a dispersed conflict cannot exist during peace-
time, for instance. Each element di of D is a set of factor-
value pairs allowed by E, which is interpreted as a predi-
cates on the system state.

• V—Relative Service Values

V defines an ordering on the user’s perceived service
value from the specifications in S under each reachable
environmental state. The ordering is represented by asso-
ciating a natural number with each element of S, with
higher numbers representing higher values. Our example
ordering is shown in Table 1. The orderings must be total
in order to ensure that the choice of which transition to
take in the event that a different specification should be
put into operation is deterministic, as explained below.

• T—Set of Valid Transitions

T is a subset of all possible combinations S x S x D. Each
element in T represents one of the transitions between
acceptable forms of service that the system may take
either because: (1) the relative values of the acceptable
services have changed because of changes in environ-
mental factors; (2) the currently operating acceptable ser-
vice becomes unavailable; or (3) an acceptable service of
higher value becomes available. The first element, the
source specification, is the specification that the system
currently satisfies. The second element, the target speci-
fication, is the specification to which the system may



transition. The third element, the transition guard, is a
precondition for that transition to occur. The guard repre-
sents the relative value conditions in which the transition
may be taken, along with any further restrictions deemed
by the user to be necessary. Self loops may be used in the
event that the system is anticipated to stay in the same
state under certain changes in environmental conditions.
The relative service values cause the graph transitions to
be deterministic. Upon a change in the environmental
conditions of the system (service value conditions or
operating conditions), all transitions with the current
operating state as their first element are reviewed. Any
transitions whose guard (element of D) is not currently
valid or whose target specification (second element of T)
is unachievable are disallowed. Of the remaining valid
transitions, the one whose target specification has the
highest relative value under the current service value con-
ditions is chosen, and its target specification is put into
operation. The total ordering on relative service values
ensures that this choice is deterministic.
Many possible ways of representing this information
exist. For our example (Figure 2), we have chosen to
depict it graphically because the vertical dimension of the
graph maps intuitively to our notion of relative value. A
linear textual representation or an explicit transition
matrix also would suffice.

• P—Service Probabilities

For each member of the set of S, a service probability is
specified. For that member of S, the service probability
defines the probability that the member of S must meet its
dependability requirements, i.e., that analysis has shown

that its operating conditions will be within those specified
for normal system behavior.

6. Example Survivability Specification

In this paper, we have used a hypothetical command-and-
control system as an example. This section ties together the
survivability specification of the example.

The set S contains the following members:
• s1 Full Command, Control, and Analysis.   Defines

complete and normal functionality, including both central
and regional information servers, delivery of crucial
information like weather data, transmission of command
information, transmission of local status and observa-
tional data to regional centers, synthesis of incoming data
for the regional and central command centers, and so on.

• s2 Low Performance.   During peacetime, more time
is available for analysis of intelligence and status infor-
mation since speed of command information is not as
critical. This specification provides full functionality, but
with higher latencies.

• s3 Regional.   This specification limits service to cen-
tral command and a single region. Synthesis and analysis
of wide-area information are unavailable.

• s4 Maximum Alert.   This specification requires that
the system operate with no network traffic because it
might be compromised. Local processing is continued,
and all possible security measures are in place.

• s5 Command Only.   This specification limits opera-
tion to basic command transmission. Routine data trans-
mission is unavailable and access to servers is
unavailable.

Clearly, military value associated with the C2 system var-
ies dramatically over time. Simulations and visualizations of
scenarios may be foregone in peacetime, when more time
for data analysis is available, but intuitive presentation is
crucial during war when decisions must be made quickly.
Also, different types of damage may make certain accept-
able specifications infeasible; areas of network damage
might be dispersed sufficiently that the system cannot con-
tinue to provide full service over the entire region, and must
go to a position of heightened alert instead. Finally, the geo-
graphical spread of a military conflict can affect the services
commanders need. In this example, then, E includes the
political climate and the security threat status under which
the system is operating and the geographical distribution of
any present conflict. Which specification provides the most
value depends on:

E: {political climate (c) ¯ {wartime, peacetime},
conflict dispersion (d) ¯ {none, local, dispersed},
security threat status (s) ¯ {none, local, distributed}}

Table 1: V for C2 example

s1 s2 s3 s4 s5

d1 5 4 3 1 2

d2 5 4 3 1 2

d3 5 2 4 1 3

d4 5 2 4 1 3

d5 5 3 2 1 4

d6 5 3 2 1 4

d7 5 1 3 4 2

d8 5 1 3 4 2

d9 5 1 3 4 2



All possible combinations of these are reachable except the
ones where peacetime operations have a conflict dispersion
other than none, or where wartime operations have a con-
flict dispersion of none, so that D is:

d1: {c ¯ peacetime, d ¯ none, s ¯ none}
d2: {c ¯ peacetime, d ¯ none, s ¯ local}
d3: {c ¯ wartime, d ¯ local, s ¯ none}
d4: {c ¯ wartime, d ¯ local, s ¯ local}
d5: {c ¯ wartime, d ¯ dispersed, s ¯ none}
d6: {c ¯ wartime, d ¯ dispersed, s ¯ local}
d7: {c ¯ peacetime, d ¯ none, s ¯ distributed}
d8: {c ¯ wartime, d ¯ local, s ¯ distributed}
d9: {c ¯ wartime, d ¯ dispersed, s ¯ distributed}

Table 1 shows V and Figure 2 shows T for this example.
In Figure 2, the boxes represent the members of S with
which they are labeled, and the arcs represent the transitions
in T. Each out-edge is labeled with the member(s) of D
under which the transition it represents may be taken. The
members are grouped into the following categories for clar-
ity:
No Threat : all di such that political climate = peacetime and 

security threat status ≠ distributed
Regional Conflict : all di such that conflict dispersion = 

local and security threat status ≠ distributed
Dispersed Conflict : all di such that conflict dispersion = 

dispersed and security threat status ≠ distributed

Distributed Security Threat : all di such that security threat 
status = distributed

All : all di.

Note that this graph is not complete. For example, in
some cases, a transition from one form of service to another
cannot occur directly because area-wide information was
not available in one operating mode but is needed in
another. This necessitates transitioning to the Low Perfor-
mance specification briefly to synthesize the information
needed to enter the new operating mode.

A reasonable set P for the example is:

Pr(Full Command, Control, and Analysis)= 0.9975
Pr(Regional) = 1 - 10-4

Pr(Low Performance) = 1 - 10-4

Pr(Maximum Alert) = 1 - 10-6

Pr(Command Only) = 1 - 10-6

As an example of how the system might operate, consider
first the failure of a major server that occurs in peacetime
during normal operations. The server usually performs sim-
ulation and visualization activities based on data supplied
from all locations served by the system. With the loss of the
server these activities will be slowed, but this is acceptable
because operations are not as time-critical as they would be
during a conflict. The system will transition to Low Perfor-
mance while the system is repaired.

Consider then that an unstable political situation degrades
into open warfare. The conflict is localized, but timing
requirements are crucial. The system has not yet recovered

Figure 2. Survivability specification example.
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from the server failure, so it transitions to the Regional ser-
vice, providing full command and analysis capabilities in
that area.

Next, intelligence reports suggest that the hostile regime
may have plans to conduct an attack against the system.
These reports are credible, and such an attack could provide
the enemy with strategic information about friendly forces.
The decision is made to transition the system to Maximum
Alert to prepare it to defend against such an attack.

In this final situation, security of the system is seen as
having higher value than complete information: the infor-
mation provided to commanders will be reduced, but the
network is drawn down in such a way that it is hardened
against enemy attack. Upon damage recovery or threat
removal, any of the above states can transition to any other
state that has higher value including the preferred state
thereby returning the system to its full functionality.

7. Conclusions and future work

There are many critical information systems upon which
both civilian and military critical infrastructure applications
rely. Loss of an information system will, in many cases,
either reduce the service available from a critical infrastruc-
ture application or eliminate it entirely. The existing defini-
tions of survivability, while presenting an intuitive notion of
what a survivable system is, do not give specifiers clear
guidance on what must be required of a survivable system to
ensure that it has all the necessary properties. We claim that
the specialized requirements of critical information systems
require such a definition. In this paper we have outlined a
rigorous definition of survivability and related it to the field
of dependability. It now remains to detail precisely how the
individual aspects of dependability fit into this framework to
complete a definition that can be put into practice and tested
against real engineering needs.
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