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Abstract—The performance of an automatic facial expression
recognition system can be significantly improved by modeling the
reliability of different streams of facial expression information uti-
lizing multistream hidden Markov models (HMMs). In this paper,
we present an automatic multistream HMM facial expression
recognition system and analyze its performance. The proposed
system utilizes facial animation parameters (FAPs), supported
by the MPEG-4 standard, as features for facial expression clas-
sification. Specifically, the FAPs describing the movement of the
outer-lip contours and eyebrows are used as observations. Experi-
ments are first performed employing single-stream HMMs under
several different scenarios, utilizing outer-lip and eyebrow FAPs
individually and jointly. A multistream HMM approach is pro-
posed for introducing facial expression and FAP group dependent
stream reliability weights. The stream weights are determined
based on the facial expression recognition results obtained when
FAP streams are utilized individually. The proposed multistream
HMM facial expression system, which utilizes stream reliability
weights, achieves relative reduction of the facial expression recog-
nition error of 44% compared to the single-stream HMM system.

Index Terms—Facial expression recognition, multistream
HMMs, facial animation parameters.

I. INTRODUCTION

AUTOMATIC facial expression recognition has many
potential applications in areas such as human-computer

interaction (HCI), emotion analysis, interactive video, indexing
and retrieval of image and video databases, image under-
standing, and synthetic face animation. Due to the increasing
importance of computers in every day life, HCI has become
very important in today’s society. Most of the current HCI
techniques rely on modalities such as, key press, mouse move-
ment, or speech input, and therefore do not provide natural
human-to-human-like communication. The information con-
tained in facial expressions, eye movement, hand movement,
etc., is usually ignored. Developing a system which could
detect the presence of humans (using face detection), determine
their identity (using face, voice, or audio-visual person recog-
nition), and understand their behavior (using facial expression
analysis, audio-visual speech recognition, etc.) in order to
respond to their needs or requests, would significantly improve
performance of HCI systems, and make them nonintrusive
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and natural to the user. Automatic facial expression analysis
is an important part of such a system. Human faces contain
significant information about emotions and the mental state
of a person that can be utilized in order to enable nonverbal
communication with computers [1], [2].

Ekman and Friesen [2] defined six basic emotions (happiness,
sadness, fear, disgust, surprise, and anger). Each of these six
basic emotions corresponds to a unique facial expression (see
Fig. 1). They defined the facial action coding system (FACS),
a system developed in order to enable facial expression anal-
ysis through standardized coding of changes in facial motion.
FACS consists of 46 action units (AU) which describe basic fa-
cial movements. It is based on muscle activity and describes in
detail the effect of each AU on face features. Suwa et al. [3]
and Mase and Pentland [4] performed early work on automatic
facial expression analysis. Most of the current automatic facial
expression recognition systems analyze only the six basic facial
expressions. However, there are also systems that define and an-
alyze a number of possible facial expressions [5].

Robust face detection, and tracking are of great importance
for automatic facial expression recognition. Face detection,
in general, is a difficult problem, especially in cases where
background, head pose, and lighting are varying [6]–[8]. After
successful face detection, interesting facial features usually
utilized for facial expression analysis, such as the mouth cor-
ners, eyebrows, eyes, nostrils, chin, etc., need to be located.
Another important issue in the design and implementation
of automatic facial expression systems is the choice of facial
features and their robust extraction from a static face image
or video. The various sets of facial features proposed in the
literature can be grouped into two categories: a) image-based
(appearance-based) features; and b) model-based (shape-based)
features. The choice of facial features clearly mandates the
tracking algorithms required for their extraction, but is also a
function of image (video) data quality and resource constraints
in the facial expression recognition application.

In the image-based facial feature extraction approaches, the
pixel intensities of the whole face image or certain regions
of the face image are processed in order to obtain facial fea-
tures. This approach is usually very fast and simple, but also
can provide facial features of high dimensionality, which can
affect reliable training of a classification system. In order to
improve performance of facial expression recognition systems,
image compression techniques, such as principal component
analysis (PCA) [6], linear discriminant analysis (LDA) [10],
discrete cosine transform (DCT) etc. [9]–[11], are commonly
used on image-based features to decrease their dimensionality.
Image-based facial features have been regularly utilized for
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Fig. 1. Six synthesized basic facial expressions obtained using an MPEG-4
compliant avatar [21] and outer-lip and eyebrow FAPs.

automatic facial expression recognition [9]. In the model-based
facial feature extraction approaches [5], [12]–[14], face models
are used to describe facial features. Only the model param-
eters that change during facial expressions are utilized for
classification of facial expressions. Such facial features are
usually of low-dimensionality. However, in order to ensure
good performance, the extraction of model-based features re-
quires robust facial feature tracking, which can be difficult and
computationally intensive. Significant information about facial
expressions is contained not only in facial features, but also
in dynamics of their temporal changes [9]. Facial expression
recognition systems that utilize static images [15], [16] can
provide good performance, however, video sequences contain
more information about expressions, and it is expected that
they provide improved recognition performance.

MPEG-4 is an audio-visual object-based video representation
standard supporting facial animation. MPEG-4 facial animation
is controlled by the facial definition parameters (FDPs) and
facial animation parameters (FAPs), which describe the face
shape, and movement, respectively [1], [17], [18]. There are
many applications that can use information contained in FAPs,
including audio-visual automatic speech recognition (ASR)
[19], audio-visual speaker recognition [20], facial expression
recognition [5], [12]–[14], etc. FAPs can be used to concisely
represent evolution of facial expressions. The FAPs that contain
significant information about facial expressions are those that
control eyebrow and mouth movements [14] (see Fig. 1). They
are utilized in this work for classification of facial expressions.

Approaches for classification of facial expressions can be di-
vided into spatial and spatio-temporal. In spatial approaches, fa-
cial features obtained from a single face image are utilized for
classification of facial expressions. Artificial neural networks
(ANNs) [22]–[24], support vector machines (SVMs) [10], LDA
[10], etc., are commonly used to perform spatial classification
in facial expression recognition systems. Although spatial ap-
proaches can achieve good facial expression recognition per-
formance in some cases, they do not model the dynamics of

facial expressions and therefore do not utilize all of the infor-
mation about facial expressions available in video sequences.
Spatio-temporal approaches allow for such modeling by con-
sidering facial features extracted from each frame of a facial ex-
pression video sequence. Hidden Markov models [25] are fre-
quently used in the literature to perform spatio-temporal classi-
fication [14], [26], [27].

Littlewort et al. [10] utilize image-based facial features for
classification. They automatically detect faces in images and
rescale them to 48 48 pixels. The rescaled facial images
are convolved with a bank of Gabor filters in order to ob-
tain their Gabor magnitude representation. They define seven
classes corresponding to the six basic facial expressions and
the neutral facial expression. They utilize several classifica-
tion approaches, including SVM, AdaBoost, and LDA. They
obtain the best performance when they perform feature selec-
tion using AdaBoost and classification using SVMs. The best
facial expression recognition rate that they achieve utilizing
Cohn-Kanade database [28] is 93.33%. They also performed
automatic recognition of FACS action units and achieved per-
formance of 92.9%.

Lien et al. [29] developed a system that automatically rec-
ognizes individual facial action units or combinations of action
units. They performed upper face facial expression recognition
based on FACS, while utilizing facial feature point tracking,
dense flow tracking with PCA, and high gradient component
(furrow) detection, in order to extract facial expression features.
They utilized HMMs for classification, and obtained upper face
action unit recognition performance of 85%, 93%, and 85%,
when feature point tracking, dense flow tracking, and furrow
detection were utilized, respectively.

Several automatic facial expression and facial action recog-
nition systems [29]–[33] utilize FACS as facial features. FAPs
have also been used as facial features in automatic facial expres-
sion recognition systems [5], [12]–[14]. The recognition results
obtained in [5], [12]–[14] showed that FAPs contain informa-
tion important for expression recognition. It is very important
to determine which FAP groups and classification approaches
provide the best facial expression recognition performance.

In this paper we present a novel multistream HMM
(MS-HMM) automatic facial expression recognition system
that utilizes MPEG-4 compliant facial features. The outer-lip
(Group 8) and eyebrow (Group 4) FAPs are utilized as ob-
servations (see Fig. 2). The proposed approach introduces
facial expression and FAP group dependent stream reliability
weights. The stream weights are determined based on the
automatic facial expression recognition results obtained when
FAP streams are utilized individually. The proposed MS-HMM
facial expression system, which utilizes stream reliability
weights, achieves high recognition performance and signifi-
cantly outperforms the single-stream HMM (SS-HMM) facial
expression recognition system.

The rest of the paper is organized as follows: Section II de-
scribes facial features, and their extraction. Section III describes
the proposed automatic facial expression recognition system. In
Section IV automatic facial expression recognition experiments
are described, while Section V summarizes the results and draws
conclusions.
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Fig. 2. Facial animation parameters [17].

TABLE I
NUMBER OF AVAILABLE VIDEO SEQUENCES FOR EACH

OF THE SIX BASIC FACIAL EXPRESSIONS

II. FACIAL FEATURES

The Cohn-Kanade facial expression database [28] is utilized
in this work. It consists of 284 recordings of 90 subjects. Each
recording contains one of the six basic facial expressions (anger,
disgust, fear, joy, sadness, and surprise) (see Fig. 1). The record-
ings corresponding to a particular subject represent different fa-
cial expressions. The video rate is 30 frames/s. Only full-face
frontal views with constant illumination are captured. The sub-
jects were not previously trained in displaying facial expres-
sions, however, they practiced the expressions with an expert
prior to video recording. Each expression recording starts at
neutral expression and ends at the peak of the expression. Image
sequences were digitalized into either 640 490 or 640 480
pixel arrays. The number of available sequences in the database
for each of the six basic expressions is shown in Table I.

In this work we exploit relative timing and temporal evolution
of facial feature changes by utilizing FAPs as facial features.
The MPEG-4 standard defines 68 FAPs. They are divided into
ten groups, which describe the movement of the face [1], [17],
[18]. These parameters are either high level parameter (Group
1), that is, parameters that describe visemes and facial expres-
sions, or low-level parameters (Groups 2–10; see Fig. 2), that is,
parameters describing displacement of the specific single point

of the face. FAPs control the key features of the model of a head,
shown in Fig. 1, and can be used to animate facial movements
and expressions [1]. Facial expression analysis using FAPs has
several advantages. One of these is that it secures compliance
with the MPEG-4 standard. Another is that already existing FAP
extraction systems or already available FAPs can be utilized to
perform automatic facial expression recognition. In addition,
FAPs are expressed in terms of facial animation parameter units
(FAPUs). These units are normalized by important facial feature
distances, such as mouth width, mouth-nose, eye-nose, or eye
separation, in order to give an accurate and consistent represen-
tation. This is particularly useful for facial expression recogni-
tion, since normalizing facial features corresponding to different
subjects enables better modeling of facial expressions. In this
work, the parameters which describe outer-lip (Group 8) and
eyebrow movement (Group 4) are utilized as features for classi-
fication. Group 8 and 4 parameters are expected to be the FAPs
that contain significant information for facial expression recog-
nition [9], [14]. There are ten FAPs describing the outer-lips
position and eight FAPs describing the eyebrow position. The
effectiveness of information contained in the outer-lip and eye-
brow FAPs for facial expression recognition is demonstrated
in this work. There exist different approaches for extraction of
FAPs, using active contour [14], [19], geometric templates [19],
[34]–[35] or combination algorithms [19].

A number of researchers have developed facial expression
recognition systems, which vary in the choice of database, fa-
cial features, information fusion, and classification techniques.
However, in order to enable fair comparison of different sys-
tems, standard evaluation procedures and experiments should
be defined. Furthermore, the effect of different facial features
or classification techniques on the overall facial expression
recognition performance can be evaluated separately, only if a
controlled experiment is constructed, i.e., all other elements of
the system remain fixed. Therefore, since the main goal of this
paper is to determine the advantages and improvements related
to the proposed MS-HMM system, we wanted to be able to
compare our system in terms of recognition performance with a
system utilizing the same database and the same facial features
but a different information fusion approach. Hence, we report
facial expression recognition results utilizing FAP sequences
that we obtained from [14] which were extracted from the
Cohn–Kanade database utilizing an active contour algorithm,
and compare them to the SS-HMM system facial expression
recognition results obtained in [14].

The active contour method is commonly used for extraction
of visual features. It is very useful in cases when it is hard to
present the shape of an object with a simple template. An active
contour (snake) is an elastic curve defined by a set of control
points [36]. It is used for finding important visual features, such
as lines, edges, or contours. Snake deformation is controlled by
the iterative search for a local minimum of the energy function,
which depends on the external and internal force fields. The in-
ternal snake forces are defined based on the required tension
and rigidity of the snake, while the external forces are derived
from the image data usually using gradient operator on original
or blurred images. An example of outer-lip tracking process is
shown in Fig. 3, where a gray level mouth image is shown in



6 IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 1, NO. 1, MARCH 2006

Fig. 3. An example of (a) an original mouth image; (b) corresponding external
force field; and (c) the final snake position.

Fig. 4. Block diagram of the automatic HMM-based facial expression
recognition system.

Fig. 3(a), the corresponding external force field in Fig. 3(b), and
the resulting snake position in Fig. 3(c). In the FAP extraction
process, after the outer-lip and eyebrow contours are tracked for
each sequence frame, they are compared to the corresponding
contours of the neutral (first) frame of the sequence in order
to calculate FAPs in terms of FAPUs. They are calculated by
aligning the current frame contours with the neutral reference
contours, calculating the movement, and normalizing the dis-
tances between corresponding locations (see Fig. 2).

III. AUTOMATIC FACIAL EXPRESSION RECOGNITION SYSTEM

The block diagram of the automatic facial expression recog-
nition system is shown in Fig. 4. HMMs, commonly used tool
for automatic speech recognition, are utilized in this work as
a classification approach. In general, an HMM is characterized
by the number of states in the model, state transition probability
matrix, type of state observations, observation probability distri-
bution, and initial state distribution. In this work, eyebrow FAPs

, outer-lip FAPs , or joint FAP vectors , extracted
at time from a face image, were used as observations. The
joint FAP vectors were obtained by appending the eyebrow to
the outer-lip FAP vectors. The single-stream HMMs [25] model
generation of a single observation sequence, and can be used to
model temporal changes of facial features which occur during
facial expressions. The continuous observation probability dis-
tribution corresponding to an HMM state is usually modeled by
Gaussian mixture densities, given by

(1)

In (1) subscript denotes a state of the HMM
corresponding to the facial expression

, while
denotes a type of observations used. denotes the number
of mixtures, the weight of the th mixture component,
and a multivariate Gaussian with mean observation and
diagonal covariance matrix . The mixture weights are
positive and their sum is equal to 1.

The HMMs used in this work were three-state contin-
uous left-to-right HMMs (see Fig. 5). The left-to-right HMM
topology is commonly used for modeling signals for which

Fig. 5. Model topology for the HHMs used to model the six basic facial
expressions.

properties change over time. The topology shown in Fig. 5 pro-
vided the best recognition results. Each of the six basic facial
expressions is modeled with an HMM. We developed three
systems by training SS-HMMs under three different scenarios.
In the first and second scenarios, the observation sequences
consisted of eyebrow, and outer-lip FAPs, respectively. In the
third scenario, the joint FAP vectors were used as observations.
In the HMM training process, training observation sequences
are used to estimate and adjust the model parameters. The
expectation-maximization (EM) [25] algorithm is commonly
used to obtain maximum likelihood estimates of the HMM pa-
rameters, such as means, covariance matrices, mixture weights,
and state transition probabilities, from the training observations.
The means and variances of all the states of the six HMMs
were tied in order to overcome the lack of training data and
perform more reliable training. Hence, the observation proba-
bility distributions for each state differed only in their mixture
weights. Iterative mixture splitting (increasing the number of
Gaussian mixtures), and re-estimation were performed during
the training process in order to obtain the final set of trained
HMMs. The “leave-one-out” strategy was used for training
and testing. The six HMMs were first trained with observation
sequences corresponding to all the subjects except one. Subse-
quently, the testing of the facial expression recognition system
was performed on the observation sequences corresponding to
the remaining subject. This procedure was repeated for all the
subjects in the database.

Since the outer-lip and eyebrow FAPs provide different
amounts of information about facial expressions, this informa-
tion should be weighted appropriately. Furthermore, the amount
of the information contained in a FAP stream also depends
on the particular facial expression. Hence, it is desirable to
develop a system that could model the reliability of the facial
expression information contained in the outer-lip and eyebrow
FAP streams with respect to different facial expressions. Mul-
tistream HMMs can be used to model such reliability through
the use of facial expression dependent stream weights. Their
usage in the developed automatic facial expression recognition
system is described next.

A. Multistream HMM System

Multistream HMMs allow for modeling reliability of dif-
ferent streams of information [37]–[39]. MS-HMMs can model
generation of multiple observation sequences. In general, the
observation probability distribution of the MS-HMM is the
product of the observation likelihoods of its single-stream
components, which are raised to appropriate stream exponents
that capture the reliability of each stream. MS-HMMs have
been commonly used for multiband audio-only ASR [37], [38]
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and audio-visual ASR [19], [39]. For the problem at hand, we
consider two streams of information, eyebrow, and outer-lip
FAPs, and utilize two-stream HMMs. The two-stream HMM
state observation probability distribution corresponding to the
facial expression , is given by

(2)

where denotes the stream , while subscript
denotes an HMM state of the HMM corresponding to the facial
expression . denotes the number of mixtures in a stream,

the weight of the th mixture of the stream for the
facial expression , and is a multivariate Gaussian with mean
observation and diagonal covariance matrix . The
nonnegative stream weights are denoted by . In general, they
can depend on the stream , facial expression , state , and the
time . However, in this work, the stream weights depend only
on the stream and the facial expression. They do not change over
time or for different states of an HMM model. It is assumed
that the outer-lip and eyebrow FAP stream weights
corresponding to the facial expression satisfy

(3)

for all six facial expressions.
In order to train the MS-HMM system, we need to estimate

HMM parameters, such as mixture weights, means, covariance
matrices, state transition probabilities, and stream weights, for
each of the streams. Maximum likelihood estimation by means
of the EM algorithm can also be used to estimate MS-HMM
parameters. We trained again six HMMs, one for each of the
six basic facial expressions. The MS-HMMs utilized in this
work were state-synchronous, that is the synchronicity between
the streams is enforced at the state level. Therefore, the six
MS-HMMs had the topology shown in Fig. 5.

Training of an MS-HMM system can be performed using
two approaches. With the first approach, the parameters cor-
responding to each of the stream components are trained
separately based on single-stream observation sequences. The
EM algorithm is used to train two SS-HMMs. Subsequently,
MS-HMMs can easily be obtained by combining observation
probability densities corresponding to the SS-HMMs, as in (2).
The transition matrices can be obtained by linear combination
of the SS-HMM transition matrices, which can be weighted by
the stream weights. The main disadvantage of this approach is
that the SS-HMMs are trained asynchronously, while the (2)
assumes that the stream components are state-synchronous. In
the second approach, which is used in this work, the MS-HMMs
are trained using both eyebrow and outer-lip FAP observation
sequences at the same time in order to enforce state synchrony.
The EM algorithm can also be utilized for training in this ap-
proach, due to the linear combination of stream log-likelihoods
by means of (2). The training procedure was similar to the
procedure described in the previous section.

Both approaches require a-priori choice of stream weights.
The stream weights corresponding to eyebrow and outer-lip

FAPs can be determined based on the confidence of these
streams and amount of information contained in them. They
can also be chosen by minimizing the facial expression recog-
nition error on a held-out (development) data set, utilizing
optimization techniques. Here, due to the training approach
utilized (“leave-one-out”), we determined the facial expression
dependent stream weights based on the recognition results
obtained when SS-HMMs were utilized with eyebrow and
outer-lip FAP vectors individually employed as observations.
The stream weights were computed as

(4)

where and denote recognition error rates for expres-
sion , obtained when eyebrow, and outer-lip observations were
utilized, respectively. This approach provides stream weights
proportional to the amount of information contained in corre-
sponding streams. Similarly, these weights can be determined
utilizing SS-HMM recognition rates obtained on a development
data set. However, as it will be shown in the next section, the
performance of the MS-HMM system is not very sensitive to the
choice of stream weights, provided that they are proportional to
the corresponding stream information.

As a result of the MS-HMM training process, we obtained
a set of six state-synchronous MS-HMMs corresponding to the
six basic facial expressions. Subsequently, we performed auto-
matic facial expression recognition experiments in order to de-
termine the effect of the introduction of stream reliability con-
trol to the recognition performance.

IV. AUTOMATIC FACIAL EXPRESSION RECOGNITION

EXPERIMENTS

Automatic facial expression recognition experiments were
performed utilizing both single- and multistream HMM sys-
tems. In the testing process, we calculate likelihoods that an ob-
servations sequence is generated by each of the HMMs corre-
sponding to the six basic facial expressions. Subsequently, the
observation sequence is assigned to the facial expression that
correspond to the HMM for which the likelihood of generating
the observation sequence is the largest. The performance of an
HMM-based facial expression recognition system strongly de-
pends on the choice of facial expression features (observations),
their dimensionality, and the amount of available training data.
There is a trade-off between the number of HMM parameters
that need to be estimated and the dimensionality of the observa-
tions (and the amount of the information contained in them). The
higher the dimensionality of the observations, the more classi-
fying information is available; however, the number of HMM
parameters also increases and more training data is required for
their accurate estimation. In order to investigate this , we per-
formed PCA on the eyebrow, outer-lip, and joint FAP observa-
tions, with the purpose of decreasing their dimensionality and
decorrelating them. The FAP PCA training sets consisted of
FAP observations, which were obtained utilizing all observa-
tion sequences in the database in order to determine whether
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TABLE II
FACIAL EXPRESSION RECOGNITION PERFORMANCE FOR

DIFFERENT CLASSIFICATION FEATURES

PCA can improve the performance of the system. The covari-
ance matrices were computed as

(5)

where and denote the th training FAP observation and the
mean FAP observation, respectively, for the type of observations

. After the covariance matrices were obtained and their eigen-
vectors and eigenvalues determined, the FAP observations, ,
were projected onto the eigenspace defined by the first eigen-
vectors

(6)

In (6), is the matrix of eigenvec-
tors, which corresponds to the largest eigenvalues, while

denotes the vector of corresponding projection
weights. The PCA of the eyebrow observations resulted in
two-dimensional eyebrow FAP PCA projection
weights. The first two principal components accounted to
98.81% of the total statistical variance. Similarly, we obtained
three-dimensional outer-lip and four-dimensional joint FAP
PCA projection weights. The first three and four principal
components accounted for 99.15% and 99.01% of the total
variance in outer-lip and joint FAP PCA, respectively. The
SS-HMM system was used to perform facial expression ex-
periments utilizing original eyebrow, outer-lip, or joint FAP
vectors, as well as their projection weights as observations,
with the purpose of determining the effect of the PCA on the
recognition performance. The observations obtained as a result
of the PCA produced poorer facial expression recognition per-
formance, than the original FAP observations (see Table II). We
concluded that the amount of training data was not sufficient
to provide reliable PCA and produce recognition performance
improvement.

In addition, in order to determine the best choice of classifi-
cation features, we performed experiments using first (delta-D)
and second (acceleration-A) order derivatives as observations,
by appending them to the original FAP vectors or using them
individually. The recognition results obtained in these experi-
ments are also shown in Table II. Since the original FAPs pro-
duced the best results they were used as observations in the
remaining experiments. The confusion matrices and the facial
expression recognition rates obtained when original FAP vec-
tors were used as observations are shown in Tables III–V. The
best recognition performance was achieved when ten Gaussian
mixtures were used. Tables III and IV reveal that the facial ex-
pression recognition system that utilized outer-lip FAP vectors
as observations outperformed the system that utilized eyebrow

TABLE III
CONFUSION MATRIX AND AUTOMATIC FACIAL EXPRESSION RECOGNITION

PERFORMANCE FOR THE SS-HMM SYSTEM THAT UTILIZES

EYEBROW FAP VECTORS AS OBSERVATIONS

TABLE IV
CONFUSION MATRIX AND AUTOMATIC FACIAL EXPRESSION

RECOGNITION PERFORMANCE FOR THE SS-HMM SYSTEM

THAT UTILIZES OUTER-LIP FAP VECTORS AS OBSERVATIONS

TABLE V
CONFUSION MATRIX AND AUTOMATIC FACIAL EXPRESSION

RECOGNITION PERFORMANCE FOR THE SS-HMM SYSTEM

THAT UTILIZES JOINT FAP VECTORS AS OBSERVATIONS

FAP vectors. The overall expression recognition performance
of the systems that utilized individually outer-lip, and eyebrow
FAPs was 87.32%, and 58.80%, respectively. It can be con-
cluded from these results that outer-lip FAPs provide more in-
formation for classifying a facial expression sequence as one of
the basic six facial expressions. The recognition rates for facial
expressions fear and sadness were particularly low when only
eyebrow FAPs were used. This was expected, due to the fact that
the changes in eyebrow FAPs that occur during these expres-
sions are very similar to the changes that occur during several
other facial expressions. This caused many classification errors,
as can be seen in the confusion matrix shown in Table III. The
facial expression recognition rates for the remaining four facial
expressions were relatively high, even when only eyebrow FAPs
were used, due to the clear motion of the outer-lips and eyebrows
corresponding to these expressions. It is important to note that
the recognition rates for the facial expressions fear and sadness
decreased when joint observations were used, as compared to
the recognition rates achieved when only outer-lip FAPs were
used (see Table V). Utilizing the joint observations increased
the dimensionality of the features used for classification and af-
fected reliable training. The amount of additional information
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Fig. 6. Facial expression recognition performancetion obtained when each
of the outer-lip weights corresponding to the six basic facial expression
MS-HMMs was varied around the value that provided the best performance,
while the remaining five weights were fixed.

about expressions fear and sadness contained in the eyebrow
FAPs was insufficient to overcome the effect of the increased
dimensionality of the observations on reliable training. There-
fore, it is desirable to rely more on information contained in
outer-lip FAPs when describing expressions fear and sadness
and less on the information contained in the eyebrow FAPs. In
order to achieve that, we utilized MS-HMMs and facial expres-
sion dependent stream weights to model the reliability of the in-
formation contained in the outer-lip and eyebrow FAP streams.

A. Multistream HMM Facial Expression Recognition
Experiments

Outer-lip FAPs provided more information and produced
better expression recognition results. Hence, the outer-lip
stream weights were set in the experiments to be larger for the
facial expressions for which eyebrow FAPs did not contain
sufficient information. Stream weights were determined ac-
cording to (4), utilizing the facial expression recognition results
obtained when eyebrow and outer-lip FAPs were used indi-
vidually. After the stream weights were chosen, MS-HMMs,
described in the previous section, were utilized to perform facial
expression recognition experiments and determine the effect of
the introduction of stream reliability control to the recognition
performance. The training and testing procedures were similar
to procedures described in the previous section. The recognition
performance obtained for the stream weights chosen based on
(4) was 93.31%. In general, stream weights should be estimated
on a development data set, either using (4) and the SS-HMM
facial expression recognition results or by maximizing the
MS-HMM recognition performance utilizing optimization
techniques. Nevertheless, the MS-HMM recognition results are
not very sensitive to the choice of the stream weights, provided
that the larger weight is assigned to the information stream that
provides better recognition results. In order to demonstrate that,
we performed recognition experiments utilizing a number of
different stream weight sets. The best recognition performance
achieved was 93.66%, which was slightly better than the perfor-
mance obtained utilizing stream weights obtained from (4). We
show in Fig. 6 the recognition performance obtained when the

TABLE VI
CONFUSION MATRIX AND AUTOMATIC FACIAL EXPRESSION RECOGNITION

PERFORMANCE FOR THE MS-HMM SYSTEM THAT UTILIZES

EYEBROW AND OUTER-LIP FAP VECTORS AS OBSERVATIONS

TABLE VII
AUTOMATIC FACIAL EXPRESSION RECOGNITION PERFORMANCE FOR

DIFFERENT OBSERVATIONS AND DIFFERENT HMM SYSTEMS

weights for five of the MS-HMMs corresponding to five facial
expressions were fixed and one of them is varied around the
value that provided the best performance. It can be concluded
from Fig. 6 that the proposed system is not very sensitive to the
choice of stream weights. Furthermore, significant recognition
performance improvement is achieved for a large set of stream
weights when MS-HMMs are utilized. In addition, the best
recognition performance (93.66%) was obtained for several
different sets of stream weights. The confusion matrix for the
set of stream weights that provide the best recognition rates
is shown in Table VI. The overall recognition rates for all
the systems tested are shown in Table VII together with the
MS-HMM facial expression dependent stream weights.

The experiments were performed for different number of
Gaussian mixtures used for eyebrow and outer-lip FAPs. The
number of mixtures for each of the streams varied from two
to ten. The recognition results obtained are shown in Fig. 7.
The best recognition performance was obtained when four
mixtures were used for each of the FAP groups. In general,
the optimal number of Gaussian mixtures for eyebrow and
outer-lip observation streams depends on the dimensionality of
the observations and the amount of available training data, and
should be determined on a development data set.

It is important to note that the overall facial expression
recognition performance increased by approximately 5% when
the MS-HMM system was used compared to the joint feature
SS-HMM system. The relative reduction of the expression
recognition error achieved, compared to the joint feature
SS-HMM facial expression recognition system, was 44%.
In addition, recognition rates for facial expressions fear and
sadness increased by addition of the eyebrow information
due to the stream reliability modeling. The proposed system
outperforms the system described in [14] which achieves the
recognition performance of 84% utilizing SS-HMMs, the same
facial features and the training procedure on the same database.
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Fig. 7. Facial expression recognition performance obtained for different
number of Gaussian mixtures used for outer-lip and eyebrow FAP streams.

The best recognition performance obtained (93.66%) was very
similar to the performance obtained in [10] (93.33%), where
image-based features are utilized on the same database.

V. CONCLUSIONS AND FUTURE WORK

The automatic facial expression recognition systems devel-
oped in this work utilize eyebrow and outer-lip FAPs for classi-
fication. Using FAPs as classification features secures compli-
ance with the MPEG-4 standard and enables utilization of al-
ready available FAP extraction tools and FAP streams for the
purpose of automatic facial expression recognition. In addition,
the achieved high automatic facial expression recognition rates
show that significant amount of information about facial expres-
sions is contained in FAPs. The relative reduction of the expres-
sion recognition error achieved when the MS-HMM system was
used, compared to the SS-HMM system, was 44%. The intro-
duction of expression dependent stream weights enabled mod-
eling of the reliability of information contained in FAP streams.
The stream weights were chosen based on the effectiveness with
which the FAP streams describe a particular facial expression.

It is important to point out that the proposed MS-HMM facial
expression recognition approach can be utilized with any kind
of facial features, be it model- or image-based. For example, in
order to utilize image-based facial features, an image of the face
can be divided into several regions, which describe movement of
the mouth, eyes, nose, cheeks, etc. The facial features extracted
from such facial regions can be utilized as observation streams.
The system can be easily extended to utilize more than two
streams of information employing three-, four-, or five-stream
HMMs. Furthermore, model-based and image-based facial fea-
tures can be combined as two separate streams of information
employing two-stream HMMs. As a result, both shape and in-
tensity information can be exploited, and their contribution ap-
propriately weighted, in order to achieve improved recognition
performance. Training procedure described in previous sections

can be used with such systems. The number of Gaussian mix-
tures and the stream weights can be determined on a develop-
ment data set, based on the dimensionality of the observations,
the amount of training data available, and the SS-HMM recog-
nition performance.

It is expected that the use of additional information about fa-
cial expressions contained in the video sequences would further
improve recognition performance. Sufficient amount of training
data could also be used to perform PCA on outer-lip and eye-
brow FAPs in order to decorrelate them and decrease their di-
mensionality, which should result in more reliable training of the
MS-HMMs and ultimately better recognition results. It would
also be very important to develop an MS-HMM system that
would utilize useful acoustic information. Since facial expres-
sions usually occur during verbal communications, audio in-
formation about facial expressions could be combined with the
information contained in the person’s face in order to provide
improvement in automatic facial expression recognition perfor-
mance. Introducing weights that depend on reliability of the in-
formation contained in a particular stream would provide better
control of the information integration process and better recog-
nition performance. The reliability of audio information could
be determined based on acoustic noise and amount of informa-
tion contained in them.

Investigating possible applications of expression FAPs (high-
level FAPs) for facial expression analysis would also provide
directions for future research.
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