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Mindreading: Mental State Ascription and
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Abstract: The debate between the theory-theory and simulation has largely ignored
issues of cognitive architecture. In the philosophy of psychology, cognition as symbol
manipulation is the orthodoxy. The challenge from connectionism, however, has
attracted vigorous and renewed interest. In this paper I adopt connectionism as the
antecedent of a conditional: If connectionism is the correct account of cognitive archi-
tecture, then the simulation theory should be preferred over the theory-theory. I use
both developmental evidence and constraints on explanation in psychology to sup-
port this claim.

1. Introduction

Our ability to explain one another’s actions by appeal to inner mental states
is distinctive for its sophistication, dynamic sensitivity and predictive accu-
racy. You are confident that I am crying because I am sad, that Clinton hesi-
tates because he is uncertain, or that Smith is dialling long distance because
he believes that Brown is in Barcelona. These explanations appeal to the men-
tal states of sadness, uncertainty and belief respectively. We hypothesize
mental states inside someone’s head to explain her actions and, except for
poetry and metaphor, we think it is a little odd to expound on the hopes,
beliefs and desires of inanimate objects.1 For intentional entities, a folk psy-
chology that posits mental states has much to recommend it.

There has been an explosion of interest in this topic by cognitive scientists
of all stripes under the rubric of theory of mind studies. The fundamental
issue is, how do we ascribe mental states, and how is it that we are so good at it?
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2. The Theory-Theory and the Simulation Theory

The debate over how we ascribe mental states to other cognizers has, for
the most part, ranged over the limits of the conclusions one can draw from
the experimental data resulting from studies on how children develop this
capacity. Theory-theorists hold that adults possess a theory that somehow
describes generalizations mediating behaviour or observable characteristics
and mental states. Observed behaviour plus background knowledge is the
input to this theory, while a mental state attribution is the output. The output
is used by the ascriber to explain intentional action, to generate plans that
involve the target and to predict future behaviour by the target. Of course,
the theory is tacit; these transactions typically go on below the level of con-
scious awareness.

Prominent versions of the theory-theory claim that between the ages of 3
and 4 years, toddlers construct and refine the theory of mind (in the psycho-
logical literature, cf. Astington et al., 1988; Wellman, 1990; Wellman and
Woolley, 1990; Astington and Gopnik, 1991; Gopnik and Wellman, 1992).
The most dramatic innovation in the development of the theory occurs as
children adopt a representational view of the mind where they begin to
understand that their own mental states may differ from other’s given differ-
ences in perceptual access and perspective (Gopnik, 1993). By the age of
three and a half, the theory of mind allegedly begins to allow for these cases.
The theory might be innate or learned, and might be modular (strongly or
weakly) or part of the wider web of general folk theorizing about the world.
The geography of the debate in psychology emerges nicely by categorizing
proposals according to their answers to these questions.

I will not pursue in detail the theoretical and empirical considerations that
motivate the array of research programmes on the theory-theory.2 The idea
is that, more or less in the same way that we have a folk theory of the
behaviour of middle-sized objects, we have a theory of how to make sense
of the activities of other sentient beings in terms of inner states. This is not
to say that there aren’t significant differences between, say, a folk psychology
and a folk physics. The crucial common ground is that, in ways specified
by the proponents of the view, both are properly theories.

The theory-theory is widely held in developmental psychology and cogni-
tive anthropology. Some philosophers and cognitive scientists, however,
have entered into the debate in part on the premise that the data from psy-
chology does not conclusively support the theory-theory. A simulation
account has been offered as an alternative and competitor to the theory-
theory (Gordon, 1986; Heal, 1986; Goldman, 1989; Harris, 1989).

The simulationist’s claim is that in order to ascribe mental states to others,
people use the target’s circumstances as make-believe inputs for themselves,

2 For a first rate and up-to-date overview, see the introductions to the Davies and Stone
collections, 1995a, 1995b.
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and generate their own mental state off-line. This is the mental state that
they then ascribe to the target. The input in the simulation theory may come
from perceiving the target’s circumstances or from a fund of background
knowledge about the target or both. Jane Heal (1995) puts it this way: ‘Sup-
pose I am interested in predicting someone’s action. . . . What I endeavor to
do is to replicate or recreate his thinking. I place myself in what I take to
be his initial state by imagining the world as it would appear from his point
of view and I then deliberate, reason and reflect to see what decision emer-
ges’ (p. 47).

There are two commitments made in this passage that are typical of the
simulation view. First, the simulationist must posit some manner of pretence
that provides the input conditions for simulation. There must be some way
that an agent can place herself in the shoes of a target of mental state ascrip-
tion. Second, there must be a way to ‘deliberate, reason and reflect’ in such
a way that the results are not action or belief guiding. According to the
simulationist, the deliberative mechanisms in use here for mental state
ascription are the same mechanisms used in the first person case. These dou-
ble-duty mechanisms must be prevented from issuing in behaviourally effi-
cacious results in the third person case. This is just what taking the mech-
anism ‘off-line’ amounts to. Theory-theorists must also endorse a pretence
mechanism as the capacity for pretence is widely accepted in the develop-
mental literature, completely apart from issues in the theory of mind (Fein,
1981; Bretherton, 1984). So, the single mechanism hypothesis is what is dis-
tinctive about the simulation account. One cognitive apparatus performs
double duty.

The simulationist can concede that not all instances of mental state ascrip-
tion are the result of simulation (Goldman, 1989). We may over time develop
inductively based generalizations that allow us to assess without simulation
new cases that are similar to old ones that we did simulate. The important
point is that mental state ascription is fundamentally and first a simulative
process. The simulation proposal gets some of its intuitive impetus from the
insight that the most efficient and accurate guide to other people’s mental
state to behaviour transitions will be the cognitive mechanism that performs
this function in one’s own case. The simulationists have further argued that
their account can adequately explain the psychological data; theory-theorists
have attempted to rebut simulation by appeal to further studies (Nichols et
al., 1996), and even now there is likely a study in progress that will, accord-
ing to its authors, definitively refute the theory-theory or the simulation
view.

Here I propose to take a different tack. I shall argue that commitments to
views on the nature of representation and cognitive architecture can have
an important bearing on our consideration of issues in the theory of mind.
My strategy illustrates another avenue of participation in the theory of mind
debate. The philosophy of psychology has recently seen a revival of careful
consideration of how specific views on representation influence psychologi-
cal science (Clark, 1993; Von Eckhardt, 1993; Macdonald and Macdonald,
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1995b). The appearance of connectionist accounts of cognition has pressed
these issues to the fore (Macdonald and Macdonald, 1995a).

I will take the recent emergence and growing acceptance of connectionist
accounts of cognition as a starting point. That connectionism has a significant
and apparently burgeoning influence on psychological theorizing shall be
enough to generate a conditional: If connectionism is the proper global
account of cognition, do our theoretical commitments here speak to the
theory of mind debate? My answer is affirmative and in favour of simulation.

3. Connectionism

I turn to a brief rehearsal of the connectionist’s claims about the architecture
of cognition. This will lay the groundwork for the suggestion that represen-
tational commitments do speak to the theory of mind debate.

Though many of the essential components and insights of connectionism
have been around for some time (McCulloch and Pitts, 1943; Hebb, 1949;
Rosenblatt, 1962; Minsky and Papert, 1969), it is only in the last decade that
parallel distributed processing accounts of cognitive activity have posed a
serious and pressing challenge to the view of the mind as a serial symbol
manipulator (Rumelhart and McClelland, 1986; Smolensky, 1988; Clark,
1989). Connectionist architectures are characterized by a set of simple nodes
that instantiate transfer functions. These transfer functions accept input from
the environment or other nodes, and produce output that is scaled
depending on the inhibitory or excitatory nature of the links between the
nodes. A network thus produces a total activation vector resulting from the
weights of all the connections in the network. The total activation vector is
then functionally associated with a particular input. Via various feedback
rules—some mathematically complex, others not—the network can be
trained to output a particular activation vector when given a particular
input. Weights can be updated to produce the proper output in response to
novel input, while still preserving the input–output mappings for old train-
ing data. The network thereby effects an important kind of learning.

Even a casual perusal of the current literature in the philosophy of mind
and cognitive psychology will show that connectionism has made significant
inroads into the way we think about cognition, broadly construed. There
have been relatively fewer attempts, however, to link architectural questions
with particular issues in psychology. Although the relationship between
architectural considerations and cognitive psychology has been discussed,
only a minority of working researchers have tried to exploit these insights.
This is where the nascent field of cognitive neuroscience shines. Kosslyn and
colleagues (Kosslyn et al., 1992), for example, have used considerations of
connectionist architectures to argue that the visual system exploits two kinds
of spatial relations—coordinate and categorical—to process objects. Of
course, merely having a connectionist argument for a psychological theory
is insufficient. Convergent data from other methodological domains will be
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required. My argument below, then, should not be overstated. I claim that
connectionism gives one source of evidence in favour of simulation. There
is still much empirical and theoretical work to be done.

Logically, there are several possibilities. One might think that connec-
tionism does not weigh in favour of the theory-theory or the simulation
account in any way. After all, Paul Churchland (1989) advocates the theory-
theory, only to complain later that it is not a very good theory and should
be eliminated. The implication is that being a connectionist does not affect
one’s scruples regarding the theory of mind. The irrelevance thesis is
explicitly adopted by Stich and Nichols (1992):

The difficulties encountered by those who have sought to describe
the rules or principles underlying our grammatical . . . abilities have
convinced a growing number of theorists that our knowledge of
these domains is not stored in the form of rules or principles. That
conviction has been an important motive for the development of
connectionist and other sorts of non-sentential and non-rule based
models. But none of this should encourage an advocate of the off-
line simulation theory. The dispute between connectionist models
and rule-based models . . . is a dispute among theory-theorists. (p. 49,
emphasis in original)

It is unclear how we should read the emphasized claim. It may very well be
an accurate description of the literature that connectionist versus sentential
accounts have been proposed as alternatives only among theory-theorists.
This would not be a terribly interesting point. Stich and Nichols must be
urging something more serious: That nothing about connectionism could
make a difference in the theory-theory/simulation debate because the ten-
sion between connectionist and symbolic architectures occurs at a different
level of inquiry than that of the theory-theory and simulation theory.
According to Stich and Nichols, one must first decide whether a theory-
theory or an off-line simulation account is to be endorsed for mental state
ascription. If a theory-theory is endorsed, only then will the issue of deciding
what manner of representation to embrace arise.

But is this a legitimate way of construing the dialectic? Suppose it turned
out that one account or another of mental state ascription was suggested by
features specific and peculiar to the underlying architecture? Would it suffice to
react to this by claiming that the revelation is irrelevant because the choice
of a theory-theory versus a simulation theory occurs before architectural
issues need to be considered? It is surely against the spirit of the method-
ology of contemporary psychology to abstract away completely from archi-
tectural constraints at the level of primary psychological theorizing. Worries
about implementation are part of the inspiration for connectionist accounts,
so it would be odd if this commitment was abandoned when trying to arbi-
trate between the theory-theory and the simulation theory. And it is difficult
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to see what Kosslyn’s laboratory is up to if we disallow architectural con-
siderations from serving as a source of constraint on psychological theories.

I will argue that specific features of cognitive architecture weigh in favour
of one theory of mental state ascription, the simulation theory.

4. One Network Realizations

Let us look at an adaptation of connectionism that instantiates the theory-
theory of mental state ascription. I will show that the most plausible attempt
to instantiate the theory-theory in a connectionist network will look alarm-
ingly like the simulation proposal. I conclude that there is a deep affinity
between the claims of the simulationist and the architectural constraints of
PDP.

One might think that connectionism is poorly situated to explain or
instantiate a theory in any domain, let alone a theory of folk psychology.
The worry is that, in the absence of an explicitly represented set of symbols,
it is difficult to see where a theory—with its transition laws and sanctioned
inferences—might reside. Presumably the theory is somehow represented in
the weights and activations of the network. But are weights and activations
properly construed as a theory? If not, the simulation argument would be
much easier. Namely, suppose we are connectionists, and connectionism
cannot handle theories. Therefore, connectionism and the theory-theory are
incompatible and simulation emerges as the victor. Of course, this argument
comes at too great a price. For folk physics or folk biology, the theory-theory
is arguably the only game in town. If either folk physics (or quantum mech-
anics, for that matter) as construed as a theory or connectionism has to go,
prospects look dim for connectionism. So, this quick argument must be avo-
ided. My view is that connectionism can instantiate theories, but that—in
the case of mental state ascription—there is reason to think it does not. The
theory-theory is not ruled out straightaway if we endorse connectionism.
We may yet have a theory of biology or geology or folk geology—if there
is such a thing—and remain connectionist. How would the theory work in
the specific case of folk psychology?

We may suppose that there will be a set of vectors in the weight space
comprised by the network’s activation and connections that represent a
theory of mind. When the behaviour of another agent is introduced into the
network as input, the activations are recalculated, generating an output. That
output will be the ascription of a mental state. Theory-theorists must claim
that there is one set of activations that mediate a child’s first person mental
states and behaviour, and a second, separate, set of activations that mediate
the ascription of mental states to other cognizers’ behaviour by instantiating
a theory. The idea is that, given these two separate cognitive tasks, two sets
of activations will be required.

Two separate computational tasks, then, must be performed by either a
single network or two different networks: One task is first person mental
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state to behaviour mediation, the other is third person mental state ascrip-
tion. Consider first a one-network hypothesis. In the next section we will
consider the two-network hypothesis. What does success in two different
tasks amount to in a single connectionist network? In a fully distributed
neural network each node of the network is representationally significant (Van
Gelder, 1991). Any representational state the system is in is composed of all
the nodes. It therefore makes no sense to talk about a theory instantiated in
some discrete portion of a network. Specifically, it will not be the case in a
single fully distributed network that some nodes and connections instantiate
a theory of ascribing third person mental states while another portion of the
network simultaneously mediates first person mental states to behavior. The
very same nodes do the work of both; the differences must be accounted for
by appeal to the activations of the very same pool of nodes at different times.

Not all connectionist networks are fully distributed. Various grades of
localist representation are possible, with individual representations super-
vening on single nodes or small clusters of nodes. In Sejnowski and Rosen-
berg’s familiar text-to-speech system NETtalk, each letter is locally rep-
resented by one of twenty-six dedicated units at the input level (Sejnowski
and Rosenberg, 1987). In a theory-theory network with local representations,
some portion of the network might represent a theory of mind for third
person ascription, while another non-overlapping portion of the network
might represent the control structure for first person mental state to behav-
iour generation. Contrary to this possibility, the present argument will turn
in part on treating the theory-theory network as fully distributed (or at least
as not radically localist).

What are the merits of this assumption? In the connectionist literature, the
move from local to distributed representation has two motivations (Clark,
1989; Feldman, 1989). First, distributed representation will afford fault toler-
ance or graceful degradation. In one sense of graceful degradation, this is
the property that allows a system to behave coherently when offered incom-
plete or somewhat inaccurate input. Where representation is local, missing
or inaccurate data would result in catastrophic failure because what would
be missing or erroneous is an entire representation rather than a part of a
representation. Where a representation is distributed, one node mis-firing or
not firing at all will make relatively less difference to the overall performance
of the system.

Second, distributed representation will allow for flexible generalization
based on fine-grained similarities of representation. In a localist architecture,
either the activation of the representation is present or not. In a distributed
architecture, representations appear in degrees depending on similarity of
the activity pattern to past activity patterns. Both the theory-theory and first
person mental state to behaviour mediation appear to robustly exhibit the
characteristics that motivate connectionists toward distributed represen-
tation. The theory-theory offers coherent output even where some of the
input data is erroneous or missing. We can judge that someone is in the
mental state of distress if we only see his tears while failing to notice his
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trembling shoulders. Further, part of the impressiveness of the theory-theory
is that it is subtly sensitive to the gradations of circumstances when produc-
ing mental state ascriptions, and can accurately attribute a mental state in
novel interpersonal contexts (Fodor, 1987).

Finally, let us be clear on what is being assumed by stipulating a fully
distributed network. I am not suggesting that entire brains or the hemi-
spheres or even the lobes are single fully distributed networks. My claim is
that within a single module, full distribution of representation is the most
promising architecture. So, in whatever functional modules implicated in
the theory of mind literature, I will presume that these are fully distributed
connectionist networks. As a consequence, in the one-network hypothesis
there will be a network that achieves both first person behaviour and third
person attribution, and the representations that mediate the two tasks will
each be distributed over the entire network.

Our one network, then, manages both the first person and third person
mental state tasks. The network will require some control mechanism to
determine which task to perform at any given moment. That is, there needs
to be some representation of the difference between first person and third
person processing. A first person-representing sub-component may appear
as a single additional activity pattern at the level of input, or may appear
in some more nuanced way across the network activation.3 For simplicity,
consider the case where the first person status of the processing is encoded
as a single additional activity pattern. Borrowing some terminology from
the philosophy of language, I will call these de se input vectors, as they are
essentially first person indexical (Lewis, 1979; Perry, 1979). The de se vector
will be the portion of the network’s input activation that indicates to the
single network that it is the first person that is the source of the mental
state conditions.

The de se vector will not need to generate a dramatic effect on network
activity. Its role is to tag an instance of processing as first person processing
so that ‘down stream’, during later cognition, proper motivation and behav-
iour will result. In fact, it is important that the de se vector not have a massive
influence on processing. This is because mental state to behaviour inferences
are closely mirrored in first person and third person processing. For
example, from the mental state of hunger we may, ceteris paribus, infer food-
finding plans in both the first person and third person case. This thesis is
recognized by both camps of the theory-theory/simulation debate. Were it
not for inferential similarity, the theory-theorist’s case would be clear. She
could point out that third person mental state ascriptions are nothing like
the inferential chains that go on in the first person case, so simulation must
be false. This argument, however, is rejected because other peoples’ mental
states and patterns of behaviour are judged to be much like our own
(Grandy, 1973). The reason simulation even begins to look plausible is infer-

3 The latter possibility was suggested by one of the anonymous referees for this journal.
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ential similarity between first and third person mental state tasks. It is a
similarity that must be respected in this theory-theory one-network scenario.
If the de se vector had a large effect on processing, inferential similarity
would be difficult to maintain.

Connectionist networks work on a principle of conservatism. Where two
objects to be represented are similar, e.g. the shape of the letters O and U,
the representational states of the network will be similar. More precisely,
the difference in weights between the state representing the prototype of ‘O’
and the state representing the prototype of ‘U’ will be less than the difference
in weights between the state representing the prototype of ‘O’ and the state
representing the prototype of ‘K’. A liability of this feature is that sometimes
a network will mistake similar objects in, for instance, pattern recognition
tasks. On the other hand, this conservatism allows the network to process
noisy input so that an imperfect token of ‘U’ will still be processed as a ‘U’
as long as the figure is not more similar to some other letter form (Rumelhart
and McClelland, 1986; Mozer, 1991).

In a single network, full distribution together with representational con-
servatism presents a problem for the theory-theory. Here is a pared-down
version of the argument. Where the theory-theorist’s hypothesis is
instantiated in a single connectionist network (by the one-network
hypothesis), the same nodes and weighted connections are responsible for
a theory of third person mental states and for mediating first person mental
states to behaviour. The difference between the two cognitive processes is
due to what we have been calling the de se vectors. These are part of cogni-
tive processing during those times of first person mediation between mental
states and behavior. At other times, the activations that constitute the de se
vectors will be absent. Where the de se vector’s effect is slight, a connectionist
realization of the theory-theory of mental state ascription will be in a compu-
tational condition very close to the condition where the system is generating
behaviour from its own mental states. The third person mental state theory
must therefore be the first person mental state network activation and weight
with the de se vectors subtracted out. Given the principle of conservatism,
the total activation resulting from the subtraction will be very similar to the
total activation representing the first person state.

Unfortunately for the theory-theorist’s case, the proposal is essentially the
simulation account: Ascribing third person mental states is a matter of taking
one’s own mental state network off-line and running the usual process. The
absence of the de se vector amounts to bringing the network ‘off line’; that
is, without the de se activation, the network will run without the information
that this particular computational transformation is the first person case.
Though it is possible to insist that this new vector is a theory while holding
that the de se inclusive total vector is not, this is unprincipled. Recall that
what is crucial about the simulation account is that the same functional
machinery be used for both first person and third person mental state tasks.
Where only one network is involved, the connectionist theory-theorist is
drawn toward simulation.
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I conclude that by the one-network hypothesis, a connectionist will be a
simulationist. In the next section, the two-network hypothesis is investigated
to determine whether or not the theory-theory can be rescued from within
a connectionist framework.

5. Two Network Realizations

In the two-network hypothesis, one network will be responsible for first
person mental state mediation, while a second separate network will be
responsible for third person attribution. Given the considerations above,
both will be fully distributed. Therefore, it is possible for one network to be
a theory of mental state ascription, while the other is (potentially) a non-
theoretical first person mental state mediating mechanism. This looks like a
promising line for the connectionist theory-theorist.

I will investigate two sources of evidence that show that the two-network
hypothesis cannot be right. Ultimately it will not do to hypothesize two
distinct networks with two different sets of weights. First, we look to the
psychological data that militates against the two-network hypothesis.
Second, I will argue from principled requirements on explanation in psy-
chology to show that the two-network hypothesis should be rejected.

The errors that toddlers make in mental state ascription are errors that are
characterized by ascribing their own mental state to others rather than some
other, incorrect, mental state. This point is illustrated by a well-known
experiment by Astington and Gopnik (1991)—based on a paradigm due to
Perner et al. (1987)—where 3-year-old children are presented with a sweet
box. Upon inspection, the sweet box turns out to be full of pencils. When
the children are asked what someone else will guess as the contents of the
box, they report pencils, even though they thought that the box contained
candy before it was opened. This seems to show that, if children are using
a theory at all, they are using a theory that has access to first person men-
tal states.

The error is even more dramatic in the original Perner paradigm. In his
experiments, 3-year-olds are shown a character, Maxi, putting a piece of
chocolate away in cupboard A. Maxi goes out to play, and his mother moves
the chocolate to cupboard C. The young subjects of this experiment are privy
to this plan. Maxi returns, craving chocolate, and the children are asked
which cupboard Maxi will look in. Children respond statistically signifi-
cantly with cupboard C, failing to attribute the false belief to Maxi. A control
condition indicates that these subjects remember where Maxi put the choc-
olate. Moreover, no subject responded with cupboard B. If the first person
and third person systems were completely modular, the error would be a
mystery as there would be no explanation of why the child was seduced
into predicting that Maxi would look in the cupboard that she, the child,
believed the chocolate to be in. These results have been replicated many
times over a variety of experimental paradigms.
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We are faced with explaining the particular error that is made on the
above false belief tasks. The children in the experiments respond to questions
with their own mental state, showing that the process that is responsible for
mental state ascription has access to first person mental states. But with two
fully distributed networks, the only way two networks could have access to
one another is by being connected. That would create one network, thereby
landing us back in the one-network hypothesis. At least prima facie, then, the
two-network hypothesis seems to be unacceptable on empirical grounds.

It may seem that this problem looms for orthodox, symbolic approaches
to cognition and that the same empirical data would be equally effective
against the theory-theory in more traditional architectural realizations. If this
were so, connectionism would not be doing any of the work in the argument
against the two-mechanism view; the data from psychology would argue
for simulation. Happy as this result would be for the simulationist, the argu-
ment just does not go through with an orthodox architecture. This is because
the orthodox view has an extra degree of explanatory freedom with which
to account for the error in the false belief task. The additional freedom owes
to what we shall call a data structure/process distinction that is absent from
connectionism (Cummins, 1989, p. 154).

When an orthodox symbol theory-theorist attempts to explain the pattern
of empirical results in mental state ascription, he has two items in his toolkit.
He may appeal to the data structures encoded in the systems’ memory or
perceptual output and to the processes that take the data as arguments. Two
processes may look to the same data pool for their arguments. For example,
take imagining as one process, and looking-at as another. Naturally, these are
too course-grained to do any real work in cognitive psychology and are
meant for illustrative purposes only. So consider imagining something spe-
cific, like Socks the Cat. Alternatively, consider looking at Socks the Cat. The
two processes are distinct, but there is no difficulty in holding that they
compute over the same argument, namely, the Socks representation. There
is nothing illicit in maintaining that all the difference between imagining
Socks and looking at Socks is explained by appeal to the processes while
holding the data constant. Another way of putting this, familiar to computer
programmers, is that in traditional programming languages such as LISP
there are variables and there are functions. The variable theta in the LISP
function (SETQ counter u) is the same theta as the theta in the function
(PUSH u accumulator), even though SETQ and PUSH are different processes
and result in different computational states.

Returning to the theory of mind, suppose one wanted to explain a child’s
reporting her own belief when asked about the beliefs of another child who
should have a false belief. One might claim that there is a process that
mediates first person mental state computation and a second process that
deploys the folk theory of mental state ascription. For toddlers, but not for
adults, the data appropriate to the first process infects the second process.
Infection here means erroneously contributing the first person data to the
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third person process. As this proposal might go, there are two processes,
but the error that children make is parsimoniously explained.

This is not a ‘just so’ story. Leslie offers this very account (Leslie and
Thaiss, 1992). He argues that a standard false belief task such as the sweet
box experiment requires two components. The more general component will
be the Theory of Mind Module (ToMM). This is the theory of mind mech-
anism proper. The second component is a selection processor (SP), respon-
sible for deciding which pool of information to draw from to determine
input to ToMM:

According to the model, 3-year-olds fail . . . standard false belief . . .
tasks because SP is as yet poorly developed. They do not fail
because they cannot remember the previous and now counterfactual
state of affairs—control questions show otherwise—but because
they fail to select the appropriate counterfactual or because reality
intrudes. To succeed, the child must identify and select the right
premise to enter into the inference process, resisting intrusion from
other premises. (p. 247)

In Leslie’s proposal, the input premises to the ToMM are separate from the
ToMM. In orthodox accounts, this is a perfectly reasonable division of lab-
our. So, with respect to my arguments, all bets are off if we start with the
orthodox computational view.

It may seem that the orthodox approach contains valuable lessons for the
connectionist theory-theorist, but it will not help to simply copy the architec-
ture offered by Leslie. For Leslie, ToMM is one process, corresponding to
the one-network approach. However, might there be available a thoroughly
connectionist explanation that roughly mimics the orthodox approach in its
use of two networks? In this proposal the psychological data that shows
failure on the false belief task is accounted for by hypothesizing that the
input vector reflecting first person states is erroneously input to the third
person ascription network. This seems possible as long as two networks can
potentially take the same vector as input.

While the suggestion in question could emulate the orthodox approach to
taking into account the false-belief error, it will not suffice as a psychological
explanation of the error. This is because it is viciously ad hoc. As we found
above during the discussion of the role of the de se subvector in the one-
network hypothesis, the two networks posited would have to be inferentially
very similar because the generalizations that describe mental state trans-
actions are largely the same in the first person and third person case. What
would explain the identity of the inferences, given two networks? A connec-
tionist could stipulate that the two inference mechanisms in the two networks
are the same, but as Leslie himself, and Fodor and Pylyshyn, have argued,
this is an unprincipled psychological explanation. The stipulation is the flaw.

Leslie views it as important that his theory-theory account be realized in
an orthodox, symbolic architecture (Leslie, 1988). ToMM is a single process

 Blackwell Publishers Ltd. 1998



Mindreading 335

that potentially receives two kinds of data. He insists that in order to mimic
this explanation connectionistically:

. . . One could attempt to construct [in this case, two] networks
whose ‘contents’ had shared properties. On the other hand, it would
be just as easy to construct networks whose ‘contents’ were arbi-
trarily different. There is nothing in connectionist architectures to
prevent functionally distinct networks from differing arbitrarily. But
this fact will deprive us of a principled explanation should it be the
case that different ‘mental spaces’ are always related in their con-
tent. (p. 206)

The contents referred to in the passage are the inferences. Leslie therefore
uses some of the very same psychological data reported here coupled with
connectionism’s inability to make the data/process distinction as an argu-
ment for the orthodox view. I have attempted elsewhere to fend off this anti-
connectionist conclusion (Cruz, 1995).

What is at the heart of the issue is that the parsimony of a manoeuvre in
cognitive psychology will depend on whether we start with a connectionist
architecture or an orthodox architecture. Leslie’s point and the argument
strategy I appeal to above to refute the two-networks hypothesis is closely
related to Fodor and Pylyshyn’s admonition that connectionism cannot
account for inferential coherence4 (Fodor and Pylyshyn, 1988). As Fodor and
Pylyshyn urge, ‘. . . inferences that are of similar logical type ought, pretty
generally, to elicit correspondingly similar cognitive capacities. . . . This is
because, according to the Classical account, this logically homogeneous class
of inferences is carried out by a correspondingly homogeneous class of
psychological mechanisms’ (p. 47). The lesson we are to draw is that, for a
genuine psychological explanation of the similarity between homogeneous
inferences, a single process must be implicated. Orthodox computationalism
meets this desideratum admirably by positing a single process working on
a multiplicity of data. The problem with connectionism, according to Fodor
and Pylyshyn, is that ‘connectionists can equally model a mental life in which
you get one of these inferences and not the other’, even though the inferences
are homogeneous (p. 130, emphasis in the original). This argument has the
same structure as Leslie’s, but Leslie casts it between networks rather than
within a network. Leslie’s argument is therefore shielded from prominent
(and, to my mind, convincing) replies to Fodor and Pylyshyn (Smolensky,
1995).

My use of this argument holds that, even though Fodor and Pylyshyn’s
points with regard to a single network have met with an effective counter,
they yet obtain with respect to multiple networks in just the way Leslie

4 This characteristic was called systematicity of inference in the original article. The label
inferential coherence later replaced it.
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claims. For my purposes and on the same grounds, the argument shows that
the two-network attempt to explain the false-belief task failure should be
rejected. The developmental evidence indicates that the cognition respon-
sible for the first person mediation between mental states and behaviour are
part of the same cognitive apparatus that must embody the putative theory-
theory. Again, if this were not so, the theory-theorist would owe us an
account of why children in the false belief task make the particular misattri-
bution that they do, namely, offering their own mental state. We are back,
then, to a single network hypothesis: If a single fully distributed network
runs two cognitive events, all the elements of that processing take place over
all the nodes of that network.

A happy result of this theory-theorist cum one-network connectionist pro-
posal is that it explains the data from cognitive development. When queried
on the mental state of others, children at age three are unable to distinguish
the mental states of others from their own. The cost of this success is that we
are back to the argument scouted in Section 4; starting with connectionism,
simulation looks very natural.

The argument of this section relies crucially on two pieces of information.
The first (empirical) point is that children are prone to substitute first person
mental state ascriptions in third person ascription tasks. This establishes that
the two processes have intimate access to one another. The second
(methodological) point is that the inferential coherence between first person
mental state mediation and third person ascription makes positing two dis-
tinct networks ad hoc. Thus, a single network hypothesis, with its simulation-
favourable consequences, is endorsed.

What of our other folk capacities, such as folk physics? It would be a
radical conclusion to maintain that a single network was responsible for our
judgements in all folk domains. So, my arguments must allow for a way to
keep the folk physics network, for example, separate from the folk psy-
chology network.5 While the capacity to ascribe mental states seems to have
access to the output of the folk physics network (for ascribing beliefs about
the behaviour of middle-sized objects), there is no reason to view them as
subsumed by one network. First, there is not a pattern of empirical results
showing that children or adults systematically substitute folk physics judge-
ments for folk psychology judgements. Thus, folk physics information
appears more like data for the folk psychology network than output of the
folk psychology network, in contrast to the first person output bias that chil-
dren show. Second, folk physics and folk psychology are not inferentially
coherent. The pattern of inferences in folk psychology is only distantly
related to the pattern of inferences in folk physics. Thus, the methodological
argument that makes a two-network—one first person, one third person—
hypothesis suspect in folk psychology, does not argue against separating
folk psychology and folk physics. Presumably, a similar point could be made

5 This point is due to an anonymous referee for this journal.
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about employing my argument to collapse any folk domain with folk psy-
chology.

6. Conclusion

I have appealed to unique features of connectionist architectures and to
developmental data in order to show that the simulation approach is fav-
oured by connectionism. As the developmental data are crucial to the argu-
ment, it is yet open to the theory-theorist to dig in her heels and point out
that the reported experiments give data on only one kind of ascription
achievement. It remains possible to hold that other kinds of mental state
ascription, for different mental states or in different contexts, would not
show the pattern of empirical results necessary to yield my argument.
Roughly, the empirical results that the argument relies on show that third
person mental state ascriptions have access to first person mental state
ascriptions. This is what is essential about children’s failure on the false-
belief task: they mistakenly ascribe their own beliefs.

Part of the problem for my case is that adults do not fail the false belief
task. Other evidence must be marshalled to show that in adults mental state
ascriptions reference first person mental states. There is some suggestive
data available beyond children’s failure on false beliefs. In the social psy-
chology literature, Geis and Levy (1970) focus on subjects who achieve low
scores on tests to determine their level of willingness to engage in Machiavel-
lian manipulation of others. Their data shows that these low-scorers do
worse than medium and high-scorers on predictions of what other test-tak-
ers will score on such tests. This is because they grossly underestimate the
scores of other test-takers, instead predicting a score much closer to their
own. This is plausibly viewed as a case of the low-scorers mis-attributing
their own mental states to others (for discussion, see Mealey, 1995). By this
interpretation, the low-scorers are victim to something akin to an adult ver-
sion of failure in the false belief task.

Similarly, Dodge and Newman (1981) report evidence that shows that, in
teenage boys, aggressiveness covaries with an over-attribution of aggression
in others (see also, Nasby et al., 1979; Steinberg and Dodge, 1983; Waas,
1988). In one experimental setup, adolescents incarcerated for unacceptable
aggressive behaviour reliably over-attribute aggressive intentions in neutral
test scenarios compared to non-aggressive subjects. More recent studies have
shown that the amount of over-attribution is correlated with the amount of
aggressiveness manifest in the attributer, here gauged as a function of the
seriousness of his crime (Dodge et al., 1990).

These experiments, though suggestive for the simulationist’s case, are
clearly not decisive. They do, however, move some way toward demonstrat-
ing the weaker claim that mental state attributers have direct access to and
are influenced by their own mental states. This is the type of evidence that
is required in an expansive range of cases to solidify my argument above.
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The future research programme of simulationists must be aimed at further
demonstrating the dramatic interference of first person mental states in third
person attribution. The current data available, conjoined with architectural
considerations of connectionism, makes the simulationist’s case widely com-
pelling and puts the burden of proof squarely on the shoulders of the
theory-theorist.

The simulation account that results from connectionist considerations is
only a version of simulation. The argument adduced above suggests that not
all of the vectors used in the first person generation of mental states are used
to simulate. During simulation, the de se vector will be absent from the input
activation to the network. So, strictly speaking, the network employed is
different, activation-wise, during simulation. In spite of this activation differ-
ence, the same machinery is in use for third person mental state ascriptions.
It would be strange to hold that the same network was at some point a
mental state to behavior mediating module, and then becomes a theory of
mental state ascription simply by subtracting out the de se vectors at the
level of input. The more natural conclusion is that the same mechanism, or
a decisively similar one, is responsible for both first person mental state to
behaviour generation, and third person mental state attribution. This is just
what simulationists hold.

Cognitive Science
Hampshire College
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