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Summary

How do we understand the actions of other individuals

if we can only hear them? Auditory mirror neurons re-
spond both while monkeys perform hand or mouth ac-

tions and while they listen to sounds of similar actions
[1, 2]. This system might be critical for auditory action

understanding and language evolution [1–6]. Prelimi-

nary evidence suggests that a similar system may ex-
ist in humans [7–10]. Using fMRI, we searched for brain

areas that respond both during motor execution and
when individuals listened to the sound of an action

made by the same effector. We show that a left hemi-
spheric temporo-parieto-premotor circuit is activated

in both cases, providing evidence for a human audi-
tory mirror system. In the left premotor cortex, a soma-

totopic pattern of activation was also observed: A
dorsal cluster was more involved during listening

and execution of hand actions, and a ventral cluster
was more involved during listening and execution of

mouth actions. Most of this system appears to be mul-
timodal because it also responds to the sight of similar

actions. Finally, individuals who scored higher on an
empathy scale activated this system more strongly,

adding evidence for a possible link between the motor
mirror system and empathy.

Results

We conducted an fMRI experiment with 16 subjects and
tested auditory and motor properties in the same sub-
jects on two separate days. During the auditory day,
subjects listened to 4 s sounds from five categories
(see Table S1 in the Supplemental Data available online).
We presented sounds in a randomized sequential order
by using a sparse sampling block design. Sounds were
presented in the silent interval between the acquisition

*Correspondence: c.keysers@med.umcg.nl
of two consecutive brain volumes. We compared the
sounds of bimanual hand actions (HandSnd) and mouth
actions (MouthSnd) against environmental sounds not
related to actions (EnvSnd) and phase-scrambled ver-
sions of the action sounds that had the same frequency
composition but were not recognizable (ScrHandSnd
and ScrMouthSnd). During the motor day, subjects
were asked to execute actions similar to those used in
the auditory stimuli within the constraints of the scanner.
For hand actions, subjects were requested to use both
their hands to reach out, grasp an object (a peanut or
a sheet of paper), rip or break the object apart, and re-
turn to the resting position (HandExe). For mouth ac-
tions, subjects were requested to manipulate, by using
their lips, a small object that was lowered onto their
lips by the experimenter, who used a wooden ‘‘fishing
rod’’ (MouthExe). In all motor trials, subjects had to
watch a screen with instructions and were prevented
from seeing and hearing their own actions. The auditory
data were always collected on a day preceding that of
motor scanning in order to avoid the possibility that
the memory of executing the actions would bias percep-
tual brain activity toward premotor areas.

To investigate the presence of an auditory mirror sys-
tem in humans, we combined the results of the auditory
and motor testing for each effector separately (Figure 1A;
Table S2). We required each voxel to be significantly ac-
tivated by audition of actions of the specific effector
(HandSnd-EnvSnd for the hand and MouthSnd-EnvSnd
for the mouth, p < 0.005, see Figure S1A and Table S3)
and by execution of similar actions with the same effec-
tor (HandExe-rest or MouthExe-rest, p < 0.005, see Fig-
ure S1B and Table S4). This analysis indicated that the
left BA44, BA6, IPL and bilateral middle temporal gyrus
(MTG) and superior temporal sulcus (STS) were active
both when subjects listened to actions and when they
executed them. Single-subject analysis with unsmoothed
data confirm the consistency of this result (Figure S1C
and Table S5). The mirror circuit was more strongly
activated in the six subjects who ranked highest in per-
spective taking (PT [11, 12]) than in the six subjects
who ranked lowest in this scale (Figures 1B and 1C). In
the latter, although there was a trend for mirror activity,
this activity failed to pass stringent statistical threshold-
ing. Significant positive correlations between PT and
visual activations (r > 0.5, p < 0.03) in mirror areas
confirmed that this effect holds over the entire pool of
subjects (Table S6). Because of the limited number of
subjects in our experiment, this finding is tentative and
will require replication in larger pools of subjects. De-
spite these differences in brain activations, there were
no differences between the behavioral performance of
the high PT subjects in the scanner and that of the low
PT subjects. During scanning, subjects had to report
by button press the rare occurrence of a sound from a dif-
ferent category within a block (e.g., a HandSnd in a block
of MouthSnds). The number of ‘‘hits,’’ the number of
‘‘false alarms,’’ and the overall accuracy in the detection
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Figure 1. Voxels Significantly Activated by Audition of Actions of the

Specific Effector and Execution of Similar Actions with the Same

Effector

(A) Mirror activations rendered on the mean anatomical image of the

16 subjects with a transparency of 30 mm (random-effect analysis,

p < 0.005 separately for listening and execution, k = 20). Red voxels

were active during listening and execution of hand actions, yellow

voxels were active during listening and execution of mouth actions,

and orange voxels were active for both effectors. All these areas

are significant even if a false discovery-rate correction for multiple

comparisons is used at p < 0.05.

(B and C) The effect of PT on the activation of the mirror system. (B)

Comparison of the contrast values of HandSnd-Env among the six

subjects with highest PT (scores: 27, 24, 23, 23, 22, and 22) and

the six subjects with the lowest PT score (scores: 18, 18, 16, 15,

13, 12, and 16) via a two-sample t test at p < 0.005. (C) Same for

MouthSnd-Env. The tests were masked with results of (A) to be

restricted to mirror areas. See Table S6 for coordinates.

(D) The audio-visual mirror system. The auditory mirror system for

hand actions as defined in (A) is shown in red, and its sectors

responding also to the sight-of-hand actions (HandVis 2 CtrlVis,

p < 0.005, random-effect analysis) are shown in black.
task performed during scanning were high in all subjects
(see Supplemental Data) but showed no significant dif-
ferences between the groups (two-sample t test high
versus low PT, all p > 0.2). This lack of difference might,
though, be due to a ceiling effect. Inter-individual differ-
ences were not observed along other dimensions of
empathy (see Supplemental Data, including Figure S3).

To demonstrate the selectivity of this mirror system,
we identified mirror regions that were activated more
by the sounds and the execution of hand actions com-
pared to mouth actions and vice versa (Figure 2D) within
the mask of mirror areas defined above. The left hemi-
sphere showed a somatotopical organization of the
premotor mirror regions both during listening and during
execution, with a dorsal region in BA6 responding more
to the hand and a ventral region in BA44 responding
more to the mouth. The IPL responded more to the
hand than to the mouth (see also Table S8). A region of
interest (ROI) analysis, in which we extracted the mean
signal from the three main clusters identified in the pre-
vious analysis, revealed that in all three areas, the sound
of the preferred action was the only sound contributing
significant activations (Figures 2A–2C). The phase-
scrambled versions of the preferred actions did not ac-
tivate any of these areas, demonstrating that the effector
preference is not based on the difference in frequency
composition of hand and mouth actions. During motor
execution, clusters also demonstrated significant acti-
vations during the use of the nonpreferred effector, but
these activations were significantly smaller than those
associated with the preferred action. Table S8 lists all
clusters demonstrating preference for the same effector
during execution and listening.

To examine the similarity between the auditory mirror
system and the more classically described visual mirror
system, we capitalized on the fact that the 16 subjects
used in this experiment were also used in a separate ex-
periment investigating the visual representation of hand
actions (Gazzola et al., Cognitive Neuroscience Society
Meeting Abstract, 2004; see Supplemental Data). We
contrasted the brain activation during the sight of grasp-
ing actions (HandVis) against a control hand movement
not involving an object (CtrlVis). In contrast with the left
lateralized auditory activations, visual activations were
bilateral (Figure S5B), but much of the auditory mirror
system was also activated in the HandVis-CtrlVis con-
trast (p < 0.005, Figure 1D). Importantly, in a ROI analysis,
only the hand-selective regions of Figure 2 responded
significantly to the sight of hand actions while the mouth
region was inhibited. Unfortunately, a similar analysis for
mouth actions was not possible because only hand
actions were tested in the visual experiment. It should
be noted that the actions visually presented to the partic-
ipants, e.g., grasping a wooden block, are not normally
associated with salient sounds.

The hand actions that subjects executed in the scan-
ner (ripping paper, breaking peanuts) produced sounds.
Even though these sounds were covered by the noise of
the scanner, participants may have imagined the sound
of these actions, and this may have rendered the finding
of activations common to listening and executing hand
actions trivial. We therefore performed alternative anal-
yses in which motor areas were defined based on the
execution of actions that do not produce salient sounds
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Figure 2. Somatotopy

(A–C) Signal extraction from the hand clus-

ters in BA6, IPL, and mouth clusters in BA44

(as shown in [D]) of the left hemisphere during

listening, execution, and observation of

actions. An asterisk denotes significant dif-

ferences at p < 0.05, and a double asterisk

denotes those at p < 0.01 according to

a two-tailed t test against 0 or a matched-

pair t test (n = 16, df = 15). Error bars repre-

sent the SEM.

(D) Brain activations of hand-selective (red)

and mouth-selective (yellow) areas. The

dark green lines represent the border of

BA6 based on Amunts’s probabilistic maps

(at least 3/10 subject threshold), and the light

green lines represent the border of BA44. All

these areas are significant even if a false-dis-

covery-rate correction for multiple compari-

sons is used at p < 0.05.
(see Figure S6). These analyses revealed extremely
similar results, indicating that auditory imagery during
motor execution cannot explain our results.

Discussion

After the discovery of auditory mirror neurons in mon-
keys [1, 2], the existence of a similar system in humans
has been suggested by a number of studies [7–10].
Here we show that a left lateralized circuit composed
of bilateral mid-temporal gyrus (MTG), left inferior parie-
tal lobule, and left premotor cortex (BA44/6) responds
for both action execution and action sounds in the
same subject. Although the fMRI data alone cannot
demonstrate that the same neurons within a voxel re-
spond to the sound and the execution of actions, these
data, in light of primate [1, 2, 13] and TMS [7, 9] experi-
ments, suggests that our parietal and premotor findings
represent the activity of auditory mirror neurons in these
areas. Interestingly, the MTG was also found to be com-
mon to action listening and execution. This area does
not appear to contain mirror neurons in the monkey [5]
but is critical for the auditory and visual perception of
biological actions [5, 14–19]. MTG activations to the
sound of actions are thus likely to reflect the sensory
elaboration of these sounds [15–18], and this sensory
elaboration could then be sent through direct reciprocal
connections [5] to the parietal and from there to the pre-
motor cortex. During action execution, neurons in the
temporal lobe have been shown to be inhibited in the
monkey [20, 21], suggesting that MTG activity during
motor execution could reflect the inhibition of expected
sensory consequences [5, 20, 21], the metabolic cost of
which could lead to BOLD (blood-oxygen-level-depen-
dent) signal increase without an increase of neural firing
[22]. Alternatively, it could reflect the internal generation
of the auditory and visual consequences of the executed
actions [23]. In either case, the MTG would be a close
functional ‘‘partner’’ of the auditory mirror system
proper and could be composed of parietal and premotor
areas. Although some studies find MTG activation dur-
ing motor execution [23, 24], others do not [25, 26]. Care-
ful investigations of the factors determining these differ-
ences will be required.

Much of the auditory mirror system also responds to
the vision of actions, indicating that, except for differ-
ences in lateralization, the auditory and visual mirror
systems are similar in humans. Further experiments
will be necessary to allow examination of whether, as
in primates [1, 2], single neurons in those areas may
combine auditory and visual mirror properties.

A critical feature of the mirror system is the selective
mapping of specific heard or seen actions onto the mo-
tor programs for executing the same actions [1, 2, 27].
Showing the existence of a mirror area that is more acti-
vated by hand sounds than by mouth sounds and that
has the same preference during execution, as well as
the existence of an area with a complementary prefer-
ence for mouth actions, could help establish such spec-
ificity in humans. So far, some studies have shown that
the vision [28–30] (or sound [31]) of hand actions acti-
vates different sectors of the premotor cortex than the
vision (or sound) of mouth actions, and other studies
have shown that the execution of hand actions activates
different sectors of the premotor cortex than the execu-
tion of mouth actions [30, 32–34]. However, none of
these studies has compared the execution and percep-
tion of the actions from these two effectors (hand versus
mouth) in the same subjects [28, 29, 31–34]. Here, test-
ing hand and mouth actions during listening and
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execution, we demonstrate that a ventral premotor clus-
ter preferred mouth actions and that a dorsal one pre-
ferred hand actions, in both conditions. These findings
provide direct neuroimaging evidence for selective map-
ping in the human mirror system. This dorso-ventral or-
ganization is in agreement with the auditory, visual, and
motor somatotopy derived in separate studies [29–35]
and with observations in the monkey [1, 2, 27], where
many mirror neurons respond to both hand and mouth
actions but where the most dorsal ones respond more
to hand actions and the most ventral ones respond
more to mouth actions. This suggests that the sound
of a particular action is mapped onto the motor program
for executing that particular action. This finding is in ac-
cord with the selective nature of auditory facilitation in
TMS studies [7, 9] and with the somatotopical represen-
tation of action words [36, 37]. Because the actions
composing the HandSnd and MouthSnd conditions dif-
fered not only in the effector used (hand versus mouth)
but also in the type of action performed (e.g., to open
versus to crunch), it will therefore remain for future ex-
periments to establish whether our dorso-ventral differ-
entiation reflects the difference between hand and
mouth in our stimuli or differences in the type of actions.
Either way, the sound of particular actions was mapped
onto premotor regions more involved in performing
similar actions—a central pillar of the mirror matching
theory [1–6, 27, 38].

It has been postulated that the mirror system is impor-
tant for understanding others because it simulates their
actions onto one’s own sensory-motor representations
[1–5, 27, 30, 38, 39]. If the mirror system is indeed in-
volved in ‘‘slipping into another’s shoes,’’ then we may
predict that individuals who are better at taking the per-
spective of other people should show stronger activa-
tion in their mirror areas (see Supplemental Data for
example items from the different subscales). Here we re-
port that people scoring high on perspective taking (PT)
[11, 12] show stronger auditory mirror activations. Inter-
estingly, correlations with PT not only included premo-
tor areas but also extended into SI and SII [39–45], areas
that appear to mirror the tactile experiences of others
[39, 40]. This suggests that with increasing PT, individ-
uals start to share the tactile consequences of heard
actions in addition to their motor programs. The fact
that there were no significant differences in performance
between the two groups suggests that the differences in
the mirror activations observed here are not simply re-
flections of attention to the task during scanning but
that the excellent performance of all subjects in the
task may have led to a ceiling effect potentially masking
such differences. Given the limited number of subjects
in our analysis (6 versus 6), such findings should be
considered tentative, and they require replication in
larger groups of subjects. In addition, the mechanisms
through which higher PT scores lead to differences in
brain activity remain to be investigated; both differences
in the efficacy of the connection linking sensory and pre-
motor structures and top-down processes such as
selective attention to other individuals’ actions could
play important roles. Other subscales measuring inter-
personal reactivity (empathic concern [EC], fantasizing
[FS], and personal distress [PD] [11, 12]) did not corre-
late with mirror activations in our experiment. EC has
been shown to correlate with insular activation while
subjects were aware of other people’s pain [46, 47].
Different aspects of empathy thus could depend on
different neural substrates [3, 4]. Interestingly, unusually
low mirror activity has been observed in autistic sub-
jects in both the premotor [48, 49] areas, found to corre-
late with PT in our study, and the insula [49], found to
correlate with EC in other experiments.

Most of the sounds we have used in the current exper-
iment result from events that are evolutionarily novel
(e.g., opening a zipper, a can of soft drink, etc.). The mir-
ror activations we demonstrate are therefore likely to re-
flect learned associations between novel actions and
their sounds. Studies on pianists yield corroborating ev-
idence for the effect of learning [8, 50]: Compared to
novices, expert pianists show significantly stronger
activations to the sound/sight of piano playing in their
premotor cortex. Together, these data indicate that the
mirror system is not restricted to genetically preprog-
rammed actions; rather, it is plastic and also responds
to learned actions, in agreement with the idea that mirror
neurons could result from hebbian learning [5].

Here we have considered areas to be truly mirror only
if they respond more to action sounds than to environ-
mental sounds that are equally recognizable (as deter-
mined by stimulus pretesting) and similarly complex.
Furthermore, because our environmental sounds were
also chosen by pretesting to be as easy to verbalize as
our action sounds, subtracting the latter from the former
should minimize the possibility that our results are due
to verbalization. However, unlike our bilateral visual
and motor activations, our auditory activations in BA44
were left lateralized. The finding that an auditory mirror
system in humans is specialized to the left hemisphere
is in agreement with previous TMS findings [7]. One
might speculate that the left-lateralized spoken lan-
guage may be linked to a left-lateralized multimodal mir-
ror system that associates the sounds, in addition to the
sight of actions with the motor programs required to
produce these actions [1, 2, 6, 9, 36, 37, 51–53]. Indeed,
evolutionarily, vocalization, which dates back to am-
phibians, is the oldest lateralized brain system [54]. It
is possible that this initial lateralization for vocalization
may have influenced the lateralization for the represen-
tations of the sounds of actions as well.

Experimental Procedures

Subjects and General Procedures

Sixteen healthy volunteers (14 right and two left handed; nine female

and seven male; mean age = 31 years, range = 25–45 years) with nor-

mal or corrected-to-normal vision and normal hearing were tested.

All subjects were informed about the content of the study, and all

signed an informed-consent agreement. All experiments were ap-

proved by the Medical Ethical Commission (METc) of the University

Medical Center Groningen (NL).

Auditory Stimuli

Five categories of auditory stimuli were used, as shown in Table S1.

ActionSnds (referring to HandSnds and MouthSnds jointly) were re-

corded with an omnidirectional microphone (Earthworks TC30 K)

placed at 1 m from the human executing the actions and digitized

with an A/D preamplifier with phantom power supply (MindPrint

AN/DI PRO) and a digital I/O sound card (RME Digi 96/8 PST). The

ActionSnds were then processed with CoolEdit Pro. Because this

study focuses on higher-order cortical areas, sounds were not
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equated for loudness so that their ecological validity would be pre-

served. Unlike the action sounds that were recorded in house, Envi-

ronmentalSounds were downloaded from the internet (www.

audiosparx.com). The phase-scrambled sounds were obtained by

application of a Fourier transform to each action sound, the phase

spectrum was permutated for frequencies above 125 Hz, and the

sounds were reconstructed with an inverse Fourier transform. These

sounds were equal to the original action sounds in terms of their

global frequency composition. All sounds are included as supple-

mental sounds 1–25 and were psychophysically tested on ten sub-

jects not participating in the main study (see Supplemental Data

for further details). They were presented with the program Presenta-

tion (www.neuro-bs.com) and pneumatic headsets. Subjects wore

earplugs to avoid potential hearing damage due to the loudness of

the EPI sequences. Although the combination of pneumatic head-

phones and earplugs resulted in substantial drop off in the high fre-

quency range (>5 kHz), pilot testing showed that subjects were able

to recognize the sounds perfectly (well over 90%) during scanning

and that the brain activity could be adequately triggered even with

these frequency-attenuated stimuli.

Auditory Experimental Design and Scanning Sequences

We used a sparse block design [55]. A scan cycle (TR) was com-

posed of twenty-five axial slices (4.5 mm thickness, 3.5 3 3.5 mm

in plane resolution, 0.1 mm slice gap) collected in 1.5 s followed

by silence lasting 4.1 s. We presented our 4 s stimuli during this pe-

riod of silence. Stimuli were arranged in blocks of three consecutive

sounds of the same category, with two TR without sounds between

blocks. The silence condition was a block of three TRs without

sound presentation. The experiment was split in four runs, with a to-

tal of 12 blocks for each category in pseudorandomized order. Sub-

jects performed an odd-ball detection task throughout the scanning

and performed at 98% on average (see Supplemental Experimental

Procedures).

Motor Task

Subjects performed two runs of motor testing. In the hand motor run,

participants watched a back-projected screen, which contained ei-

ther a green or a red cross. During the red cross, subject were re-

quested to stay immobile. When the cross turned to green, subjects

had to extend their arms forward and grasp an object given to them

by the experimenter. If the object was a peanut, they had to break it

in two; if it was a sheet of paper, they had to rip it in two. Because the

actions had to be done out of sight, the object was handed over to

the subject in a predetermined position. Subjects then had to return

to the resting position. The end of the action was recorded by the ex-

perimenter, who used a button box. The action lasted approximately

5 s, with eight repetitions of peanut breaking and eight repetitions of

paper ripping in pseudorandomized order. Two actions were sepa-

rated by 10 6 2 s of rest condition.

In the mouth motor run, the onsets of the green cross coincided

with the lowering of a small object onto subjects’ lips and signaled

that they should start to manipulate it with their lips while keeping

their jaws closed. Four seconds after the onset of the green cross,

the red cross appeared and ordered them to stop the movement.

A 4-s-on, 10 6 2-s-off design was used with 16 repetitions. Again,

subjects were unable to see the object being lowered onto their

lips. The small object was a little red plastic dwarf, approximately

1 cm high, that was found in a Kinder-Surprise Egg and had no mag-

netic properties. Inspection of the EPI images during the mouth mo-

tor runs compared to the other runs, in which no object was present

close to the subject’s head, revealed that the presence of the object

caused no measurable magnetic artifact.

Subjects were unable to hear the sound of their own actions

(<80 dB) because of the approximately 120 dB of scanning noise,

earplugs, and protective headphones.

Data Analysis, Preprocessing, and Visual Task

Data were preprocessed and analyzed with standard SPM2 (www.

fil.ion.ucl.ac.uk/spm) random-effect procedures and the general

linear model (GLM). See Supplemental Experimental Procedures

for details.
Supplemental Data

Supplemental data include additional experimental procedures,

eight tables, and six figures and are available online at http://www.

current-biology.com/cgi/content/full/16/18/1824/DC1/.
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2. Kohler, E., Keysers, C., Umiltá, M.A., Fogassi, L., Gallese, V., and

Rizzolatti, G. (2002). Hearing sounds, understanding actions:

Action representation in mirror neurons. Science 297, 846–848.

3. Gallese, V., Keysers, C., and Rizzolatti, G. (2004). A unifying view

of the basis of social cognition. Trends Cogn. Sci. 8, 396–403.

4. Keysers, C., and Gazzola, V. (2006). Towards a unifying neural

theory of social cognition. Prog. Brain Res. 156, 383–405.

5. Keysers, C., and Perrett, D.I. (2004). Demystifying social cogni-

tion: a Hebbian perspective. Trends Cogn. Sci. 8, 501–507.

6. Rizzolatti, G., and Craighero, L. (2004). The mirror-neuron sys-

tem. Annu. Rev. Neurosci. 27, 169–192.

7. Aziz-Zadeh, L., Iacoboni, M., Zaidel, E., Wilson, S., and Maz-

ziotta, J. (2004). Left hemisphere motor facilitation in response

to manual action sounds. Eur. J. Neurosci. 19, 2609–2612.

8. Bangert, M., Peschel, T., Schlaug, G., Rotte, M., Drescher, D.,

Hinrichs, H., Heinze, H.J., and Altenmuller, E. (2006). Shared

networks for auditory and motor processing in professional pia-

nists: evidence from fMRI conjunction. Neuroimage 30, 917–926.

9. Fadiga, L., Craighero, L., Buccino, G., and Rizzolatti, G. (2002).

Speech listening specifically modulates the excitability of

tongue muscles: a TMS study. Eur. J. Neurosci. 15, 399–402.

10. Pizzamiglio, L., Aprile, T., Spitoni, G., Pitzalis, S., Bates, E.,

D’Amico, S., and Di Russo, F. (2005). Separate neural systems

for processing action- or non-action-related sounds. Neuro-

image 24, 852–861.

11. Davis, M. (1980). A multidimensional approach to individual

differences in empathy. Catalog of Selected Documents in Psy-

chology 10, 85.

12. Davis, M. (1983). Measuring individual differences in empathy:

Evidence for a multidimensional approach. J. Pers. Soc. Psy-

chol. 44, 113.

13. Fogassi, L., Ferrari, P.F., Gesierich, B., Rozzi, S., Chersi, F., and

Rizzolatti, G. (2005). Parietal lobe: from action organization to

intention understanding. Science 308, 662–667.

14. Allison, T., Puce, A., and McCarthy, G. (2000). Social perception

from visual cues: role of the STS region. Trends Cogn. Sci. 4,

267–278.

15. Barraclough, N.E., Xiao, D., Baker, C.I., Oram, M.W., and Perrett,

D.I. (2005). Integration of visual and auditory information by

superior temporal sulcus neurons responsive to the sight of

actions. J. Cogn. Neurosci. 17, 377–391.

16. Beauchamp, M.S., Lee, K.E., Argall, B.D., and Martin, A. (2004).

Integration of auditory and visual information about objects in

superior temporal sulcus. Neuron 41, 809–823.

17. Benevento, L.A., Fallon, J., Davis, B.J., and Rezak, M. (1977).

Auditory–visual interaction in single cells in the cortex of the

http://www.audiosparx.com
http://www.audiosparx.com
http://www.neuro-bs.com
http://www.fil.ion.ucl.ac.uk/spm
http://www.fil.ion.ucl.ac.uk/spm
http://www.current-biology.com/cgi/content/full/16/18/1824/DC1/
http://www.current-biology.com/cgi/content/full/16/18/1824/DC1/


The Human Auditory Mirror System
1829
superior temporal sulcus and the orbital frontal cortex of the ma-

caque monkey. Exp. Neurol. 57, 849–872.

18. Calvert, G.A., Campbell, R., and Brammer, M.J. (2000). Evidence

from functional magnetic resonance imaging of crossmodal

binding in the human heteromodal cortex. Curr. Biol. 10, 649–

657.

19. Puce, A., and Perrett, D. (2003). Electrophysiology and brain im-

aging of biological motion. Philos. Trans. R. Soc. Lond. B Biol.

Sci. 358, 435–445.

20. Hietanen, J.K., and Perrett, D.I. (1993). Motion sensitive cells in

the macaque superior temporal polysensory area. I. Lack of re-

sponse to the sight of the animal’s own limb movement. Exp.

Brain Res. 93, 117–128.

21. Hietanen, J.K., and Perrett, D.I. (1996). Motion sensitive cells in

the macaque superior temporal polysensory area: response dis-

crimination between self-generated and externally generated

pattern motion. Behav. Brain Res. 76, 155–167.

22. Logothetis, N.K. (2003). The underpinnings of the BOLD func-

tional magnetic resonance imaging signal. J. Neurosci. 23,

3963–3971.

23. Iacoboni, M., Koski, L.M., Brass, M., Bekkering, H., Woods, R.P.,

Dubeau, M.C., Mazziotta, J.C., and Rizzolatti, G. (2001). Reaffer-

ent copies of imitated actions in the right superior temporal cor-

tex. Proc. Natl. Acad. Sci. USA 98, 13995–13999.

24. Grezes, J., Armony, J.L., Rowl, J., and Passingham, R.E. (2003).

Activations related to ‘‘mirror’’ and ‘‘canonical’’ neurons in the

human brain: an fmri study. Neuroimage 18, 928–937.

25. Buccino, G., Vogt, S., Ritzl, A., Fink, G.R., Zilles, K., Freund, H.J.,

and Rizzolatti, G. (2004). Neural circuits underlying imitation

learning of hand actions: An event-related fMRI study. Neuron

42, 323–334.

26. Iacoboni, M., Woods, R.P., Brass, M., Bekkering, H., Mazziotta,

J.C., and Rizzolatti, G. (1999). Cortical mechanisms of human

imitation. Science 286, 2526–2528.

27. Gallese, V., Fadiga, L., Fogassi, L., and Rizzolatti, G. (1996). Ac-

tion recognition in the premotor cortex. Brain 119, 593–609.

28. Buccino, G., Binkofski, F., Fink, G.R., Fadiga, L., Fogassi, L., Gal-

lese, V., Seitz, R.J., Zilles, K., Rizzolatti, G., and Freund, H.J.

(2001). Action observation activates premotor and parietal areas

in a somatotopic manner: an fMRI study. Eur. J. Neurosci. 13,

400–404.

29. Wheaton, K.J., Thompson, J.C., Syngeniotis, A., Abbott, D.F.,

and Puce, A. (2004). Viewing the motion of human body parts

activates different regions of premotor, temporal, and parietal

cortex. Neuroimage 22, 277–288.

30. Leslie, K.R., Johnson-Frey, S.H., and Grafton, S.T. (2004). Func-

tional imaging of face and hand imitation: towards a motor the-

ory of empathy. Neuroimage 21, 601–607.

31. Schubotz, R.I., von Cramon, D.Y., and Lohmann, G. (2003). Audi-

tory what, where, and when: a sensory somatotopy in lateral

premotor cortex. Neuroimage 20, 173–185.

32. Rotte, M., Kanowski, M., and Heinze, H.J. (2002). Functional

magnetic resonance imaging for the evaluation of the motor sys-

tem: primary and secondary brain areas in different motor tasks.

Stereotact. Funct. Neurosurg. 78, 3–16.

33. Sahyoun, C., Floyer-Lea, A., Johansen-Berg, H., and Matthews,

P.M. (2004). Towards an understanding of gait control: brain

activation during the anticipation, preparation and execution

of foot movements. Neuroimage 21, 568–575.

34. Sakreida, K., Schubotz, R.I., Wolfensteller, U., and von Cramon,

D.Y. (2005). Motion class dependency in observers’ motor areas

revealed by functional magnetic resonance imaging. J. Neuro-

sci. 25, 1335–1342.

35. Buccino, G., Lui, F., Canessa, N., Patteri, I., Lagravinese, G.,

Benuzzi, F., Porro, C.A., and Rizzolatti, G. (2004). Neural circuits

involved in the recognition of actions performed by nonconspe-

cifics: an FMRI study. J. Cogn. Neurosci. 16, 114–126.

36. Hauk, O., Johsrude, I., and Pulvermueller, F. (2004). Somato-

topic representation of action words in human motor and pre-

motor cortex. Neuron 41, 301–307.

37. Pulvermueller, F. (2005). Brain mechanisms linking language and

action. Nat. Rev. Neurosci. 6, 576–582.

38. Gallese, V., and Goldman, A. (1998). Mirror neurons and the sim-

ulation theory of mind-reading. Trends Cogn. Sci. 2, 493–501.
39. Keysers, C., Wicker, B., Gazzola, V., Anton, J.-L., Fogassi, L.,

and Gallese, V. (2004). A touching sight: SII/PV activation during

the observation and experience of touch. Neuron 42, 335–346.

40. Blakemore, S.J., Bristow, D., Bird, G., Frith, C., and Ward, J.

(2005). Somatosensory activations during the observation of

touch and a case of vision-touch synaesthesia. Brain 128,

1571–1583.

41. Eickhoff, S.B., Amunts, K., Mohlberg, H., and Zilles, K. (2006).

The human parietal operculum. II. Stereotaxic maps and corre-

lation with functional imaging results. Cereb. Cortex 16, 268–

279.

42. Eickhoff, S.B., Schleicher, A., Zilles, K., and Amunts, K. (2006).

The human parietal operculum. I. Cytoarchitectonic mapping

of subdivisions. Cereb. Cortex 16, 254–267.

43. Geyer, S., Schleicher, A., and Zilles, K. (1999). Areas 3a, 3b, and 1

of human primary somatosensory cortex. Neuroimage 10, 63–83.

44. Geyer, S., Schormann, T., Mohlberg, H., and Zilles, K. (2000).

Areas 3a, 3b, and 1 of human primary somatosensory cortex.

Part 2. Spatial normalization to standard anatomical space. Neu-

roimage 11, 684–696.

45. Grefkes, C., Geyer, S., Schormann, T., Roland, P., and Zilles, K.

(2001). Human somatosensory area 2: observer-independent

cytoarchitectonic mapping, interindividual variability, and popu-

lation map. Neuroimage 14, 617–631.

46. Singer, T., Seymour, B., O’Doherty, J., Kaube, H., Dolan, R.J.,

and Frith, C.D. (2004). Empathy for pain involves the affective

but not sensory components of pain. Science 303, 1157–1162.

47. Singer, T., Seymour, B., O’Doherty, J.P., Stephan, K.E., Dolan,

R.J., and Frith, C.D. (2006). Empathic neural responses are mod-

ulated by the perceived fairness of others. Nature 439, 466–469.

48. Nishitani, N., Avikainen, S., and Hari, R. (2004). Abnormal imita-

tion-related cortical activation sequences in Asperger’s syn-

drome. Ann. Neurol. 55, 558–562.

49. Dapretto, M., Davies, M.S., Pfeifer, J.H., Scott, A.A., Sigman, M.,

Bookheimer, S.Y., and Iacoboni, M. (2006). Understanding

emotions in others: mirror neuron dysfunction in children with

autism spectrum disorders. Nat. Neurosci. 9, 28–30.

50. Haslinger, B., Erhard, P., Altenmuller, E., Schroeder, U.,

Boecker, H., and Ceballos-Baumann, A.O. (2005). Transmodal

sensorimotor networks during action observation in profes-

sional pianists. J. Cogn. Neurosci. 17, 282–293.

51. Rizzolatti, G., and Arbib, M.A. (1998). Language within our grasp.

Trends Neurosci. 21, 188–194.

52. Wilson, S.M., Saygin, A.P., Sereno, M.I., and Iacoboni, M. (2004).

Listening to speech activates motor areas involved in speech

production. Nat. Neurosci. 7, 701–702.

53. Liberman, A.M., Cooper, F.S., Shankweiler, D.P., and Studdert-

Kennedy, M. (1967). Psychol. Rev. 74, 431–461.

54. Corballis, M.C. (2002). From Hand to Mouth: The Origins of Lan-

guage (Princeton University Press).

55. van Atteveldt, N., Formisano, E., Goebel, R., and Blomert, L.

(2004). Integration of letters and speech sounds in the human

brain. Neuron 43, 271–282.



Supplemental Data S1

Empathy and the Somatotopic
Auditory Mirror System in Humans

Valeria Gazzola, Lisa Aziz-Zadeh,
and Christian Keysers

Supplemental Experimental Procedures

Cytoarchitectonic Maps

The cytoarchetectonic maps of Amunts et al. (http://www.fz-juelich.

de/ime/ime_brain_mapping_eng), in their implementation as a tool-

box for SPM2 by Eickhoff (http://www.fz-juelich.de/ime/spm_

anatomy_toolbox), have been used throughout the manuscript

whenever we make reference to particular Brodmann areas (BA). A

voxel was considered to belong to a particular area if its likelihood

of belonging to that area was higher than that of belonging to any

other area.

Selection of Auditory Stimuli

Five stimuli of each category were chosen based on results from psy-

chophysical pretesting. Ten subjects not included in the fMRI study

participated in the pretesting. These subjects were presented with 20

action sounds and were asked to describe and name the sounds

verbally and to mime the sounds out if possible. Based on the out-

come of that testing, the five best mouth and hand action sounds

of each category were chosen based on the following criteria: ease

of recognition/verbalization, bimanual involvement for hand actions

(judged from whether subjects mimed the sounds with both hands;

this ensured that lateralized brain activity could not be due to hand-

edness alone), predominance of mouth for the mouth actions (i.e., we

looked at now much people used their hands while they mimed the

action), perceived transitivity (i.e., interaction with an object). Once

these hand/mouth actions were selected, environmental sounds

were chosen to match the actions based on pretesting of measures

of ease of recognition/verbalization and the absence of perceived

direct human actions. All sounds were also approximately matched

on the shape of their envelopes by two independent observers.

Note that the action sounds were selected to be object-directed

because object-directed actions were found to be most effective in

our primate studies. This resulted in many of the sounds including

evolutionary novel actions (e.g., drinking with a straw). The fact

that activations in the mirror system were found for these cultural

actions illustrates the flexibility of the mirror system. All 16 subjects

of the final study listened to all sounds before scanning, and this

ensured that sounds were unambiguously attributed to the right

category. All subjects were able to recognize all sounds with 100%

accuracy before scanning. This score refers to recognizing individual

sounds.

Phase-Scrambled Stimuli

The best control sounds would be identical in all physical aspects

to the original action sounds but not recognized as action sounds.

Because this is impossible, we resorted to phase scrambling to

produce sounds that had the same frequency composition as the

original sounds but that were unrecognizable as action sounds. In

pretesting, we established that frequencies in the range of 0–125

Hz could be left unpermuted without rendering the sounds recogniz-

able as action sounds. Preserving the original phase of higher fre-

quencies, on the other hand, resulted in sounds being recognized

as action sounds. All phase-scrambled sounds are thus the result

of a reverse fourier transform in which frequencies up to 125 Hz

preserve their original phase and all frequencies above 125 Hz had

their phase exchanged with that of another frequency.

Auditory Task

Auditory stimuli were presented in blocks of three sounds of the

same category. Occasionally (1–3 times per experiment) a sound

of a different category ‘‘snuck’’ into a block, e.g., an EnvSnd in

a block of MouthSnd. Subjects had to report such an intruder by

pressing a button. The probability of intrusion was equal for all

categories of sounds, except that a sound was never introduced in

a block of silence and a scrambled mouth (hand) sound was never

introduced into a block of scrambled hand (mouth) sounds because

subjects were not aware of the distinction between these scrambled

categories or the fact that the noises were obtained by scrambling

action sounds. Accuracy during scanning was calculated as (hits +

correct rejections)/total number of blocks and was averaged at

98% (60.4% SEM). Subjects were also asked not to verbalize

sounds during the study, but the contrast of interest in the experi-

ment (ActionSounds 2 EnvironmentalSounds) is unaffected by

whether subjects verbalized or not because both ActionSounds

and EnvironmentalSounds were equally able to be verbalized.

Blocks containing intruders and blocks during which a button press

occurred were excluded from the analysis so that motor contamina-

tion would be avoided.

Data Preprocessing

Data from the visual and motor, but not the auditory, sessions were

slice-time corrected. Slice-time correction was not applied to the au-

ditory data because in a sparse sampling design temporal resolution

is less critical. EPI images from all sessions were aligned to the first

volume of the auditory experiment. High-quality T1 images were cor-

egistered to the mean EPI image and segmented. The coregistered

gray-matter segment was normalized onto the MNI gray-matter tem-

plate, and the resulting normalization parameters were applied to all

EPI images. Smoothing with 6 3 6 3 6 mm FWHH was applied to all

normalized EPI images (except for the subject-by-subject analyses

in Figure S1C, where unsmoothed data were used). Data were then

analyzed by application of a general linear model.

Figure S1. Core Results of the Auditory and Motor Sessions

Activations are rendered on the mean anatomical image of the 16

subjects with a transparency of 30 mm.

(A) Auditory activations in the indicated, color-coded contrasts (ran-

dom-effect analysis, p < 0.005 and k = 20), with red showing hand-

related voxels and yellow showing mouth-related voxels; orange

voxels (and not simply the transparency between red and yellow,

which could occur at a different depth in the brain) are common to

both.

(B) Motor activations in the indicated contrasts conventions as in (A).

(C) HandMirrorVoxels and MouthMirrorVoxels as defined in the text.

All these areas are significant even if a false-discovery-rate correc-

tion for multiple comparisons is used at p < 0.05.

(D) Single-subject data. The number of subjects showing mirror

voxels in any given voxel is color coded, with warm colors standing

for MouthMirrorVoxels and cold colors for HandMirrorVoxels. Green

represents transparency between MouthMirrorVoxels and Hand-

MirrorVoxels.
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General Linear Model

The EPI time series were then modeled via the general linear model

with a box-car predictor for each condition convoluted with the he-

modynamic response function via standard SPM2 procedures.

This analysis resulted in a single parameter estimate (‘‘b-weight’’)

for each condition and subject. These b-weights could then be

subtracted against each other to form contrast values. The EPI

time series could be either voxel-by-voxel data via SPM2 or the

mean signal of a set of voxels defined as region of interest (ROI) via

the MarsBar tool for SPM (http://marsbar.sourceforge.net). The

b/contrast values obtained for each subject were then analyzed at

the second level with t tests to implement a random-effect analysis.

Figure S3. Correlation between Mirror Activ-

ity and Empathy

Only the left hemisphere is shown because

the right hemisphere did not correlate with

empathy in this data set.

(A) Correlation between PT and the contrast

HandSnd 2 EnvSnd (masked with the Hand-

MirrorVoxels of Figure 1A). Four clusters cor-

related significantly with PT, and for each of

them in parenthesis, the r value is given for

the peak/the whole cluster.

(B) Correlation plot of the constrast values as

a function of PT for the four peak voxels.

(C–G) Same analysis for (C) HandSnd and (D)

EnvSnd, both versus baseline. All correla-

tions are thresholded at p < 0.05 (uncor-

rected) and k = 20 and masked with the Hand-

MirrorVoxels. The same analysis is shown for

MouthSnd 2 EnvSnd (E and F), MouthSnd

(G), and EnvSnd (H), all masked with the

MouthMirrorVoxels of Figure 1A.

Figure S2. Results of the Auditory Experi-

ment Contrasted against the Silence Condi-

tions as Rendered on the Average Brain for

the Five Experimental Conditions

The contours of BA6, BA44, and BA45 are

shown in dark green, light green, and blue,

respectively (30% limit in the cytoarchitec-

tonic maps).
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Analyses of Motor Data Alone

Data were analyzed with a general linear model considering a single

predictor per run. Results were thresholded at p < 0.005 at the sec-

ond level. The relatively lenient threshold of p < 0.005 was chosen at

this point because the masking used in later analysis results in a mul-

tiplication of the false positive rate of the contrasts involved and

leads to an overall very conservative false positive. To compare

hand and mouth movements for the analysis of somatotopy, we

Figure S4. HandSelectiveVoxels and MouthSelectiveVoxels According to a Variety of Criteria as Indicated on the Left of Each Panel

HandSelectiveVoxels are in red, and MouthSelectiveVoxels are in yellow. Contrasts are always indicated in the same order, with blank spaces for

contrasts that are not included in a particular analysis.

(A) Auditory somatotopy; the results of the motor execution day are ignored, but it is required that ActionSnd > EnvSnd.

(B) Analysis as in Figure 2D for comparison.

(C) Auditory somatotopy; both the motor execution and the EnvSnd are ignored.

(D) Somatotopy including the motor data but not requiring ActionSnd > EnvSnd. The basic contrasts (HandSnd > EnvSnd and MouthExe > Rest)

are at p < 0.005, the direct comparisons (HandSnd > MouthSnd, MouthSnd > HandSnd, HandExe > MouthExe, and MouthExe > HandExe) at

p < 0.05, all uncorrected.

Figure S5. Multimodality of the Hand Mirror

System

Results of the auditory (A), visual (B), and mo-

tor (C) experiments alone. All are at p < 0.005

and k = 20. (D–F) pairwise conjunction of the

data (with inclusive masking) and (G) con-

junction of all three. In (D)–(F) the threshold

of each individual contrast entering into the

conjunction was kept at p < 0.005. The visual

and motor systems are more bilateral than

the auditory system. Note the similarity

between the auditory mirror system (D) and

the visual one (E) in the left hemisphere.
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directly compared the contrast values of Hand-Rest and Mouth-

Rest by using a two-sample, matched-pair t test at the second level.

Head Motion and Motor Execution

Inspection of the realignment parameters revealed that 13/16 sub-

jects moved their heads by less than 1.5 mm along x, y, and z and

rotated by less than 2�. Of the remaining three subjects, only one

had movements of more than a voxel, and these movements ex-

ceeded a voxel only in the z-direction. To exclude confounding ef-

fects of head motion on our data, we performed a full random-effect

analysis of the motor runs both with and without head-motion param-

eters as covariates in the general linear model. Using a matched-pair

t test, we compared the parameter estimates in each voxel for

MouthExe (or HandExe) according to the GLM with and without mo-

tion parameters as covariates. We then masked the results of this

test with the MouthMirrorVoxels (or HandMirrorVoxels) to check

whether differences exist within the areas we report in this manu-

script. Neither test revealed significant differences at our standard

threshold (p < 0.005, k = 20) between these two alternative analyses,

suggesting that head motion did not significantly influence our motor

results. As a result, we only report motor results obtained without in-

cluding head motion as covariates. Visual inspection revealed no

consistent motion artifacts even at the single-subject level. The ad-

vantage of using random-effect analysis for motor mapping is the

fact that motion artifacts that are inconsistent in location increase

the residual error at the level of the single subject, but this residual er-

ror has no impact on the second level of analysis.

Analyses of Auditory Data Alone

Data were analyzed with a general linear model with six predictors

(HandSnd, MouthSnd, EnvSnd, ScrHandSnd, ScrMouthSnd, and

Sil). All results were thresholded at p < 0.005.

Group Analyses of Mirror Activities

In the monkey, a mirror neuron is a neuron responding during the

sound and the execution of a particular action. We thus defined

HandMirrorVoxels as voxels at which HandSnd-EnvSnd was sig-

nificant at p < 0.005 and at which HandExe-Rest was significant at

p < 0.005, resulting in a false-positive rate of 0.0052 = 0.000025

(uncorrected for multiple comparison based on the global null hypo-

thesis); we defined MouthMirrorVoxels as those for which MouthSnd-

Env and MouthExe-Rest were both significant at p < 0.005, resulting

Figure S6. The Effect of the Motor Task on the Definition of the Auditory Mirror System

In all cases, the auditory contrast is the same, as described in the main text. What changes between the panels is the motor task used to define

the HandExe 2 Rest contrast. The auditory contrast is then masked with the different motor tasks via a threshold of p < 0.005.

(A) Motor task as in Figure 1A.

(B) One of three objects had to be grasped from a plate, lifted, and replaced on the plate.

(C) Subjects had to extend their arm, touch a pre-specified location on a table, and return to the resting position.

(D) Subjects had to turn a little plastic object around and around between their fingers.

In (B–D), half the trials were performed with the right and half with the left hand. The parameter estimates from the two hands were then added

together to form the contrast. The extent of the auditory mirror system is extremely similar in all four cases.

Table S1. Stimuli Used in the Auditory Experiment

Sound Category Examples Used

Mouth action sounds

(MouthSnd)

Crunching a candy with the teeth

Kissing

Gurgling

Crunching potato chips

Finishing a can of soft-drink with

a straw

Hand action sounds

(HandSnd)

Ripping a sheet of paper

Unrolling an adhesive tape

Opening a zipper

Opening a soft-drink can

Crushing a soft-drink can

Environmental sounds

(EnvSnd)

Train passing by

Howling wind

Braking waves on the beach

Electric discharge

Water slowly dripping in a cave

Scrambled mouth action

sounds (ScrMouthSnd)

Phase scrambled versions of all

the MouthActionSounds

Scrambled hand action

sounds (ScrHandSnd)

Phase scrambled versions of all

the HandActionSounds

Silence

All sounds can be found in the supplemental online sounds.
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again in a false-positive rate of 0.000025. We used ImageCalc to per-

form the logical ‘‘AND’’ function between the two contrasts. Results

are shown at a minimum cluster size of 20 to further avoid false pos-

itives. EnvSnd were always subtracted to eliminate voxels whose ac-

tivity is not specific for action sounds and voxels whose activity could

be due to verbalization of the sounds. The calculation of the overall

false-positive rate of 0.0052 is based on a global null hypothesis

(i.e., the likelihood of finding a voxel if both the contrasts entering

in the logical ‘‘AND’’ are non-significant) and is thus smaller than

that of a conjunction searching for voxels where both are significant.

On the other hand, if one assumes that the overall p = 0.005 is overly

conservative (see [S1] for a discussion of that issue). The true con-

junction false positive is thus 0.0052 < p<0.005. A logical ‘‘AND’’

was used instead of a traditional global null hypothesis as imple-

mented in SPM to ensure that both contrasts involved were

significant in their own right. Results were extremely similar, although

somewhat more restrictive than had a global null conjunction been

used [S1] as in the original distribution of SPM2 at 0.0052. All the

mirror clusters obtained from the contrasts HandSnd-Env and

HandExe as well as those of MouthSnd-Env and MouthExe survived

anFDR correction at 0.05.This correction was appliedvia a technique

resembling that suggested by Friston et al. [S1]: The motor contrast

was corrected for multiple comparison via FDR within that inclusive

mask of those voxels passing the auditory contrast at 0.005

uncorrected.

Analyses of Mirror Somatotopy

In the above analysis, a voxel could be both Mouth- and Hand-Mirror.

To identify voxels that selectively responded more to a particular

effector, we performed an additional analysis of somatotopy. To

be a HandSelectiveMirror Voxel, a voxel had to be HandMirror

Table S3. Results of the Contrasts HandSnd 2 EnvSnd and

MouthSnd 2 EnvSnd

Hemisphere

Anatomical

Description k p T MNI (x,y,z)

HandSnd 2 EnvSnd

L BA44 33 0.002 3.47 252 10 32

L BA6 SMA 387 0 6.11 0 22 64

L IPL/SI 264 0 4.09 238 238 50

L supramarginal gyrus 423 0 5.28 258 240 26

L MTG 610 0 7.64 246 256 8

R SII 30 0.001 3.86 62 212 16

R SI 46 0.001 3.84 52 212 28

R MTG/STS 189 0 5.3 50 250 0

MouthSnd 2 EnvSnd

L BA44 118 0 4.89 254 8 6

L BA44/45 110 0.001 3.9 240 30 24

L BA6 43 0 5.45 212 6 64

L IPL 93 0.001 3.89 254 214 24

L supramarginal 56 0.002 3.4 254 232 28

L MTG/STS 1171 0 5.91 260 254 4

L MFG 161 0.001 4.05 224 48 20

L insula 101 0.001 3.8 244 8 24

L cerebellum 69 0 5.56 236 264 226

L thalamus 48 0 5.33 210 28 24

L insula/heschl 27 0.002 3.48 240 28 2

L IFG p orbitalis 20 0 4.22 232 26 216

R IFG p triang 26 0 4.83 30 30 28

R MTG/STS 618 0 4.96 60 232 8

R ACC 342 0 5.26 0 28 18

R putamen/pallidum 152 0 5.2 26 26 14

R insula 51 0.002 3.53 40 10 212

R insula 47 0 4.22 32 8 8

R SMG 43 0 4.14 8 70 10

R MCG 42 0.001 3.99 8 214 36

p < 0.005, k = 20; conventions are as in Table S2.

Table S4. Results of Motor Testing

Hemisphere Anatomical Description K p(unc.) T MNI (x,y,z)

HandExe 2 Rest

L+R BA44/BA6/SMA/M1/S1/IPL/Cerebellum/Basal Ganglia 40433 0 23.7 244 230 52

L+R MTG/STS 370 0 8.04 256 262 6

L MFG 112 0 4.59 230 52 26

R BA44 606 0 7.43 54 14 26

R MFG 85 0 5.15 36 46 28

MouthExe 2 Rest

L+R BA44/6, SMA, M1, SI, IPL, Cerebellum, Basal Ganglia 35924 0 17.13 254 2 30

L MTG/STS 302 0 6.9 254 262 4

Conventions as in Table S2. p < 0.005, k = 20.

Table S2. Mirror Activity, Group Analysis

Hemisphere Anatomical Description K p(unc.) T MNI (x,y,z)

HandSnd 2 EnvSnd and HandExe 2 Resta

L BA44 31 0.002 3.47 252 10 32

L+R BA6 (SMA) 341 0 6.11 0 22 64

L IPL/supramarginal/SII 326 0 5.28 258 240 26

L SI/IPL 231 0 4.09 238 238 50

L STS/MTG 190 0 6.29 246 258 8

L insula/SII 29 0.001 3.8 236 24 12

R STS/MTG 113 0 5.3 50 250 0

R SII 30 0.001 3.86 62 212 16

R SI 37 0.001 3.64 60 216 34

MouthSnd 2 EnvSnd and MouthExe 2 Resta

L BA44 61 0 4.89 254 8 6

L BA6/SMA 24 0 4.3 28 0 64

L MTG/STS 61 0 4.89 248 260 8

L SII 85 0.001 3.89 254 214 24

L insula 59 0.001 3.8 244 8 24

L STG 22 0.001 3.68 256 228 6

L insula 20 0.002 3.48 240 28 2

R STG/STS/MTG 155 0 4.8 60 232 10

R putamen 117 0 5.2 26 26 14

R ACC 59 0.001 3.91 0 28 22

R insula 45 0 4.22 32 8 8

Mirror activity (group analysis), i.e., results of the auditory contrast

HandSnd 2 EnvSnd masked with HandExe and MouthSnd 2 EnvSnd

masked with MouthExe (all at p < 0.005 and k = 20) as shown by a ran-

dom-effect analysis of n = 16 subjects. For each cluster, from left to

right, we describe: the hemisphere containing the cluster; the ana-

tomical/cytoarchitectonic description of the cluster; the number (k)

of 2 3 2 3 2 mm voxels contained in the cluster; information regarding

the peak voxel in the cluster, namely its uncorrected p and T value and

its coordinates in the MNI space. Activations are first shown for the

regions of interest for this paper (BA44/6, IPL, STS/MTG), then for

the remaining brain. T refers to t value in the auditory condition.
a Both at p < 0.005 and k = 20.
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(see above, false-positive rate = 0.0052) and additionally had to re-

spond more to the hand during execution and sound, as ensured

by the requirement that HandSnd-MouthSnd be significant at

p < 0.05 and HandExe-MouthExe at p<0.05 (both uncorrected for

multiple comparison). In other words, we searched for congruent

auditory and motor somatotopy within a mask of mirror areas as de-

fined above. The total false-positive rate is difficult to estimate for this

analysis because HandSnd and HandExe (for the hand) were taken

into account more than once in this procedure, leading to tests that

were not fully, but it remains less than 0.0052 according to a global

null hypothesis. We further analyzed all clusters of Hand- and

Mouth-SelectiveMirror Voxels by performing a ROI GLM for these

regions in all conditions (auditory, visual, and motor). This analysis

is only illustrative for the contrasts involved in the definition of the

ROI itself (because they are significant by definition) but is informa-

tive for the other conditions. Results for only three of the ROIs are

shown in Figure 2 for lack of space.

Analysis of Correlation with Empathy

Empathy scores where collected with the questionnaire of Davis [S2,

S3]. At enrolment, subjects received the questionnaire as a Microsoft

Excel sheet to be filled out on their own computer at home. Subjects

then sent the sheet back to the experimenters, who analyzed it to

provide scores for the subscales PT, EC, FS, PD. The 16 contrast im-

ages of the contrast HandSnd-EnvSnd (one per subject) were then

analyzed with a simple regression model in which the four subscales

were used separately. Results were masked with the HandMirror-

Voxels to identify HandMirrorVoxels correlating with the empathy

subscales and were examined at p < 0.05 and k = 20. For each clus-

ter, the data from the peak voxel were then analyzed and displayed

in Figure S3, and the correlation value was calculated at the peak.

Correlation was also calculated after the parameters for each sub-

ject were estimated from the mean BOLD signal within the entire

cluster via MarsBar. The analysis was then repeated with the Hand-

ActionSounds and EnvironmentalSounds parameter estimates that

had entered into the contrast. The same logic was applied to Mouth-

MirrorVoxels, where MouthSnd-EnvSnd was correlated against the

four subscales.

FMRI Parameters

Scanning was performed with a Philips Intera 3T Quaser and

a synergy SENSE head coil and 30 mT/m grandients. The scanning

parameters for the auditory experiment differed from those used in

the motor and visual experiments. The former are detailed above.

For the motor and visual experiments, standard single-shot EPI

with echo time = 30 ms, acquisition time (TA) = repetition time

(TR) = 2 s, 39 axial slices of 3 mm thickness, with no slice gap and a

3 3 3 mm in plane resolution, were acquired to cover the entire brain

and cerebellum; a SENSE factor of 2.1 was used.

Basic Activations

Auditory Activations

Figure S1A illustrates the results of the contrasts HandSnd 2

EnvSnd and MouthSnd 2 EnvSnd via random-effect analyses (p <

0.005, n = 16 subjects). These contrasts revealed that the ActionSnd

(i.e., HandSnd or MouthSnd) selectively activate a circuit composed

of bilateral mid-temporal gyri (MTG), left inferior parietal lobule (IPL),

and left premotor cortices (BA44 and BA6). In addition, the contrasts

revealed activation in a number of smaller clusters, which can be

found in Table S3.

As in monkeys (C.K., unpublished data), the parietal and premotor

areas were also activated (albeit less) by sounds not relating to

actions (ScrHandSnd, ScrMouthSnd, and EnvSnd, see Figures

S2C–S2E).

Table S5. Mirror Activity in the Subject-by-Subject Analysis

Hemisphere Anatomical Description k N MNI (x,y,z)

HandSnd 2 EnvSnd and HandExe 2 Resta

L IPL/SI/SII 896 6 254 232 42

L BA6 157 6 222 212 54

L BA44 107 4 250 14 34

L MTG 85 6 252 266 6

L parietal operculum/SII 41 4 254 222 20

R SI 30 5 42 232 46

R SI 26 5 34 246 66

R SFG 26 4 28 0 64

R MTG 22 7 54 254 2

R cerebelum (VI) 22 5 34 252 228

MouthSnd 2 EnvSnd and MouthExe 2 Resta

L parietal operculum/SII 458 5 258 224 24

R parietal operculum/SII 232 4 56 214 12

R BA6 168 5 6 4 58

L BA6 95 4 252 0 38

L supramarginal 81 3 248 232 26

R BA6 69 3 56 0 36

L MTG 61 3 250 258 10

L BA44 45 4 260 6 22

For each single subject, we determined voxels where HandSnd 2

EnvSnd masked with HandExe or where MouthSnd 2 EnvSnd

masked with MouthExe was significant. We then analyzed for each

voxel of the brain how many of the individual subjects satisfied the

criteria. Clusters of at least 20 voxels where at least two subjects sat-

isfied the criteria are shown below. For each cluster we indicate the

anatomical location and size (k) in voxels. In addition, we determined

a peak overlap as the voxel showing most individuals satisfying the

criteria. For this peak, we indicate the number (N) of subjects and the

MNI location. Given that N is an integer numbers, many voxels within

a cluster often have the same peak value, and coordinates of the

peak closest to the center of mass of the cluster are indicated.
a Two or more subjects, k = 20.

Table S6. ---

Hemisphere Description k t punc. pfdr r Pr MNI (x,y,z)

(HandSnd-EnvSnd)highPT 2 (HandSnd-EnvSnd)lowPT Masked with Hand Mirror System from Figure 1Aa

L BA6 14 4.37 0.001 0.049 0.58 0.009 250 8 26

L BA44 29 4.17 0.001 0.049 0.51 0.021 218 6 64

L SII 38 4.15 0.001 0.049 0.61 0.006 236 236 48

R SI 11 4.38 0.001 0.049 0.56 0.013 62 212 16

(MouthSnd-EnvSnd)highPT-(MouthSnd-EnvSnd)lowPT masked with mouth mirror system from Fig.1Aa

L SII 14 4.44 0.001 0.109 0.59 0.008 256 218 18

Clusters showing larger contrast values in the high-PT (n = 6) compared to the low-PT (n = 6) group, during examination of the HandSnd 2

EnvSnd (top) and MouthSnd 2 Env (bottom) contrasts via a two-sample t test (p < 0.005, df = 10). The results were masked with the mirror areas

as defined in Figure 1A. Uncorrected and FDR-corrected p values are given for the peak voxel. In addition, the correlation (r) and associated p

value (pr) between PT scores and the parameter estimate of the contrast HandSnd 2 EnvSnd (top) and MouthSnd 2 Env (bottom) are indicated,

with all 16 subjects at the peak voxel coordinates of the group difference coordinates taken into consideration.
a p < 0.005, k = 10.
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Motor Activations

Figure S1B and Table S4 illustrate the findings from the motor day.

Both the execution of hand actions and that of mouth actions

caused strong activations in bilateral premotor (BA44/BA6), primary

motor, somatosensory (primary and secondary), and posterior pari-

etal areas. The motor results indicated a somatotopical organization

of the premotor, motor, and somatosensory areas, with stronger ac-

tivations for HandExe in dorsal and for MouthExe in ventral regions

(Figure S1D).

Also the MTG/STS was bilaterally activated during the execution of

actions. This activation occurred although subjects were prevented

from seeing and hearing their own actions. Activation of structures

classically considered to be sensory during motor execution is a find-

ing encountered by a growing number of studies, including activa-

tions in V5/MT during toe and finger movements [S4], activations of

the extrastriate body area during motor acts [S5], and activations

of the MTG during finger movements [S6].

Single-Subject Analysis of Mirror Property

To ensure that this finding is not a result of smoothing data and using

group analyses, a similar analysis was performed in each single sub-

ject. For each subject separately, a traditional fixed-effect SPM2

analysis was performed with the GLM but without the data being

smoothed. Based on this single-subject analysis, the same defini-

tions were applied as for the group (i.e., HandMirrorVoxels = Hand-

ActionSounds 2 Environment, significant at p < 0.005; HandExecu-

tion-Rest significant at p < 0.005; idem for Mouth). When a logical

‘‘AND’’ was used in ImageCalc, this resulted in a separate three-

dimentional maps for HandMirror and MouthMirror, where voxels

contained the value 1 if mirror and 0 if not. Arithmetic addition of

the 16 maps (one per subject) for Hand and Mouth separately led

to maps in which values could range from 0 (none of the subjects

showed mirror activity) to 16 (all subjects did so). The maps were

thresholded by the requirements that at least two subjects needed

to show mirror activity (leading to an overall false-positive rate of

p < 1027 according to the binomial distribution and a global null

hypothesis) and that clusters needed to contain at least 20 voxels

(Figure S1C and Table S5). As one can see by comparing these

results with Figure 1A and Table S2, this analysis revealed a circuit

very similar to that of the group analysis; this circuit was again com-

posed of bilateral MTG, left IPL, and left premotor cortex. Differ-

ences between Figure 1A and Figure S1D reflect the fact that the

group analysis emphasizes regions that are consistent between sub-

jects, even if they are only weakly activated, whereas the subject-by-

subject analysis emphasizes strong activations, even if they are

present only in two subjects.

The Mirror System in High- and Low-PT individuals

In addition to the perspective-taking scale (e.g., ‘‘I sometimes try to

understand my friends better by imagining how things look from their

perspective’’; ‘‘I believe that there are two sides to every question and

try to look at them both’’; ‘‘When I’m upset at someone, I usually try to

‘put myself in his shoes’ for a while’’), the IRI is composed of three

other scales. Empathic concern (EC) measures the degree to which

one’s feelings are affected by seeing the distress of others (‘‘I often

have tender, concerned feelings for people less fortunate than

me’’) (italics were not in the original questionnaire but are used

here to underline the emotional/feeling aspect of this scale). The em-

phasis on feelings in the questions is in accord with the observation

that this subscale relates more to a shared circuit in the domain of

pain [S7, S8], one of the most intense feelings. Fantasy (FS) measures

the degree to which a reader gets involved with characters in novels

Table S7. Results of the Correlation of the Individual Contrast Values for Hand, or Mouth, Snd 2 EnvSnd with the PT scores, masked with the

Hand, or Mouth, MirrorVoxels

Hemisphere Anatomical Description K p(unc.) T MNI (x,y,z)

HandSnd 2 Env Correlated with PTa in HandMirrorVoxels, i.e., HandSnd 2 EnvSnd and HandExe 2 Restb

L IPL/SI 108 0.003 3.2 236 236 44

L BA44 29 0.005 2.9 252 10 32

L BA6 61 0.007 2.8 220 8 64

R BA6 (SMA) 31 0.006 2.87 6 4 56

MouthSnd 2 Env Correlated with PTa in MouthMirrorVoxels, i.e., MouthSnd 2 EnvSnd and MouthExe 2 Restb

L STG/SII 21 0 4.49 254 230 10

L STG/Parietal Operculum/SII 40 0.003 3.24 258 216 24

Conventions as in Table S2.
a p < 0.05.
b p < 0.005, k = 20.

Table S8. Congruent Somatotopical Organization of the Mirror System

Hemisphere Anatomical Description K p(unc.) T MNI (x,y,z)

HandSnd > MouthSnda, HandExe > MouthExea, HandSnd 2 EnvSndb, and HandExe 2 Restc

L BA6 18 0.005 2.99 222 24 66

L IPL/SI 156 0.001 3.56 236 238 48

L IPL/SI 16 0.005 2.9 246 228 40

MouthSnd > HandSnda, MouthExe > HandExea, MouthSnd 2 EnvSndb, and MouthExe 2 Restc

L BA44 26 0.003 3.25 256 6 8

L STG/parietal operculum/SII 21 0.001 3.68 258 228 10

R STG/MTG 45 0.002 3.53 58 232 10

R Insula 22 0 4.46 34 2 210

R Pallidum 64 0.001 4 22 24 8

R Insula 34 0.005 2.94 34 10 8

Conventions are as in Table S2. T refers to t value in the HandSnd 2 MouthSnd or the MouthSnd 2 HandSnd contrast.
a p < 0.05.
b p < 0.005.
c p < 0.005, k = 5.
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(‘‘I really get involved with the feelings of the characters in a novel’’).

Personal distress (PD) measures the emotional tumult of subjects in

situations where they witness the distress of others. (‘‘In emergency

situations, I feel apprehensive and ill-at-ease’’).

Using a simple regression model, we correlated the individual

contrast values for HandSnd 2 EnvSnd with PT scores and masked

the results with the HandMirrorVoxels (i.e., HandSnd 2 EnvSnd and

HandExe 2 Rest, significant at p < 0.005 as in Figure 1A). Figure S3A

and Table S7 show the result of this analysis with p < 0.05 (uncor-

rected) and k = 20. Four clusters of mirror voxels demonstrate signif-

icant correlations with PT, most of them in the left hemisphere. They

were located in the left BA44, BA6, and the IPL extending rostrally

into SI and in the right SMA. Subjects showing stronger activity in

these mirror areas thus also report engaging in more perspective

taking (Figure S3B). This correlation could be due either to the brain

activity during HandSnd being positively correlated with PT or to the

EnvSnd being negatively correlated with PT. Repeating the correla-

tion analysis with HandSnd and EnvSnd separately demonstrates

that the correlation was due to HandSnd (Figure S3C) not EnvSnd

(Figure S3D). Significant negative correlations with PT were not

observed in the mirror system. Correlating of HandActionSounds

with the scales FS, EC, and PD did not reveal any significant corre-

lation at the same threshold (not shown).

A similar analysis was applied for the MouthMirrorVoxels (Figures

S3E and S3F and Table S7). The correlation between MouthSnds 2

Env and PT revealed two significant clusters: one localized in the

parietal operculum (functional area SII) and a second, smaller cluster

located within the sylvian fissure and encompassing both the STG

and the parietal operculum. Again, this correlation was not due to

the subtraction of EnvSnd because a similar pattern was observed

in the correlation with MouthSnd alone (Figure S3G). None of the

other subscales demonstrated any significant correlations with

MouthSnd 2 Env.

With 16 subjects, the power of a correlation analysis is relatively

low and would not survive corrections for multiple comparisons.

To explore this problem, we used alternative methods in the main

text. The group was split into low- and high-PT subgroups, a paired

t test identified regions of peak difference among the 12 subjects

showing high and low PT (excluding the intermediate 4), and the cor-

relation over all 16 subjects was then calculated at the voxels of peak

difference. Results are reported in Table S6.

Overall, the relationship between PT and mirror activity will require

replication and investigation with larger groups of subjects, and the

current results should be considered tentative.

Our correlations and high-low differences are found in the left

hemisphere. Given that the results of the correlation analysis and

high-low comparison were masked with the results of the basic mir-

ror activations, which in turn were confined to the left hemisphere,

this result is not surprising. Interestingly, Dapretto et al. [S9] found

correlations between the ADOS and ADI scores and activations in

the right hemisphere in a task where subjects viewed and imitated

facial expressions. This difference in lateralization could reflect a dif-

ference in lateralization between viewing and hearing actions, as

demonstrated in the present data, and/or between hand actions

and facial expressions. Indeed, the processing of emotional facial

expressions has been associated in particular with the right hemi-

sphere [S10].

Additional Analysis of Somatotopy

Criteria for demonstrating somatotopy vary in the literature. For the

main paper, we used a very stringent definition that requires effector

selectivity both during listening (e.g., HandSnd > MouthSnd) and ex-

ecution (HandExe > MouthExe), and we also required the auditory

responses to be action selective (HandSnd > EnvSnd) and the voxels

to be involved in the execution of the preferred action (HandExe >

Rest). Here we explored alternative criteria.

Up until now, none of the experiments had used an action execu-

tion condition to define somatotopy. Without taking action execu-

tion into consideration, Figure S4A illustrates the results of requiring

HandSnd > MouthSnd (p < 0.05) and HandSnd > EnvSnd (p < 0.005)

only. This definition resulted in much more extensive somatotopy

compared to our more stringent analysis (shown in Figure S4B and

Table S8).

Somatotopy may also be defined without requiring ActionSnd >

EnvSnd. Figure S4C shows the results of this analysis without con-

sideration of the motor data, and Figure S4D shows the results with

consideration of these data. Both analysis reveal somatotopical ar-

rangements to be more bilateral and extensive than our original def-

inition (Figure S4B).

What is common to all analyses though is that regardless of the

definition used, some areas of the mirror circuit demonstrate the ca-

pacity to differentiate between hand and mouth action sounds. Two

of the analyses (Fig. S4B,D) also demonstrate that regions exist that

have the same preference during action listening and execution. This

common message is essential, as it demonstrates that the auditory

mirror system could provide information in the brain of the listener

about what type of actions (Hand vs. Mouth) the other individual is

performing. Although using the most stringent of the analysis

(Fig. S4B) may underestimate the spatial extent of congruent selec-

tivity, we believe it to provide the most convincing proof of congruent

selectivity in the human auditory mirror system.

The Visual Experiment

Visual Stimuli

Twelve movies (six with the hand entering from the left and six with it

entering from the right) of six different manipulations of colored

wooden blocks (Visual Hand Action 2 HandVis) were contrasted

against control movies of the same durations in which the same

hand moved to rest on the table (Visual Control Movement 2 CtrlVis).

These control stimuli contain movements, but these movements are

not directed at an object. The visual experiment included other con-

trol conditions, such as a fixation cross and clips of a stationary

hand behind objects, but these additional controls led to results

resembling those obtained with the CtrlVis, and will thus not be

reported here.

Visual Experimental Design

All conditions were presented in a block design, with four examples

of each condition picked out at random to form 13 s blocks contain-

ing four different actions or four different movements. Consecutive

blocks were separated by a 10 s pause of blank screen with a fixation

cross. The experiment was split into four runs with a total of 12 rep-

etitions per condition. Half of the blocks depicted only hands enter-

ing from the right of the screen, and half depicted only hands enter-

ing from the left of the screen. Subjects were instructed to watch the

movies carefully and to pay particular attention to ‘‘what the hands

were doing.’’ These data were acquired prior to the auditory exper-

iment and the action execution to ensure that the other experiments

would not bias the results of the visual experiment. Note that the ac-

tions used in this experiment are not directly equivalent to those

used in the auditory main experiment because they involved only

the hand, and not the hand and mouth, and because the grasping

actions involved here are not characterized by salient sounds,

whereas those in the auditory experiment are. These differences

make it unlikely that visual responses in the ROI’s of Figure 2 and

overlaps with visual responses in Figure 1D are due to auditory as-

sociations with the movies. Movies were recorded with a digital

video camera, elaborated with AdobePremiere (www.adobe.com),

presented with Presentation (www.neuro-bs.com), projected with

an LCD projector on a semi-opaque screen placed at the head end

of the bore, and seen through a mirror placed on the head coil.

The visual experiment contained additional conditions that are irrel-

evant to the present paper.

Overlap between Visual, Auditory, and Motor Activations

for Hand Actions

Figures S5D–S5G illustrate the overlaps between the different

combinations of visual, auditory, and motor activations and hand

actions.

Overlaps with Other Motor Tasks

For HandExe, we used actions that matched as closely as possible

the actions subjects had to listen to during the auditory day. This

may have led to the automatic generation of the sounds normally as-

sociated with these actions in the mind of the subjects. To avoid this

confound, we also tested subjects in three additional motor tasks

that involved hand actions but were not associated with strong

sounds. In the ‘‘manipulation’’ run, subjects had to manipulate a little

object unknown to them with their fingers out of their line of sight.

Periods of manipulation (4 s) were alternated with periods of rest
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(10 6 2 s). In the ‘‘point’’ task, subjects had a T-shaped plate on their

lap and were instructed by a visual stimulus to go and touch with their

hand the corresponding location of the T-shaped table, then return to

the resting position (5 s on, 10 6 2 s off design). In the ‘‘grasp’’ task,

subjects had to grasp an object located on that T-shaped plate, lift it

up, and replace it on the plate (5 s on, 10 6 2 s off design). All three

tasks had slightly different cognitive requirements, but none had

strong sound associations. Figure S6 illustrates the results of mask-

ing the HandSnd 2 EnvSnd with our original task (Figure S6A) and

with these three alternative tasks (Figures S6C and S6D). As can be

seen, results are extremely similar; the same basic circuitry of BA6/

44, parietal, and MTG activations is seen. This indicates that imagina-

tion of sounds associated with the HandExe were not critical for

determining overlaps between motor execution and action listening.
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