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SUMMARY  

In a grid architecture, a grid workflow management system is a type of high-level grid 
middleware which is supposed to support modelling, redesign and execution of large-
scale sophisticated scientific and business processes in many complex e-science and e-
business applications. To ensure the correctness of grid workflow specification and 
execution, grid workflow verification and validation must be conducted. However, 
current research on grid workflow verification and validation is at the infancy stage and 
very few projects focus on them. Therefore, a systematic investigation and an overall 
classification of key issues in grid workflow verification and validation is helpful and 
should be presented so that we can keep on the right track and reduce unnecessary work 
as much as possible. As such, in this paper, we analyse the grid workflow verification and 
validation and present a taxonomy. Especially, we identify some important open points 
which are not discussed by the current research and hence need further investigation. 
The taxonomy is aimed at providing an overall picture of grid workflow verification and 
validation.  
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1.   INTRODUCTION  

In a grid architecture, a grid workflow management system is a type of high-level grid 
middleware which is supposed to support modelling, redesign and execution of large-scale 
sophisticated scientific and business processes in many complex e-science and e-business 
applications such as climate modelling, astrophysics, medical surgery, disaster recovery, 
international finance and insurance [1, 2, 3, 4, 5, 6]. A grid workflow management system 
normally contains a number of grid workflows in the form of their specifications and instances 
[2, 7, 8]. Generally speaking, a grid workflow management system works at three stages: 
build-time, run-time instantiation and run-time execution [9, 10, 11, 12]. At build-time stage, 
complex scientific or business processes are modelled or redesigned as grid workflow 
specifications [9, 11, 13, 14]. According to [9, 10, 15, 16], conceptually, a grid workflow 
contains a lot of computation or data intensive activities as well as dependencies between 
them. These activities are implemented and executed by corresponding grid services [9, 11, 
17]. The dependencies define activity execution orders [9, 11, 17].  At run-time instantiation 
stage, grid workflow instances are created, and especially grid services that are specified in the 
build-time definition documents are discovered. This could include an instantiation service that 
is a high-level grid service [9, 11]. At run-time execution stage, grid workflow instances are 
executed. The execution is coordinated between grid services by the grid workflow engine 
which itself is also a high-level grid service, hence automatically grid aware [9, 11].  

To ensure the well-performing of large-scale sophisticated scientific and business process 
support, we must ensure the correctness of grid workflow specification and execution. 
According to the IEEE Standard Glossary of Software Engineering Terminology [18], the 
correctness is defined as freedom from faults, meeting of specified requirements, and meeting 
of user needs and expectations. Furthermore, based on the IEEE Software Verification and 
Validation Standard [19], the correctness can be more commonly described as grid workflow 
verification and validation. Both grid workflow verification and validation are important. 
Verification failure results in the grid workflow specification and execution containing faults 
or flaws. Validation failure constitutes a breach of contract between the complex scientific and 
business process developer and the client. Clearly, neither is desirable. Figure 1 further depicts 
the relationship between correctness and verification & validation. 

 

 
 

Figure 1. Correctness of grid workflow specification and execution vs grid workflow verification and 
validation 

 



Some research related to (grid) workflow verification and validation has been done. [20, 21] 
discuss how to use Petri Net to model workflow processes. [22] presents twenty workflow 
patterns to represent the workflow expressive power. [23] analyses the structure errors in 
workflow specifications using Petri Net-based techniques. [24] uses the simulation method to 
compute the performance parameters. [25, 26] analyse resource constraints in the workflow 
specification and execution, and present some verification algorithms. [27, 28] discuss the 
specification, control, and enforcement of authorisation constraints. [29] assigns maximum and 
minimum durations to each activity and proposes some verification algorithms to check the 
consistency of relative and absolute temporal constraints. [30] discusses temporal dependency 
and its impact on the temporal verification effectiveness and efficiency in grid workflow 
systems. [31, 32, 33, 34] discuss checkpoint selection for temporal verification at run-time 
execution stage. [17] introduces four consistency states to a fixed-time constraint and develops 
corresponding verification algorithms. [3, 14, 35] discuss QoS (Quality of Service) scheduling 
issues and presents a grid economy based architecture with corresponding grid middleware. 
[36] discusses how to analyse workflow process models by using graph reduction techniques. 

However, as far as grid workflow verification and validation is concerned, current research 
is still in infancy. To the best of our knowledge, very little work has been done and very few 
projects focus on grid workflow verification and validation issues. Therefore, a systematic 
identification and an overall classification of key issues in the grid workflow verification and 
validation field are needed which can help us find out main points in the field and avoid some 
unnecessary work as much as possible. Hence, in this paper, we investigate the key issues in 
grid workflow verification and validation, and present a taxonomy for them. Especially, we 
identify some important points which are not stated by the current research and hence need 
further investigation. The taxonomy depicts an overall picture for grid workflow verification 
and validation.  

The remainder of the paper is organised as follows. Section 2 discusses the taxonomy of grid 
workflow verification and validation. Section 3 conducts a survey of existing projects and 
presents a further discussion. Section 4 concludes our contributions and points out future work.  

2.   TAXONOMY  

We investigate grid workflow verification taxonomy in Section 2.1 and grid workflow 
validation taxonomy in Section 2.2. 

2.1.   Grid workflow verification 

Specifically speaking, based on [19], grid workflow verification is mainly concerned with the 
specific correctness of grid workflow specification and execution such as no deadlock, no 
livelock, no temporal violation or no resource conflict. It aims at no faults in grid workflow 
specification and execution under the condition where complex scientific and business process 
requirements have already been correctly supported in grid workflow specification by the 
selected grid workflow management system. Correspondingly, as shown in Figure 2, grid 



workflow verification taxonomy consists of six elements: (a) structure verification, (b) 
performance verification, (c) resource verification, (d) authorisation verification, (e) cost 
verification and (f) temporal verification. In this section, we look at each element in detail. 
 

 
 

Figure 2. Elements of grid workflow verification 

2.1.1.   Structure verification 

Structure verification aims to verify structure consistency [23, 24]. It consists of syntactic 
structure verification and semantic structure verification [23, 24, 36].  

In a grid workflow specification, main syntactic structure inconsistencies include deadlock, 
livelock, lack of synchronisation, misuse of modelling objects and constructs, active end, dead 
activity and etc. [23, 24, 36]. Some methods such as Petri Net or directed graph with graph 
reduction technologies have been presented to model the structure and verify whether there are 
any structure inconsistencies [20, 21, 23].  

Current research of structure verification mainly focuses on syntactic structure verification. 
However, semantic structure verification is also very important. For example, suppose we have 
a grid workflow specification which is correct in terms of syntax. So, it is using the selective 
structure correctly. Suppose at a decision activity point A, it has two branches B and C. 
Syntactically, it can go to B or C. However, semantically, at run-time, according to the 
execution results of A, it may need to go to D. Apparently, the grid workflow execution will 
stop because no D can be selected. That is to say, semantically, the structure of the grid 
workflow specification is incorrect. Therefore, semantic structure verification should also be 
investigated in addition to syntactic structure verification. 

2.1.2.   Performance verification 

Performance verification aims to verify whether user defined performance parameters can be 
met [24]. A grid workflow specification or execution is normally attached with some user 
defined performance parameters such as average activity completion time, mean capacity 
utilisation rate, mean activity queuing time, mean activity synchronisation delay, mean activity 
set-up delay or mean resource allocation. [24, 37]. Therefore, we need to verify whether these 
parameters can be met by the selected grid workflow management system and current system 
run-time status. To conduct performance verification, we need to compute system performance 
parameters, and then compare them with user defined performance values. Currently, people 



try to use Markovian chain theory, queueing theory or simulation tools for system performance 
parameter computations [24, 37]. Based on Markovian chain theory, we try to incorporate 
some properties into a Markovian chain, and then use the analysis methods provided by the 
Markovian chain theory to calculate system performance parameters. However, not every 
aspect of a grid workflow can be incorporated into the analysis and the Markovian chain 
analysis can also be very time-consuming [24, 37]. The Queuing theory can provide a good 
statistical analysis. However, many of the assumptions used in the queuing theory are not valid 
for grid workflow processes [24]. For example, in the presence of parallel routing, it is often 
impossible to apply the results obtained from the queuing theory because the distribution of 
activity completion time is normally not the one required for applying the queuing theory. 
Based on the simulation, we often convert a grid workflow specification into a simulation 
model, and then use some simulation tools to simulate grid workflow execution [24]. However, 
the challenge is that sometimes we cannot map a grid workflow specification into a simulation 
model without any semantic loss.  

Further research might be conducted on how to extend the Markovian chain theory or 
queuing theory or simulation tools to allow for grid workflow-specific characteristics, and on 
the extent to which a grid workflow can be simplified to meet the requirements of the use of 
these theories or tools. 

2.1.3.   Resource verification 

Resource verification aims to verify whether there are any resource conflicts between different 
activities or workflows [25, 26]. In a single grid workflow or among multiple ones, different 
activities may compete for the same resource such as a machine or a human being. Given that 
the grid computing infrastructure normally encompasses a number of heterogeneous and 
autonomous hosting environments, such resource competitions can happen often [7]. Hence, 
we must verify them to make sure that resource sharing proceeds correctly. Currently, some 
fundamental research has been done [25, 26]. However, in grid workflow management 
systems, run-time execution environments are very dynamic. One resource may serve more 
than one activities at the same time while sometimes more than one resource may serve one 
activity simultaneously. Therefore, we should incorporate the statistical property of grid 
workflow execution into verification mechanisms. For example, two activities may compete 
for the same machine during the same time interval. It may or may not lead to a resource 
conflict. We need to conduct some statistical analysis to judge whether there are really any 
conflicts. The further research on the resource verification based on statistical analysis is a 
challenge because, as discussed in the above performance verification section, some statistical 
analysis theories or tools cannot be equally applied to grid workflow management systems. 

2.1.4.   Authorisation verification 

A grid workflow management system often needs to deploy heterogeneous and distributed 
hardware and software systems to execute a given grid workflow [6, 7, 38]. This gives rise to 



decentralised security policies and mechanisms that need to be managed. To ensure the 
security, authorization verification must be conducted to check the consistency between 
resource access and participants or roles. Authorisation means that no resources are accessed 
by unauthorised participants or roles at anytime [27]. Therefore, some authorisation constraints 
are set for different participants and roles, which show which kinds of resources can be 
accessed by them and how to access authorised resources [27, 28, 39]. For the grid workflow 
specification, authorisation verification is conducted to judge whether access rules for 
corresponding participants or roles are correctly defined. For the grid workflow execution, 
authorisation verification is conducted to show whether there is any unauthorised resource 
access so that grid workflow management systems can take some protective measures 
immediately. One of key challenges for authorization verification is that we need to figure out 
what the grid workflow security is since the underlying grid infrastructure has already 
supported the security to some extent [2, 38]. 

2.1.5.   Cost verification 

In the real world, scientific and business processes are normally budget constrained [3, 14, 35]. 
Therefore, we must verify the cost aspect of grid workflow specification and execution to 
check whether grid workflow specification and execution can meet corresponding budget 
requirements. Some grid workflows have many local cost constraints, while others have only 
one end-to-end cost constraint. To the best of our literature review, no research has been done 
about cost verification. Although some important and valuable work concerning cost 
scheduling has been done [14, 35], cost scheduling cannot be used to judge whether grid 
workflow specification or execution is definitely going wrong when the scheduling assignment 
is not followed. This is normal as the judgement is one of the responsibilities of grid workflow 
verification. To conduct cost verification, we need to represent activity cost information in a 
grid workflow. We may need to enrich grid workflow modelling languages so that they can 
accommodate activity cost information. We then need to compute the cost between two 
activities and compare it with cost constraints to check the consistency. In some cases where 
only one end-to-end cost constraint exists, to more efficiently control the activity cost for grid 
workflow execution, we may need to investigate how to dynamically assign, verify and adjust 
some local cost constraints within the frame of the overall cost constraint. In fact, a grid 
workflow normally consists of a number of activities and consequently lasts a long time. 
Therefore, only one end-to-end cost constraint is not sufficient to control the budget aspect of 
grid workflow execution. We may find the end-to-end cost constraint is violated at the last 
activity. Then, it is too late to take any compensating or precaution measures. Therefore, if 
there is only one end-to-end cost constraint, we must investigate how to divide it into some 
smaller local cost constraints. Then, by these local cost constraints, we can better control the 
budget aspect of grid workflow execution. With local cost constraints, we need to figure out 
how to compute the cost between two activities for verification purpose. The run-time 
uncertainty of activity cost must be taken into consideration so that corresponding statistical 
features can be considered. 



2.1.6.   Temporal verification 

Similar to the cost, in the real world, scientific and business processes normally stay in a 
temporal context and are often time constrained [3, 33]. Therefore, temporal verification must 
be conducted to check whether there are any temporal constraint violations. We need to 
investigate four factors to conduct temporal verification: temporal consistency states, 
assignment of fine-grained temporal constraints, selection of checkpoints, and verification of 
temporal constraints.  

To verify temporal constraints, temporal consistency states must be defined. Some research 
on timed workflow modelling has been done such as [29, 40, 41, 42, 43, 44]. Two temporal 
consistency states have been defined by them. [17] argues that in grid workflow management 
systems, two states are too restricted as grid workflow execution environments are very 
dynamic. Intermediate states exist and different exception handlings should be triggered to 
handle them [45]. Accordingly, [17] has introduced four temporal consistency states and 
developed corresponding verification algorithms. However, it does not investigate how 
different exception handlings should be triggered to handle different states. 

In many complex scientific and business processes such as a climate modelling process, 
users often only set a few coarse-grained temporal constraints rather than a large number of 
them [1, 3]. However, only a few coarse-grained temporal constraints are not sufficient to 
control grid workflow execution in terms of time as we are not able to control grid workflow 
execution locally at various activity points. Therefore, we need to investigate how to assign a 
number of fine-grained temporal constraints based on a few user-defined coarse-grained ones. 
To do so, we need to solve two problems. One is where to assign some fine-grained temporal 
constraints. The other is how to assign them. [46] has solved the second problem. Further 
research is needed for solving the first problem. 

At build-time and run-time instantiation stages, temporal verification is static because there 
are no any specific execution times. Each temporal constraint needs to be verified only once 
with the consideration of all covered activities. Therefore, we need not decide at which 
activities we should conduct the verification. At run-time execution stage however, activity 
completion durations vary and consequently, we may need to verify each temporal constraint 
many times at different activities. However, conducting the verification at every activity is not 
efficient as we may not need to do so at some activities such as those that can be completed 
within allowed time intervals. Hence, we need to figure out where to conduct temporal 
verification. The activities at which we conduct temporal verification are called checkpoints 
[29, 30, 43]. Correspondingly, a research topic comes into the picture which is Checkpoint 
Selection Strategies (CSS). Currently, some checkpoint selection strategies have been proposed 
[29, 31, 32, 33, 34, 43]. Some of them often select some unnecessary checkpoints or ignore 
some necessary ones. Although [34] develops a strategy which can select necessary yet 
sufficient checkpoints, it does not operate in the whole context of temporal verification. For 
example, it does not take into consideration temporal dependency between temporal 
constraints. With temporal dependency, we may be able to select fewer checkpoints. Hence, 
further research is needed.  

Once we know where to verify temporal constraints, we can start to do it. Some 



conventional temporal verification work has been done such as [29, 44]. Some other work is 
related to temporal verification from other perspectives such as time QoS scheduling, project 
management, etc., [14, 35, 47, 48, 49]. They try to apply the technologies from their fields to 
grid workflow temporal verification. However, it might not be consistent with grid workflow 
management systems very well because different fields have different characteristics. For 
example, a project management system normally only has one instance at run-time, while a 
grid workflow management system normally has a number of grid workflow instances at run-
time. So, the project management temporal analysis is relatively static and hence cannot be 
equally applied to more dynamic grid workflow management system environments. Another 
example is about time QoS scheduling. Time QoS scheduling is important for ensuring that 
grid workflow execution is going smoothly in terms of time [14, 35, 50, 51]. However, time 
QoS scheduling cannot be used to judge whether a grid workflow execution is definitely going 
wrong when the scheduling assignment is not followed. Hence, grid workflow specific 
temporal verification is needed. For example, as analysed above, a grid workflow normally 
needs a series of temporal constraints. When a series of temporal constraints are verified, they 
are often dependent on each other in terms of overall temporal verification effectiveness and 
efficiency. This is because the later verification may make the previous verification ineffective 
and also the later verification may utilise the previous verification results to save current 
verification computation for better efficiency. Therefore, temporal dependency between 
temporal constraints must be taken into consideration when temporal verification is conducted 
so that we can further improve overall temporal verification effectiveness and efficiency. [30] 
has discussed temporal dependency based on conventional two consistency states. Further 
research is needed for temporal dependency based on multiple temporal consistency states 
which, according to [17], allow for grid workflow specific characteristics. 

2.2.   Grid workflow validation 

Specifically speaking, based on [19], grid workflow validation is mainly concerned with the 
consistency between complex scientific and business processes and grid workflow 
specifications. When we model or redesign a complex scientific or business process as a grid 
workflow specification based on models and constructs provided by the selected grid workflow 
management system, we must ensure that all complex scientific and business process 
requirements are modelled or redesigned in the grid workflow specification. Otherwise, the 
grid workflow specification is incomplete and incorrect from the perspective of user 
requirements and needs. For example, some grid workflow management systems or 
architectures cannot support temporal constraint modelling [38]. Then, for those time-critical 
scientific and business processes such as climate modelling processes for weather forecast, the 
corresponding grid workflow specifications are incomplete or even incorrect as temporal 
information will be ignored. In fact, different grid workflow management systems provide 
different basic models and constructs for complex scientific and business process modelling. 
And different models and constructs have different expressive power [38]. A complex scientific 
or business process which can be modelled by one grid workflow management system may not 
be completely modelled by another one. Therefore, a question is raised between complex 



scientific and business processes and grid workflow modelling power. That is whether current 
complex scientific and business process requirements can be supported by the selected grid 
workflow management system. This is particularly important when e-scientists or e-business 
people develop or purchase corresponding grid workflow management system products to 
support their complex scientific and business processes. To answer this question, grid 
workflow validation must be conducted. We need to describe a complex scientific or business 
process as a proper representation. Then, we represent the expressive power of the selected 
grid workflow management system. Finally, we need to develop some efficient approaches to 
validate the consistency between them. Hence, as shown in Figure 3, the grid workflow 
validation taxonomy consists of three elements: (a) representation of complex scientific and 
business processes, (b) representation of expressive power of grid workflow management 
systems, and (c) validation approaches. 
 

 
 

Figure 3. Elements of grid workflow validation 

2.2.1.   Representation of complex scientific and business processes 

To check the consistency between complex scientific and business processes and 
corresponding grid workflow specifications, firstly we need to capture and represent complex 
scientific and business processes. 

Some methods such as Petri Net or process algebra (mainly pi-Calculus) might be used to 
represent complex scientific and business processes [20, 21, 52, 53]. However, a complex 
scientific or business process normally changes often [6, 7, 38]. Changes in process 
requirements may lead to significant state adjustments in the Petri Net based representation or 
significant equation adjustments in the process algebra based representation [54]. Some other 
models such as state machine or concurrent transaction logic also have similar problems [55]. 
How to extend the expressive ability of Petri Net, process algebra or some other models to 
allow for the complexity and dynamics of sophisticated scientific and business processes needs 
further investigation. 

2.2.2.   Representation of expressive power of grid workflow management systems 

By representing the expressive power of a grid workflow management system, we can get to 
know how complicated scientific and business process requirements can be supported by it 
[22]. Currently, most grid workflow management systems support four basic control structures: 



parallel, selective, sequential and iterative [9, 11, 38]. However, it is not enough for us to only 
use these four control structures to represent the grid workflow expressive power. On one 
hand, a grid workflow management system may support other control structures. On the other 
hand, the diversity of complex scientific and business process requirements is calling for new 
control structures. Therefore, we need to tackle how to extend the control structures to allow 
for profound scientific and business process requirements and how to use them to evaluate the 
expressive power of the selected workflow system. Although [22] presents twenty workflow 
patterns, they are mainly for business processes. For scientific processes, the requirements are 
often different because scientific processes are normally computation or data intensive and lack 
intensive dependency between different activities [7, 9]. It is still a problem whether we can 
equally apply the twenty patterns to complex scientific processes. And if not, how to extend or 
modify them to allow for complex scientific requirements would be open. 

2.2.3.   Validation approaches 

Based on the representation of complex scientific and business processes and based on the 
expressive power of grid workflow management systems, we can fall to developing some 
validation approaches. These approaches can be used to check whether all scientific and 
business process requirements can be supported by the selected grid workflow management 
system based on its control structures. Here, a key challenge is how to map the representation 
of a complex scientific or business process based on Petri Net or process algebra or some other 
models to the control structures. If the approaches can conduct the mapping, then if some part 
of the representation has no corresponding control structures provided by the selected grid 
workflow management system, it means that we can not correctly capture the scientific or 
business process as a grid workflow specification. In other words, the grid workflow validation 
fails. Then, we may consider changing the grid workflow management system to another one 
which has stronger expressive power.   

3.   SURVEY AND FURTHER DISCUSSION 

Currently, very few projects focus on grid workflow verification and validation. This is not 
surprising as grid workflow has been investigating for just a few years. Many efforts have been 
made on the research and development of functional issues such as modelling languages, grid 
workflow engines and so on [9, 11, 13, 38]. Gradually, more and more attention has been paid 
to QoS scheduling and overall management [35, 51, 56]. However, very little work has been 
done on grid workflow verification and validation which is an important non-functional issue. 
More or less, the very few projects related to grid workflow verification and validation mainly 
include DILIGENT (Digital Library Infrastructure on Grid Enabled Technology) [57], 
CROWN (China R&D environment Over Wide-area Network) [58], Discovery Net [59], 
SwinDeW-G (Swinburne Decentralised Workflow for Grid) [60] and CAT (Composition 
Analysis Tool) [61]. We show the comparison of these projects based on grid workflow 
verification taxonomy in Table 1, and based on grid workflow validation taxonomy in Table 2.  



Table 1. Grid Workflow Verification Taxonomy Mapping 
 

Project Name Structure Performance Resource Authorisation Cost Temporal 
DILIGENT Supported Supported N/A N/A N/A N/A 
CROWN Partly 

Supported 
N/A N/A N/A N/A N/A 

Discovery Net Supported N/A N/A N/A N/A N/A 
SwinDeW-G N/A N/A N/A N/A N/A Supported 
CAT Supported N/A N/A N/A N/A N/A 

 
 

Table 2. Grid Workflow Validation Taxonomy Mapping 
 

Project Name Representation of 
Process  

Representation of 
Expressive Power 

Validation  
Approaches 

DILIGENT N/A N/A N/A 
CROWN N/A Supported N/A 
Discovery Net N/A N/A N/A 
SwinDeW-G N/A N/A N/A 
CAT N/A N/A N/A 

 
We now describe those projects briefly. 
DILIGENT [57] aims at supporting this new research operational mode by providing a 

knowledge infrastructure that manages a network of shared resources (e.g., archives, database 
and software tools) and enables the creation of on-demand digital libraries. It supports process 
design by composing existing services. Performance and structure verification based on the 
process description are supported. 

CROWN [58] is a grid toolkit developed by BeiHang University in China. It contains a grid 
workflow modeling language called GPEL (Grid Process Execution Language). Based on 
GPEL, CROWN supports part of structure verification to identify deadlock and loss of 
synchronisation. Besides, it also analyses the expressive power of GPEL. This is part of grid 
workflow validation. 

Discovery Net project [59] is an EPSRC-funded (Engineering and Physical Sciences 
Research Council) project to build the world's first e-Science platform for scientific discovery 
from the data generated by a wide variety of high throughput devices at Imperial College 
London. Its workflow management supports structure verification. 

SwinDeW-G [60] is a peer-to-peer based grid workflow management system. For the 
moment, it can only support grid workflow temporal verification. It is on the way to 
developing approaches for other types of verification and validation.   

CAT [61] developed by University of Southern California is a tool that analyses grid 
workflows and generates error messages and suggestions in order to help users compose 
complete and consistent workflows. CAT supports structure verification.  

From Table 1, we can see that each project can support at least one type of grid workflow 



verification, but not all types. From Table 2, we can see that most of the projects do not 
support validation. Given that many grid workflow management systems have been developed 
and can well support functional issues such as modelling languages or execution engines [38], 
more efforts should now be devoted to grid workflow verification and validation so that we can 
develop a set of complete verification and validation approaches. Accordingly, we are able to 
check the correctness of grid workflow specification and execution. This correctness is 
important as it directly affects the applicability of a grid workflow management system. 

4.   CONCLUSIONS AND FUTURE WORK 

In this paper, we have systematically analysed grid workflow verification and validation, and 
classified their key issues into a taxonomy. Some of them are not investigated by current 
research such as mapping validation approaches or cost verification, while others may need 
further investigation. The taxonomy depicts a picture and provides some insights into further 
potential research points for grid workflow verification and validation. Our ongoing and future 
work is to investigate such points, develop and evaluate corresponding verification and 
validation approaches. 
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