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ABSTRACT 
 
Class-based traffic treatment frameworks, such as Differentiated Service, have been proposed to 
solve the scalability problem of flow-based approach for quality of service (QoS) provisioning. 
While these frameworks provide service differentiation according to traffic classes, providing 
QoS guarantee for individual flows within a class remains a challenging problem. In this paper, 
we present a novel multiservices mechanism which is able to provide Service Curves assurance 
for per-flow deterministic delay guarantees. The core component of this mechanism is a new 
packet scheduling algorithm, called Flow-state-dependent Packet Scheduling (FDPS), to handle 
different flows within the same class to provide end-to-end scheduling delay bound guarantees. 
The mechanism is based on an analysis that guides the flow admission control operation for class-
based queueing delay bound. Using packets’ flow-state, FDPS provides fine granularity packet 
service differentiation within each class. By means of this property, the proposed mechanism 
achieves per-flow end-to-end delay bound independent of the number of intermediate nodes along 
the path of the flow.  Another notable feature is that it can be integrated into DiffServ framework 
as an enhancement for deterministic QoS guarantees. We mathematically analyze the 
performance of this mechanism to demonstrate its enhancements and use ns-2 simulation 
experiments to validate the analytical results. 
 

Keywords: QoS provisioning, scheduling, multiservices, admission control, class-based delay 
bound. 
 

I. INTRODUCTION 

 The Internet has been traditionally designed to support the best-effort service model in which 
the network offers no assurance for the data delivery. This service model has proven to be 
adequate for elastic applications, such as FTP, HTTP, and TELNET that tolerate packet delays 
and losses rather gracefully. With the rise in deployment of inelastic continuous media 
applications, the best-effort service model has becomes inadequate. To facilitate the co-existence 
of both the elastic and non-elastic applications, service differentiation and guarantee in terms of 
rate and/or end-to-end delay is highly desirable. To this end, the Integrated Services (IntServ) 
network architecture[1] was proposed to provide per-flow absolute QoS guarantee. IntServ is an 
interesting proposal for guaranteed service in which admission control is applied to every flow. 
Unless the bandwidth needed to support a new flow could be reserved in the selected path, the 
 
* Please direct all correspondences to this author 
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flow request would be rejected. However, it is often argued that the need for maintaining per-flow 
state and performing per-packet classification in routers seriously limits the scalability of this 
architecture and the lagging demand for per-flow absolute QoS has also restricted the deployment 
of IntServ. As a result, the interest in Internet QoS eventually shifted to the Differentiated Service 
(DiffServ) architecture[2], which was proposed as a scalable solution based on the same paradigm 
as the Internet. It resolves these problems by offering per-hop behavior as the service at each link 
and replace bandwidth reservation by capacity pre-allocation to different service classes. This 
architecture employs simple packet scheduling and buffer management at the core routers based 
on tags that are set at the edge routers. The edge routers are allowed to perform traffic 
management on a per-flow basis while the core routers are not. In this architecture, traffic 
entering a network is classified and conditioned at the network boundary, and is assigned to a 
small set of behavior (or flow) aggregates (also referred to as Per Hop Behaviors--PHB). This 
architecture achieves scalability by implementing complex classification and conditioning 
functions only at network boundary routers (which process lower volumes of traffic and lesser 
numbers of flows), and providing service differentiation inside the network for flow aggregates 
rather than on a per-flow basis [2]. Simple resource-management mechanisms--such as Random 
Early Detection (RED)[3]--have been proposed to provide service differentiation among traffic 
aggregates. Although some traffic management and packet marking mechanisms have been 
proposed for the edge routers, it is less flexible and provides weaker guarantees to flows [12]. In 
particular, it is non-trivial to provide per-flow rate or delay guarantees in this mechanism.  

 
DiffServ is expected to be widely deployed across the Internet. The implementation of PHBs 

relies much on the scheduling and queueing schemes used in switches and routers. The 
scheduling schemes that could be implemented in DiffServ include priority queueing (PQ), 
weighted round-robin (WRR), PQWRR [10], and class-based queueing (CBQ) [17]. CBQ 
controls the explicit rate for each traffic class by the rate control mechanisms at two schedulers: 
the general scheduler and the link-sharing scheduler [6]. Compared with PQ and WRR, PQWRR 
delivers the minimum delay and jitter for EF traffic and provides better bandwidth allocation for 
AF traffic and BE traffic by priority scheduling of EF traffic and non-EF traffic, and weighted 
round-robin scheduling of AF traffic and BE traffic.  
 

Outside the context of DiffServ, there is also much work on packet scheduling for service 
differentiation and QoS provisioning, such as GPS, PGPS [4], W2FQ [5], WRR [6] etc. Most of 
these algorithms are focused on sharing the output bandwidth fairly among competing 
backlogged flows. In this family of scheduling algorithms, active flows which are not backlogged 
at the moment do not participate in the sharing and there is no memory of unconsumed service for 
any flow. These algorithms are mainly designed for best effort domain in which it is sufficient to 
consider fair bandwidth sharing. However, these algorithms are not appropriate in today’s 
environment in which QoS flows may have different delay bounds.  In other words, this scheme 
has to schedule flows in such a manner that their rates and delay bounds are coupled.  
Considering the scalability limitation of per-flow based service provisioning, such as IntServ [1], 
per-flow delay guarantee mechanism based on class-based scheduling is highly desirable.    

 There are many debates on whether deterministic QoS should be provided in the Internet. 
Some researchers have argued that strict QoS adherence is not necessary. As the performance of 
the Internet is generally good except for some periods of time, it may not be necessary to provide 
deterministic QoS. We agree that this argument could be true for a large number of users but for a 
small number of users who have high value transactions such as money and investment brokers, 
we argue that deterministic guarantees equivalent to leased line service are necessary. Unless we 
could provide deterministic QoS guarantees, the probability to attract such high net-worth 

Page 2 of 21

IEE Proceedings Review Copy Only

Communications



3

services to utilize the Internet is almost negligible. Therefore, the purpose of the current work is 
to provide a multiservice mechanism that provides deterministic QoS guarantee via end-to-end 
class-based scheduling delay bound guarantees together with best effort service. 

 Despite its importance, relatively little emphasis has been put on the understanding of the per-
flow QoS under the per-class traffic treatment. A recent paper [11] has focused on an admission 
control scheme which provides per-flow delay and bandwidth guarantees based on simple class-
based priority queueing. The authors examine the basic properties of the worst-case behaviors in 
strict priority queueing systems using network calculus. Building upon these properties the flow 
admission control scheme is devised. Unfortunately, they have not provided an implementable 
mechanism for realizing the theoretical service curves. Therefore, practical algorithms for 
providing per-flow delay guarantee based on class-based treatment are yet to be studied.  
 

It has been proven that an exact quantitative mapping between the per-flow and the class is a 
challenging issue[13].  In this paper, we do not focus on the theoretical derivation of the 
relationship, but on a mechanism that realizes the mapping between the per-class performance 
and the per-flow performance. We try to provide per-flow delay performance guarantee in traffic 
aggregates. We employ the theory of Service Curves to provide the protection of traffic and 
traffic classifications based on queuing delay budget to provide end-to-end delay bound 
protection. The services are provided in such a manner that each flow is guaranteed the minimum 
service according to its delay requirement. This scheduling mechanism is subtly different from 
the WFQ [4] scheme whose main focus is sharing the bandwidth fairly. In WFQ, a lower 
scheduling delay could be achieved by allocating a higher service rate to a specific flow at the 
expense of available bandwidth. Due to the way packets are scheduled in the proposed 
mechanism, shorter delay bound could be provided to flows in low delay classes and longer delay 
bounds to flows in high delay classes without resorting to bandwidth over provisioning for lower 
delay bound. In the proposed multiservice mechanism, we employ an interesting traffic 
classification based on queuing delay budget in which a flow is classified not according to its 
end-to-end delay requirements but its queuing delay budget. This facilitates more efficient 
utilization of bandwidth. This new multiservice mechanism provides Service Curves assurance 
for per-flow QoS deterministic guarantees. 

 This multiservice mechanism could be implemented in a packet switching network or 
integrated into the Diffserv architecture to provide deterministic per flow QoS guarantees. We 
prove mathematically that the class-based scheduling delay bound for each flow is independent of 
the number of intermediate nodes. We also employ simulation experiments based on ns-2 
simulator to validate the proposed mechanism and evaluate its performance.  

 The main contributions of this work are four fold: 1)An efficient packet scheduling mechanism 
that provides class-based scheduling delay bound; 2)A simple end-to-end queuing-delay-based 
flow classification method; 3) An admission control conditions test for flow admission and 4) An 
efficient provisioning mechanism for protecting flows for the deterministic QoS guarantees in a 
multiservice network. 

 The layout for the rest of the paper is as follows. In the next section, we present the proposed 
multi-service mechanism for per-flow delay guarantee based on class-based traffic treatment. In 
particular, we propose a class-based FDPS algorithm as the core component of the multiservice 
mechanism. In Section III, we present the mathematical analysis of the FDPS . In Section IV, we 
describe the control plane operations with a Bandwidth Broker for the proposed mechanism, with 
the emphasis on the admission control procedure. In Section V, we provide the simulation results 
and analysis to validate the proposed mechanism and finally conclude this paper in Section VI. 
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II. MULTISERVICE MECHANISM FOR PER-FLOW DELAY GUARANTEE 

 BASED ON CLASS-BASED TRAFFIC TREATMENT 

A. Overview of the Proposed Multiservice Mechanism   
 Our goal is to design an efficient mechanism for deterministic per-flow QoS provisioning 
based on class-based traffic treatment in a multiservice network with both streaming and elastic 
traffic. Its functions include classification of traffic flows, a scheduling-delay-based scheduling 
mechanism and an admission control procedure. The delay-based classification is one of the key 
features of the mechanism for end-to-end scheduling delay guarantees. Such classification allows 
for service differentiation [2] between flows belonging to different traffic classes. This method 
uses a set of scheduling delay bounds for the classification of flows. In more detail, flows are 
classified into their appropriate delay classes in such a way that the over-provisioning of 
bandwidth is minimized. This facilitates the realization of service curves for flows with different 
delay bounds [6][7][8]. With different delay bounds defined for different traffic classes, a flow is 
classified not by its end-to-end delay requirement but by its queuing delay budget, different from 
current classifications commonly based on end-to-end delay requirements. Priority queuing 
discipline is applied among the different classes of backlogged traffic. The crux of the new 
mechanism is that we employ a new packet scheduling algorithm called Flow-state-dependent 
Packet scheduling (FDPS) [14] to schedule the traffic within class.  After a flow is classified, all 
its packets will be forwarded the scheduler of that class. When its class is scheduled for service, 
this FDPS scheduler in that class schedules packets to the output for transmission. With this two-
level hierarchical scheduling, we prove that per-flow delay guarantee can be provided based on 
class-based treatment.   
 

For deterministic QoS provisioning, admission control function at the ingress node is normally 
activated upon the arrival of a new flow connection request to verify that sufficient capacity is 
available to support this flow along the selected path without violating the QoS of existing flows; 
otherwise, it is rejected. After the packet scheduling algorithm determines the bandwidth required 
for the guaranteed QoS, this requirement is passed to the admission control function for 
reservation. We assume that a large pipe reservation protocol is available for bandwidth 
reservation. This would reduce the amount of signaling required to set up or tear down a 
connection, an area for further work. For the control panel operations of the proposed mechanism, 
we find that the Bandwidth Broker[13] would be a suitable architecture for implementing 
admission control, bandwidth allocation, etc. Further details on the implementation will be given 
in Section IV.  

 
In the following, we present the details on flow classifications, how capacity of a link is 

allocated to various traffic classes and how packets are scheduled at the class-based FDPS 
scheduler. A brief review of FDPS mechanism is also provided for the sake of completeness. 
 

B. Classification of Flows 
 

In the proposed multiservice mechanism, flow classification is performed at the ingress node in 
the connection establishment phase. Once a flow is classified, no further classification is made at 
other downstream nodes. This classification allows aggregation of flows and forwarding of 
packets belonging to the same class to a class-based scheduling mechanism. In contrast to typical 
classification by means of application type or end-to-end delay requirement, each flow is 
classified according to its queuing delay budget, denoted as q

id , which will be defined later. The 
purpose of this classification is to provide an end-to-end scheduling delay bound guarantee on a 
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per-class basis. In other words, when a flow is classified into a specific class, its end-to-end 
scheduling delay is upper bounded by the scheduling delay of the class. This classification 
function assumes that the scheduling mechanism is able to provide a class-based end-to-end 
scheduling delay bound – the maximum scheduling delay due to a series of shapers and 
schedulers in a path for that class, independent of traffic conditions.  

 
Definition 1: For all flows classified into class K with scheduling delay bound KD , the end-to-end 
scheduling delay of every flow in this class is less than or equal to KD .

The end-to-end delay of a flow could be separated into two components: a fixed delay that 
includes propagation and transmission delays; and a variable delay due to the effects of 
scheduling at each node along the path of the flow. By means of the proposed multiservice 
mechanism, the variable delay of every flow in class K is shown to be upper-bounded by the 
scheduling delay KD . The scheduling mechanism at every node along the path must ensure that 
the scheduling delay of the series of shapers and schedulers along the path is KD . We leave the 
mathematical proof for this to part E of this section. 
 

Let there be M traffic classes in the mechanism. Correspondingly, we specify M end-to-end 
scheduling delay bounds. The M delay bounds can be represented by a scheduling delay vector 

{ }11 ..., ,, DDD MM −=D at a link. Without any loss of generality, we assume  11 ... DDD MM <<< −

with classes M and 1 representing the highest and lowest classes respectively. When a new flow 
connection request arrives, it is classified into one of the M classes in the connection 
establishment phase. As mentioned before, class 1 (the lowest priority class) is designated as the 
best effort class with unspecified delay bound. This ensures that best effort traffic does not 
interfere with QoS traffic in higher classes. Hence, backlogged packets at the highest class are 
always serviced before the rest. The following definition specifies how a flow with its path 
attributes is classified. 
 

Definition 2: For a flow i with an end-to-end delay id and a fixed delay f
id , its queuing delay 

budget q
id is given by f

ii
q
i ddd −= . This flow i is then classified into class K such that  

{ }1;1:max +<≤≥= H
q
iH DdDHHK ,

subject to   
 ijH RC ≥,

where jHC , is the available capacity of class H at link j and iR is the service rate required by the 
new flow i request. 

From this definition, we observe that flow i is classified into a class K with the largest scheduling 
delay bound not greater than the queuing delay bound of the flow i. In the event that there is 
insufficient capacity in class K, this flow could be admitted under class K+1 if there is available 
capacity resulting in a lower end-to-end delay bound of 1++ K

f
i Dd . This flow would then be 

classified into a class with lower delay bound then required due to shortage of capacity in class K.
The effect of capacity allocation to different traffic classes is presented next. 

 

C. Link Capacity Allocation  
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With M classes defined in this mechanism, capacity allocation at a link affects the number of 
flows admissible to an individual class. We define jξ as a link capacity allocation vector for 
allocation at link j. This vector [ ]11,..., αααξ −= MMj , where Kα is the fraction of the capacity 

allocated to class K and obviously, 1
1

=∑
=

K

M

K
α . This vector jξ represents the capacity allocation 

to different classes of traffic at a particular link j. A different vector jξ could be allocated at a link 
j according to a network operator’s preference.  

 

For sake of simplicity, we assume that all links uses the same allocation vector ξ in this paper. 
This vector ξ for M delay-classes in a network could be deemed as an abstraction in which there 
are M overlay virtual networks corresponding to the capacity of M classes at each link of the 
physical network. With this abstraction of M virtual networks, service at each link is provided to 
virtual network from the highest to the lowest – class M, followed by M-1, and then the rest 
sequentially. At the lowest class, the “Best Effort” virtual network comprises of unused capacity 
from higher classes.  No capacity is allocated to the best effort class (Class 1).  
 

In a class K virtual network, the capacity along the path of a flow is normally limited by a 
bottleneck link in that class. Admission control function would have to locate such bottleneck 
link along this path to determine whether there are sufficient resources to service a new flow. 
This admission control test is presented in Section IV. While a path capacity depends on the 
current utilization and its allocation vector ξ at its bottleneck link, the bandwidth required by a 
flow depends on the packet scheduling algorithm. 
 
D. Packet Scheduling  
 

Early research work has shown that packet scheduling is one of the key issues for QoS 
guarantees. It is recognized that reserving the same capacity as a dedicated channel for a flow in a 
packet switching network is insufficient to provide the QoS guarantee to a flow due to the 
interference of other traffic sharing the links along its path. We have proposed a packet 
scheduling mechanism suitable for providing class-based delay bound. It facilitates the 
implementation of service curves that provide different delay bounds for different classes of 
traffic. This mechanism consists of a set of schedulers as shown in Figure 1. Each class-based 
scheduler implements the FDPS algorithm that provides service curve assurance. Figure 1 depicts 
how a class K packet at the input buffer is forwarded to the class K scheduler, awaiting for 
service. 
 

We recall that delay 1−< KK DD for all K, MK ≤≤1 . To meet such scheduling delay 
requirements, packets from class K should be serviced before class K-1. It seems that priority 
scheduling to these M classes of traffic in this scheme is a natural and reasonable choice. A total 
of M schedulers are need for these M classes of traffic. Each scheduler operates independently 
and only one scheduler is processing its packets at the output link at any time. Figure 1 shows 
how the class-based schedulers are activated from the highest class to the lowest class of traffic 
equivalent to strict priority scheduling.  In other words, backlogged packets belonging to class K
are always service before those of class K-1.  
 

There are two levels of granularity in this scheduling mechanism – coarse and fine. At coarse 
granularity, the highest priority class with backlogged packets is always selected for service. This 
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is similar to the static priority scheduling in DiffServ [2] in which the highest priority packets are 
always serviced first. At fine granularity, packets belonging to a class are scheduled by the FDPS 
algorithm [14]. When a class of traffic is selected for service, FDPS algorithm schedules its 
packets to the output link. If packets from a higher class arrive, service is switched to this class. 
For example, if class K is the highest class with backlogged traffic, the class K FDPS algorithm is 
activated to schedule packets to the output link. However, if a new class K+1 packet arrives, the 
service is switched to class “K+1” traffic using non-preemptive scheduling. Before we discuss 
the multiservice scheduling mechanism further, a review of the FDPS algorithm is provided. 

 

Figure 1.  The Multiservice Scheduling mechanism 

 

E. The FDPS Algorithm 

 As mentioned above, the FDPS [14] algorithm, which is a packet scheduling algorithm that 
provides Service Curves assurance, is applied to schedule packets in the same class for service.  
The FDPS implements an arrival curve and a service curve for each flow according its traffic 
specifications and QoS requirements. It employs an enhanced token bucket (ETB) for fine 
granularity marking of packets from individual flow. The ETB consists of two token buckets, 
namely, the positive and negative buckets. The positive bucket is dimensioned according to the 
traffic parameters of an individual flow. The algorithm uses the number of tokens in the positive 
or negative bucket to generate the priority for each packet. As an in-profile packet is identified by 
its positive dynamic priority, the traffic bounded by the arrival curve is easily identified. When 
the positive bucket is empty, negative dynamic priority is generated from the negative bucket. 
These negative priority packets constitute the out-of-profile traffic and forms part of the best 
effort traffic in the network. Such packets are scheduled only if there is no in-profile packet 
backlogged. 

 
In general, it is not possible to provide deterministic QoS guarantee unless a flow’s traffic 

parameters are provided. Based on these traffic parameters, we define the arrival curve 
ttS iii ρσ +=)( for a flow i with token bucket ),( ii ρσ specifications. By means of this arrival 

curve )(tSi , its in-profile and out-of-profile traffic corresponding to its conformant and non-

A set of FDPS Schedulers 

 

class M

class M - 1

class K

class 1 (Best Effort) 

class K 
packet 

input buffer 

Service 
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conformant traffic in the FDPS algorithm are defined. The pseudo-code based on a ρσ − model 
for the FDPS algorithm is given in Figure 2. 
 

The main advantage of the multiservice mechanism is its ability to provide Service Curve 
assurance. One of the most interesting properties of service provisioning via Service Curves is the 
ability to reduce a series of shapers, service curve and delay elements into three equivalent 
elements in the network model. In [7][8], the resulting end-to-end elements delay due to Service 
Curve assurance can be computed by min-plus calculus, leading to the following theorem. 

FDPS algorithm: 
Consider any output link for a given router. There are +p and  −p queues 
for conformant and best effort traffic respectively. },...,1{ nJ = is the set of n
flows. 

il is the average packet length from flow i. )(tI i
+ and )(tI i

− are the 
positive and negative dynamic priority corresponding to the number of 
tokens in the positive and negative buckets of flow i respectively.  Upon 
the arrival of the thk packet of flow i , denoted by k

iP , a corresponding 
dynamic priority k

iq is computed and assigned to k
iP

1) Initialize: at system start time 0t ,
};,...,1{,1)(,)( 00 nJitIptI ii =∈∀−== −++

2) Recalibrate: 
},...,1{ nJi =∈∀ after every time interval 

iii l ρτ /= , update )(tI i
+ and )(tI i

− as follows: 
}; ,1)(min{)( +++ +−= ptItI ii

};1,1)(min{)( −+−= −− tItI ii

};,1)(max{)( −−− −+−= ptItI i

3) Dynamic Priority Assignment: 
upon the arrival of the thk packet of flow i , k

iP ,
If Ii(t) > 0

)(tIq i
k
i

+← ,
}0,1)(max{)( −−= ++ tItI ii .

Else 
 )(tIq i

k
i

−← ,
}. ,1)(max{)( −−− −−−= ptItI ii

Endif 
 Forward packet k

iP to the output queue 
at priority k

iq

4).  Packet transmission 
The server serves the backlogged queue with the highest priority first. 

 

Figure 2. Pseudo-code of the FDPS algorithm 
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Theorem 1 For a series of V shapers, V service curves and V delay elements along the path of a 
flow, the series of elements could be represented by an equivalent shaper element VS1 , an 
equivalent service curve element VS1 and an equivalent delay element

Vdδ 1
.

For a flow i passing through 1S , 1S ,
1dδ ,…, VS , VS ,

Vdδ , where jS JS
jdδ are the arrival curve, 

service curve and delay element of node j, respectively. The three equivalent elements are given 
by 
 

VV S*.....*S*SS 211 =
VV *.....*S*SSS 211 =

VV dddd *.....*δ*δδδ
211

=

and 

( )




≥∞
<

=
dt
dt

:tδd for     
for 0

This theorem has been applied to compute the scheduling delay for a flow and condition for 
admission control in [14]. By grouping flows with similar queuing delay budget into the same 
traffic class, we are able to provide end-to-end delay bound guarantee on a per-flow basis. 

 
III.  ANALYSIS OF THE SCHEDULING MECHANISM 

 
In the last section, we have discussed how a new packet arriving at a node is forwarded 

according to its class to a class-based FPDS scheduler for service. In this section, we present a 
mathematical analysis of the above mechanism which provides per-class end-to-end scheduling 
delay. While FDPS algorithm provides Service Curves assurance, this analysis shows the 
multiservice scheduling mechanism provides per-flow QoS guarantees with Service Curves 
assurance with different scheduling delay bounds. To provide Service Curves assurance, we have 
to show that a pair of arrival and service curves is provided to each flow at every node.  
 
A. Arrival Curve 

 
We note that the multiservice scheduling algorithm forwards each packet according to its class 

to the FDPS scheduler of that class. This forwarding process provides service differentiation [2], 
followed by the operation of the FPDS algorithm that identifies the in-profile traffic for 
guaranteed service. When a packet is forwarded to its class-based scheduler in Figure 1, the 
FDPS algorithm extracts the state of its flow for dynamic priority assignment by means of the 
Enhanced Token Bucket. As the positive bucket is dimensioned by the traffic parameters of the 
in-profile traffic of its flow, this packet released by this bucket represents conformant traffic of 
the flow. The FPDS algorithm computes the dynamic priority from the number of tokens in the 
positive bucket. In the event that a flow is non-conformant, the positive bucket is empty and the 
negative bucket is access for negative priority assignment. The FPDS algorithm separates 
conformant packets from non-conformant packets by this priority assignment procedure which 
leads to the following lemma. 

 
Lemma 1: All packets of a flow i which are marked with a positive dynamic priority belongs to 
the traffic bounded by its arrival curve )(tSi .
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Proof: This result follows directly from the proof in [14]. Due to the manner the arrival curve of a 
flow is parameterized, all packets with positive dynamic priority constitute traffic under the 
arrival curve. The contrary is also true: all negative priority packets of a flow i represents the 
traffic not bounded by the arrival curve )(tSi . Such traffic would be forwarded to best effort class 
for service.  This completes the proof. 

B. The Service Curve 

 The FPDS algorithm provides the minimum service curve to a flow in conjunction with  an 
associated admission control function. After defining the arrival curve )(tSi for flow i, its 
minimum service curve )(tSi is given by  )()( minDtStS ii −= , where minD is the minimum 
scheduling delay bound, among flows sharing a link j. While some flows may require such a low 
scheduling delay, many do not. This leads to over provisioning for many flows in which more 
bandwidth is allocated than necessary. The multiservice scheduling mechanism is proposed to 
overcome this over provisioning. Notice that a scheduling delay vector { }11 ..., ,, DDD MM −=D is 
defined for M classes of traffic for the network in Section II. A flow is normally classified into its 
most appropriate class according to the following lemma. 

Lemma 2. For a flow i in class K in a network implementing the multiservice mechanism, its 
actual queuing delay a

id is bounded by the scheduling delay KD of its traffic class if and only if 

)()( tSDtS KKK ≤−

where )(tSK and )(tSK represent the aggregate arrival and service curves at the output link.   

Proof:  For a flow i in class K , we have to prove that its actual queuing delay K
a
i Dd ≤ . Consider 

h flows in class K at a link j, let )(tSi be the arrival curve for flow i at this link. The arrival curve 

of the aggregated traffic of class K is then given by   )(
1

tSi

h

i
∑
=

. For clarity in notation, we use 

)(tS K and )(tS K to denote the aggregate arrival and service curves for class K traffic. From the 
theory of Service Curves [8,9], if the aggregate arrival curve for scheduling delay bound KD is 

given by )()(
1

tStS i

h

i
K ∑

=

= and aggregated minimum service curve is ∑
=

−
h

i
Ki DtS

1
)( . If 

)()( tSDtS KKK ≤− , the scheduling delay of class K traffic is bounded by KD . This completes the 
proof.    

 Note that a
id refers the actual queuing delay while q

id in Section II refers to the queuing delay 

budget. The following must hold in this mechanism: q
iK

a
i dDd ≤≤ .

By providing this service curve )(tS K , KD is the maximum packet scheduling delay of traffic 
class K. For the provisioning of minimum aggregate service curve )(tS K for class K, the 
admission control function at the appropriate ingress node would have to verify that the above 
condition is true for all links in this path of a new flow before it is admitted. A simple admission 
control test is formulated for admission of new flows. This issue is reduced to verifying whether 
this service curve could be provided at the bottleneck link of the path.  

 
IV. ADMISSION CONTROL 
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In this section, we present some control plane operations in a Bandwidth Broker (BB) 
architecture for the proposed multiservice mechanism. We first give a brief architectural 
overview of a BB and then discuss the bandwidth reservation as well as the admission control 
procedure. 
 
A.  An overview of   Bandwidth Broker 
 

In the IETF DiffServ framework, a centralized model based on the notion of bandwidth 
Broker(BB) [16] has been proposed for the control and management of QoS provisioning. In this 
centralized model, each network domain has a BB which is implemented as a special network 
server. The BB is responsible for maintaining the network QoS states and performing various 
QoS control and management functions such as resource reservation, admission control, and 
provisioning for the entire network domain. 
 

Similar to that in [10], the BB architecture relies on the packet classifier and the ETB in FDPS 
schedulers to provide a QoS abstraction in the data plane. Each router in the network domain 
employs the class-based FDPS scheme. All QoS reservation and other QoS control state 
information (e.g., the amount of bandwidth reserved at a core router) is removed from core 
routers, and is solely maintained at and managed by the BB. In supporting the different class of 
QoS and the best effort services in a network domain, core routers perform no QoS control and 
management functions such as admission control, but only data plane functions such as packet 
scheduling and forwarding. The BB centrally maintains and manages a number of management 
information (data) bases regarding the network domain. The BB consists of several modules such 
as admission control, QoS routing, and policy control. In the BB model, the network QoS states 
are represented at two levels: link-level and path-level. The link QoS state database maintains 
information regarding the QoS states of each link in the network domain, such as the total 
reserved bandwidth or the available bandwidth of the link. The path QoS state database maintains 
the QoS state information regarding each path of the network domain, which is extracted and 
“summarized” from the link QoS states of the links of the path. An example of the path QoS state 
is the available bandwidth along a path, which is the minimal available bandwidth among all its 
links. By maintaining a separate path level QoS state, the BB can conduct fast admissibility test 
for flows routed along the path. Both the link QoS states and path QoS states are aggregate QoS 
states regarding the links and paths. No per-flow QoS states are maintained in either of the two 
QoS databases— the QoS and other control state information regarding each flow such as its QoS 
requirement and reserved bandwidth is maintained in a separate flow information database 
managed by the BB.  

B. Admission Control Test 

In this Multiservice provisioning mechanism, we assume that a route selection process is 
available to select the end-to-end path for the admission control test in the BB. The BB would 
perform an efficient admission control test and resource allocation can be performed by the BB in 
conjunction with the class-based FDPS scheme in the proposed mechanism. Unlike the 
conventional hop-by-hop approach which performs admission control individually based on the 
local QoS state at each router along a path, we employ a path-oriented approach to examine the 
resource constraints along the entire path that the new flow will traverse, and make admission 
control decision accordingly. As a result, we can significantly reduce the time of conducting 
admission control test. Clearly, such a path-oriented approach is possible because the availability 
of QoS state information of the entire path at the BB. 
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In Section III, we discuss the requirement for service provisioning to ensure that the 
minimum aggregate service curve could be provided to a class of traffic. In the following part, we 
would derive the conditions under which the aggregated service curves for the M classes of traffic 
could be provisioned. As discussed in Section II, we apply priority scheduling to schedule the 
backlogged traffic of the class with the shortest delay first. Such priority scheduling ensures that 
the delay of the higher class is always lower than lower classes and the traffic in higher classes 
would not be affected by the traffic in lower classes and leads to the following lemma. 

 

Lemma 3. For M classes of traffic in a network implementing the multiservice mechanism, a new 
flow request i belonging to class L is admitted if and only if  

1
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where iL,σ is the bucket depth of flow i in class L, LF is the set of all flows in class L and jC is 
the capacity of link j.

The proof is provided in Appendix A. 

 

C. Effects of Capacity Allocation 

 We recall in Section II that the capacity allocation at a link could be defined by an allocation 
vector },...,,{ 11 αααξ −= MMj . Given this allocation vector jξ , we derive a simple admission control 
test for admission control of a new flow. As pre-allocation of capacity to different traffic classes 
is reserving capacity for these classes, some unused capacity would result. Unused capacity in a 
higher traffic class is rolled over to the next lower class till it reaches class 1, the “best effort” 
class. We note that the RHS of inequality in Lemma 3 could be replaced by the allocated capacity 
of their classes. If capacity pre-allocation is applied, the RHS of this inequality could be replaced 
by the capacity reserved for their classes. This action reserves capacity for different classes even 
though there could be no traffic in some of these classes at the moment.  We propose the 
following theorem for capacity allocation. 

Theorem 2. For the given allocation vector  },...,,{ 11 αααξ −= MMj for link j with capacity jC , a
new flow request i is admitted to class K if and only if  
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and KjK C αρ ≤

where                         ∑
∀

=
i

iKK ,ρρ

HMif
M

H
N <=∑ 0α

and                             01 =+MD

The proof of Theorem 2 is provided in Appendix B. 

 

Some interesting observations could be made from this set of inequalities in Theorem 2. There 
are two constraints that a class of flows is subjected to. The two different tests for a flow at 
admission control are burstiness and long-term rate as reflected in the first and second 
inequalities. For constant rate flows of a particular class k, the number of flows is limited by the 
aggregated rate bounded by rate kjC α . For bursty flows at class k, the number of flows is limited 
by the aggregated burstiness bounded by  

∑ ∑
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1
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With these results, we could assign constant rate flows up to an aggregate rate of KjC α for 
class K with scheduling delay bound KD , an elegant way for providing constant rate service with 
bounded scheduling delay. 

 For end-to-end admission control, the capacity of a path is thus bounded by the maximum 
burstiness and rate allocation of its class for all links in the path of its flow. Therefore, 
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where iL is the set of all links in a path of a flow i.

Hitherto, we have presented a mechanism in which the queuing delay of a flow is bounded by 
the scheduling delay of its class by providing the same arrival and service curves for a particular 
flow at every link in its path. By applying the theory of Service Curves, its end-to-end class-based 
scheduling delay bound could be computed elegantly. We have also derived simple admission 
control test for a network which pre-allocates capacity to different classes of traffic at a link. In 
the following, we give examples to illustrate the operation of the admission control in this 
multiservice mechanism. 

 

D. Admission Control Examples 

We provide two examples to illustrate how delay-based traffic classifications could increase 
the number of flows admitted with deterministic QoS. In the first example, we consider a simple 
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case in which there are two classes of traffic with scheduling delay bounds of 20ms and 80ms, 
respectively. A link with 5 Mbps is shared by a number of video flows with the parameters shown 
in Table 1. 

 

TABLE 1 PARAMETERS 

Parameter  

iρ

iσ
Average packet length l

0.5 Mbps 
 

40 Kbps 
 

4 Kbits 

We consider two cases in this example: a one-class of 20ms; and a two-class of 20 ms and 80 ms 
respectively. 

 

Case 1: A one-delay-class mechanism. In this case, the whole link capacity is available to carry 
traffic with 20ms scheduling delay bound. Let n be the number of admissible flows. Applying 
Theorem 2, we have n = 2, i.e. two flows could be admitted. 

Case 2: A two-delay-class mechanism. In this mechanism, two classes are defined. We assume 
that the capacity of the link is allocated equally between the two classes.  Let  2n and 1n be the 
number of flows admissible for classes 2 and 1 respectively. Note that Class 2 has shorter 
scheduling delay bound of 20ms. For this case,  [ ]12 ,ααξ =j , where 5.02 =α and 5.01 =α

Applying Theorem 2 to class 2 traffic, we have 22 =n , two flows at class 2 with scheduling 
delay bound of 20ms could be admitted. For class 1 traffic, we have 21 =n , two flows at class 1 
with 80ms scheduling delay bound could be admitted.  

In this example, only two flows are admitted if one scheduling delay bound of 20ms is 
defined while a total of 4 flows could be admitted if two scheduling delay bounds of 20 ms and 
80 ms are defined, illustrating the advantage of specifying different scheduling delay bound for 
different classes.   

In the second example, we consider a case in which there are three classes of traffic with 
scheduling delay bounds of 20ms, 80ms and 320ms, respectively. A link with 100 Mbps is shared 
by a number of video flows with the parameters shown in Table 1. Now three are three classes of 
traffic in the multiservice QoS  mechanism. We assume that the capacity of the link is divided 
equally among the three classes.  Let 3n , 2n and 1n be the number of flows admissible for 
classes 3, 2 and 1 respectively. Note that Class 3 has shortest scheduling delay bound of 20ms. 
For this case,  [ ]123 ,, αααξ =j , where 33.0,33.0,33.0 123 === ααα

Applying Theorem 2 to class 3 traffic, we have 503 =n , 50 flows at class 3 with scheduling 
delay bound of 20ms could be admitted. Computations for class 2 and class 1 traffic show that 66 
flows could be admitted into each of the two classes. In the second example, a total of 182 flows 
could be admitted if three scheduling delay bounds of 20 ms, 80 ms and 320ms are used.  

The two examples illustrate the benefits of having multiple scheduling bounds in the 
proposed mechanism. For a link with very large capacity, say 1 Gbit/s, many traffic classes could 
be defined to admit more flows according to their scheduling delay bound requirements. Suppose 
two video flows with delay requirement of 400ms and have fixed delay overheads of 50 and 
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300ms, these flows could be admitted to class 1 (320ms) and 2 (80ms) respectively without 
violating their end-to-end delay in this multiservice mechanism. We have shown that flows with 
the same QoS requirement (400ms delay) admitted to different classes according to their queuing 
delay budget discussed in Section II. 

 

V. VALIDATION OF THE PROPOSED MULTISERVICE MECHANISM BY SIMLUATION  

 
In this section, we validate the proposed multiservice mechanism for per-flow delay 

guarantee based on class-based traffic treatment through simulation experiments based on 
network simulator ns-2[15].   
 

We consider a network with two edge routers and one core router, as shown in Figure 3. 
There is a bottleneck link between the core router and the second edge router, which has 5.3Mbps 
bandwidth and 5ms delay. As a result, congestion and thus packet discard are likely to occur at 
this link.  All other links have 10 Mbps bandwidth and 5 ms delay.  
 

In the first experiment, there are 3 classes traffic: class 2 with highest priority, class 1 and 
best effort. Both class 2 and class 1 have two VBR video flows respectively.  The best effort 
traffic has one TCP flow. The scheduling delay bounds for class 2 and class 1 traffic are 20ms 
and 80 ms respectively.  
 

Table 2. EXPERIMENT PARAMETERS OF THE TOKEN BUCKET OF  THE FDPS SCHEDULER 
 

Parameter Video Traffic TCP Traffic 
Token Rate (bps) 

Depth (bit)  σ
Queue length 

Reserved rate ρ
Average packet length 

0.5 
40000 

100packets 
0.5Mbps 
4000 bits 

0.5 M 
8000 

100 packets 
0.5Mbps 
8000bits 

The parameters of the token bucket for video flows and TCP flow used in the simulation 
experiments are given in Table 2. Each simulation lasts for 60 seconds unless otherwise specified. 
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Figure 3  Network topology used in the simulation experiments  
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Figure 4 depicts the complementary cumulative distribution function (CCDF) of the delay of 
the three classes of traffic in experiment 1. We can see that the class 2 has the shortest maximum 
delay of 18.2 ms, class 1 has maximum delay of 37.5ms, while the TCP flow which uses best 
effort service has maximum delay of about 61ms. Therefore, the delay bound adherence 
according to Theorem 2 in the proposed mechanism is realized. In this experiment, no packet loss 
is experienced. 
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Fig.4 Comparison of CCDF for scheduling delays of class 1, class 2 and best effort traffic  

with two class 2 video flows 

 

In the next experiment, we keep the network topology but an additional class 2 flow is 
admitted. This flow has the identical parameters with the previous class 2 video flow. That is, 
there are three video flows in class 2.  Figure 5 shows the new results. We can observe that the 
scheduling delay bound of 20ms is violated as predicted by admission control. This result 
confirms our analysis in the admission control. We can observe that the queuing delay of most 
packets of class 2 and 1 traffic are much lower than the scheduling delay bounds of the respective 
classes as discussed in Section II. The bandwidth allocation is based on worst case scenario for all 
flows using the network—that is, all flows start their bursty transmission in a synchronous 
manner.   
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Fig.5 Comparison of CCDF for scheduling delays of class 1, class 2 and best effort traffic 

with three class 2 video flows. 

In the third experiment, the network configurations are identical to those in experiment 1, 
except that we now set one of class 2 video flows to consist of non-conformant traffic. We 
assume the non-conformant part of packets have been marked by FDPS and thus re-directed to 
the best-effort class in the operation of class-based FDPS. According to the class-based FDPS 
operations, this specific flow may experience packet loss due to the burstiness of the traffic at the 
higher classes. Figure 6 shows the packet loss statistics during 60 seconds time.  

In this experiment, the total number of received packets is 5321 while 21 packets are lost. The 
packet loss due to violation of scheduling delay bound shows that though class 2 traffic is 
affected, class 1 traffic is unaffected due to its higher scheduling delay bound besodes the 
discarding of packets of best effort traffic. 
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Fig.6 Packet loss of a non-conformant class 2 video flow 
Through these simulation experiments, we can see that the proposed multiservice mechanism 

is able to provide per-flow delay guarantee via class-based traffic treatment, by means a simple 
admission control process.   

VI. CONCLUSIONS 
 
Based on existing class-based traffic treatment frameworks, we could provide coarse service 
differentiation according to traffic classes. To further solve the challenging problem of providing 
per-flow deterministic guarantees, in class-based frameworks, fine granularity packet scheduling 
is required within each class. Fine granularity scheduling using packet finishing time would 
normally incur computational complexities of O(log N), where N is the number of flows. The 
complexity would become too high for large number of flows. To solve this problem, we have 
proposed a novel multiservice mechanism that provides pre-specified class-based end-to-end 
scheduling delay bounds. In this mechanism, the so-called Flow-state-dependent Dynamic Packet 
Scheduling is employed to handle different flows within each class to provide end-to-end class-
based scheduling delay bound guarantees. Flows would be classified into lowest traffic classes 
that meet their queuing delay budgets during admission control. We have also devised a simple 
flow admission control test using the BB architecture for class-based delay guarantees. This 
mechanism achieves per-flow end-to-end delay bound independent of the number of intermediate 
nodes. We proved that class-based FPDS scheduler provides Service Curves assurance to 
individual flows for deterministic QoS guarantees. Simulation experiments using ns-2 
demonstrated that class-based queueing bounds were achieved, consistent with the mathematical 
analysis of the class-based FDPS mechanism. To the best of our knowledge, there is no similar 
low computational-complexity work on Service Curves Assurance for Per-class Scheduling Delay 
Guarantees based on class-based traffic treatment. As a result, the proposed mechanism could be 
efficiently implemented in routers or integrated into DiffServ framework as an enhancement for 
deterministic QoS guarantees. 
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Appendix A: Proof of Lemma 3

Proof: Different classes of traffic in the multiservice mechanisms are considered below: 
 
For class M,

M
i

iMiMM FittS ∈+=∑
∀

)()( ,, ρσ

To guarantee the minimum aggregate service curve, we require  
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To satisfy the service curve of all flows including the new flow, the following condition must be 
satisfied, 
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An intuitive interpretation of this inequality is as follows. The right-hand-side (RHS) denotes 
the residual capacity of a link after deducting the long-term rate of the traffic above class K , the 
result of priority scheduling. The LHS of the inequality denotes the minimum capacity for a 
scheduling delay bound of KD . Obviously, the residual capacity must be greater than this 
minimum requirement if the delay bound KD is satisfied.  

 

Appendix B: Proof of Theorem 2

Proof:      By pre-allocation of link capacity to M classes, the capacity KjC α is reserved for class 
K at link j. For class M, the following inequalities must hold: 
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For Class M traffic, we have 
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where FM is the set of all flow in class M.
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For class M-1 traffic, we have 
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By induction, we have 
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The proof is completed.                                                             
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