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Abstract 
 

In the absence of infrastructure and facing the 
dynamically changing topology, efficient message 
routing is one of the most important issues in wireless 
ad hoc networks. Connected dominating set based 
routing is a promising approach for enhancing the 
routing efficiency in the wireless ad hoc networks. 
However, finding the minimum dominating set in an 
arbitrary graph is a NP-hard problem. In this paper, we 
propose a simple and efficient distributed algorithm for 
constructing a connected dominating set in wireless ad 
hoc networks with time complexity O(n) and message 
complexity O(nlog n) respectively. The dominating set 
generated from our algorithm can be more reliable and 
load balanced for routing as compared with some well-
known algorithms. The simulation results demonstrate 
that our algorithm outperforms the previous work in 
terms of the size of resultant connected dominating set.  
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1. Introduction 
 

A network is normally modeled as a limited graph  
G = (V, E) where V and E are limited sets of nodes and 
edges in the graph. In G, define a vertex u dominates 
another vertex v if u=v or if u and v are adjacent. A 
subset of vertices of G is a dominating set if it 
collectively dominates all vertices in the graph. Thus, 
for every node v, either v is in V0 or a direct neighbor of 
v is in V0. The minimum dominating set (MDS) 
problem asks for a dominating set of minimum size. 
The size of this smallest dominating set is called the 

domination number of the graph. The dominating set 
problem and the closely related set cover problem can 
be used to model many important problems for 
networks and communications. Unfortunately, both of 
the two problems have been proved to be NP-hard [2]. 
In fact the dominating set problem is Quasi-NP-hard to 
approximate within a ratio of (logn)/48 where n is the 
number of nodes [3].  

A particular application of dominating set problem 
can be found in the fast growing field of wireless ad 
hoc networks. A wireless ad hoc network is a collection 
of mobile devices dynamically forming a temporary 
network without any existing infrastructure. Some 
examples of the possible uses of wireless ad hoc 
networks include participants using laptops to discuss 
some issues in a conference hall, business associates 
using notebooks to share information during a meeting, 
and soldiers using wearable computers to exchange 
situational information on the battlefield. Due to the 
limited transmission range of wireless network 
interfaces, when a message is being sent from one node 
to another, intermediate network nodes might be 
needed to serve as routers to relay this message. 
Although lots of interesting schemes have been 
proposed, finding efficient routing algorithms remains 
the most important problem for wireless ad hoc 
networks. Grouping nodes into clusters can be an 
effective way to improve the performance of routing 
algorithms. Then the routing can be done between 
clusters. The most basic method for clustering is to 
construct a dominating set. All the nodes in the 
dominating set act as routers, and other nodes 
communicate via their neighbors in the dominating set. 
Obviously, in wireless ad hoc network, the minimum 
dominating set is required to be a connected one which 
is called the minimum connected dominating set 
(MCDS). 
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Two main distinctions between traditional wired 
networks and wireless ad hoc networks are: 1) the 
topology of wireless ad hoc network changes very 
frequently since wireless devices are mobile and 2) 
wireless devices typically have limited power and much 
lower bandwidth than their wired counterparts. As a 
consequence, algorithms for wireless ad hoc networks 
should have following properties: a) distributed, which 
means only local information is required, b) adaptive to 
the dynamic change of topology, c) low communication 
overhead with a smaller of number of communication 
rounds. So the algorithm for MCDS construction must 
satisfy above requirements. In this paper, we present a 
simple and efficient distributed approximation 
algorithm for MCDS construction. The time complexity 
of our algorithm is O(n) and message complexity is 
O(nlogn). In addition, it is more suitable for load 
balance routing in wireless ad hoc networks than the 
existing algorithms (to be discussed in Sections 2 and 
3). 

The remainder of the paper is organized as follows: 
Section 2 introduces the related work. The description 
and analysis of our distributed algorithm are presented 
in Section 3. Section 4 gives the experimental results. 
We point out future directions and summarize our 
major results in Section 5. 
 
2. Related Work 
 

Many well-known distributed MCDS construction 
algorithms have been proposed for wireless ad hoc 
networks [4, 5, 8, 9, 10, 11, 15, 16, 18]. These works 
can be divided into two categories. The first kind 
constructs a Connected Dominating Set (CDS) initially 
and then further reduces the size of CDS. The most 
representative algorithm is given in [15]. An extreme 
construction is presented in [10], in which the whole 
connected graph is viewed as a CDS. Their algorithm 
removes nodes from the graph one by one. Each time 
one node is removed, a distributed algorithm runs to 
verify whether the rest of the graph is still connected. 
The second kind first constructs a dominating set and 
then makes the components connected [8, 9].  

A greedy heuristic algorithm has been presented in 
the Laboratory for Information and Decision Systems 
of MIT [4] which picks out a dominating set with a size 
no more than 12 +− mn . Das et al. proposed a series 
of routing algorithms for wireless ad hoc networks [5, 6, 
7]. Their algorithms identify a sub-network that forms a 
MCDS. Each node in the sub-network is called as a 
spine node or backbone node. The algorithm proposed 
by Das et al. is a distributed version of Guha and 
Khuller’s approximation algorithm for calculating the 

minimum connected dominating set [1]. Compared with 
previous work, this algorithm has two major advantages: 
(1) each node only needs 2-distance neighborhood 
information; (2) the algorithm runs )(γO  rounds. The 
overall complexities are )( 2 nO +∆γ  in time and 

)log( nnmnO ++∆ γ  in number of messages where 
γ  is the number of nodes in the resultant dominating 
set and ∆  is the maximum node degree. A main 
drawback of this algorithm is that it still needs a non-
constant number of rounds to determine a connected 
dominating set. 

The algorithm proposed by Wu and Li in [15] first 
finds a CDS and then prunes certain redundant nodes 
from the CDS. The initial CDS U consists of all nodes 
that have at least two non-adjacent neighbors. A node u 
in U is considered to be locally redundant if either it 
has a neighbor in U that has a larger ID and dominates 
all other neighbors of u (Rule 1), or it has two adjacent 
neighbors in U that have larger IDs and together 
dominate all other neighbors of u (Rule 2). The 
message complexity and time complexity of this 
distributed algorithm are O(n2) and O(n3) respectively. 
The advantage of this algorithm is that it is very simple, 
and without the pruning process based on Rule 2, it can 
guarantee that the shortest path between any two nodes 
does not include any non-dominating node as an 
intermediate node. Unfortunately, the approximation 
factor of this algorithm is at most n/2, instead of a 
constant, and the size of resultant dominating set relies 
on the ID assignment of each node. For example, in 
pruning process if some node u in U has a neighbor 
(that is also in U) that dominates all other neighbors of 
u but with a smaller ID, the node u will not be viewed 
as the redundant node. 

Construction of MCDS is a bit like cluster formation 
and leader election in distributed systems. In wireless 
ad hoc networks, some nodes need to be elected to 
relay the messages generated by other nodes. One way 
to accomplish this is to select certain “strategically 
located” nodes as leaders. Typically, nodes that can 
communicate with many others, i.e., those with high 
connectivity, should be selected. Every other node is 
assigned to one of these leaders so that the network is 
partitioned into clusters and this architecture was first 
proposed by Baker and Ephridemes [12]. Stojmenovic 
et al. presented a distributed construction of CDS in the 
context of clustering broadcast [16]. The CDS consists 
of two types of nodes: the cluster heads and the boarder 
nodes. The cluster heads form a Maximal Independent 
Set (MIS), i.e., a dominating set in which any pair of 
nodes is non-adjacent. Although no implementation 
details are given, it is pointed out in [8] that the time 
complexity and message complexity of this 
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construction are O(n2), and the approximation factor is 
not a constant either. 

Based on algorithm described in [16], Alzoubi and 
Wan proposed a more efficient distributed algorithm [8] 
with time and messages complexity O(n) and O(nlog n) 
respectively. Their algorithm constructs two trees, one 
for the level assignment of each node to construct a 
MIS and the other for connecting the nodes in the 
constructed MIS. In [9], the same authors proposed two 
modified algorithms: ID-Based algorithm and Level-
Based algorithm. The time and message complexities of 
both algorithms remain the same and the approximation 
factors are 12 and 8 respectively. Unfortunately, in 
these algorithms, only theoretical analysis is given, 
while they are hardly used to handle a realistic situation 
where the mobile nodes are moving randomly. In 
addition, the aim of CDS construction is to conduct 
more efficient routing. Because the nodes in the final 
dominating set constructed by these algorithms form a 
tree, if two leaf nodes with long distance in the graph 
want to communicate with each other, more nodes (may 
be unnecessary) in the tree will be selected to relay the 
messages. 

 
3. Our Distributed Algorithm 
 

As indicated in Section 1, wireless ad hoc network 
can be viewed as a connected graph G = (V,E), where V 
is the set of nodes and E is the set of edges. All edges 
are bidirectional. Nodes communicate by transmitting 
messages using common wireless channels. Each node 
has a fixed transmission range called its neighborhood. 
If two nodes are able to hear each other’s transmission, 
they are said to be neighbors and are connected with an 
edge in the graph. A transmitted message can be heard 
only by a group of neighbors directly. In the case of 
wireless networks, we assume equal transmission 
capacity on both sides. The topology of such wireless 
ad hoc network can be modeled as a unit disk graph 
(UDG) [14], a geometric graph in which there is an 
edge between two nodes if and only if their distance is 
at most one. In the following description, we use n and 
m to stand for the number of nodes and the number of 
edges respectively. 

 
3.1.  Rank Assignment 
 

The dominating set construction in our distributed 
algorithm is based on the construction of MIS. An 
independent set V’ in G is a subset of V such that no 
two vertices in V’ are joined by an edge in E. The 
maximum independent set problem asks for an 
independent set of maximum size. By definition, any 

pair of nodes in the MIS is separated by at least two 
hops.  

However, with an elaborately chosen rank, every 
node in our constructed independent set can find at 
least one 2-hop-away neighbor that is also in the 
independent set. To assign the rank, we need to 
construct a spanning tree T rooted at some node v. This 
node can be designated through extra approach. For 
example, the root can be a session chair’s notebook in a 
conference or a commander’s wireless device in a 
battlefield. If it is difficult to designate any node as the 
root, a distributed leader election algorithm can be 
applied to find out a root. The algorithm given in [13] 
is one of the best algorithms with time complexity O(n) 
and message complexity O(nlog n). After the root is 
assigned, each node can identify its level with respect 
to T as follows: the root first announces its level as 0. 
Every other node, upon receiving the level 
announcement message from its parent in T, obtains its 
own level by increasing the level of its parent by one, 
and then announces its level. Each node also records 
the levels of its neighbors. In the following algorithm, 
we take the node’s level as its rank. 

 
3.2. Algorithm for CDS construction  
 

We assume all nodes are unmarked initially. After 
each node has its rank, the CDS can be constructed in 
the following steps: 

 Initially, the root node of the spanning tree 
declares itself as a dominating node by 
broadcasting a Declare-Dominating message and 
marks itself black. The Declare-Dominating 
message includes the dominating node’s ID. 

 Whenever a node receives a Declare-Dominating 
message for the first time, it declares itself as a 
dominated node by broadcasting an Abandon-
Dominating message, marks itself white and 
records the ID in the received Declare-
Dominating message. If the node receives a 
Declare-Dominating message from a different 
dominating node later, it only records the ID in 
the received message. 

 Whenever a node has received the Abandon-
Dominating messages from all lower ranks 
neighbors, it declares itself as a dominating node 
by broadcasting a Declare-Dominating message 
and marks itself black. 

 When a leaf node in the spanning tree is marked, 
it transmits a DS-COMPLETE message to its 
parent. Each internal node will wait until it 
receives this DS-COMPLETE message from each 
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of its children and then forwards it up along the 
tree toward the root. 

 After each dominated node has transmitted a DS-
COMPLETE message and received more than one 
Declare-Dominating message, it sends a REPORT 
message that includes the recorded adjacent 
dominating nodes’ ID to its neighboring 
dominating nodes accordingly. 

 When a dominating node receives the first 
REPORT message about some adjacent 
dominating node from a neighbor w, it will notify 
w to join the dominating set and w will mark itself 
gray. The gray color is used to distinguish from 
the black color above, with which the dominating 
nodes are marked. 

An example of the algorithm execution is illustrated 
in Figure 1∗ and explained below. Let node R7 be the 
root node (in fact, R7 is selected as the leader by 
algorithm in [13]).  

1. Node R7 marks itself black and sends a Declare-
Dominating message. 

2. Upon receiving a Declare-Dominating message 
from node R7, nodes R3, R6, R9 and R10 mark 
themselves white and transmit an Abandon-
Dominating message. 

3. Upon receiving an Abandon-Dominating message 
from node R3, node R5 marks itself black and 
sends a Declare-Dominating message, as all its 
low-ranked neighbors (in this example, node R3 
only) have transmitted an Abandon-Dominating 

                                                           
∗ In this graph, the rank of node R7 is 0, the ranks of nodes R3, R6, 
R9 and R10 are 1, the ranks of nodes R5 and R8 are 2, and the ranks 
of nodes R1, R2, R4 and R11 are 3. 

message. Similarly, upon receiving an Abandon-
Dominating message from node R10, node R8 
marks itself black and sends a Declare-
Dominating message. 

4. Upon receiving a Declare-Dominating message 
from node R5, node R1, R2 and R4 mark 
themselves white and send an Abandon-
Dominating message. Similarly, node R11 marks 
itself white and sends an Abandon-Dominating 
message upon receiving a Declare-Dominating 
message from node R8. 

5. When nodes R1, R2, R4, R6, R9, and R11 are 
marked, they send DS-COMPLETE messages and 
the messages are forwarded up along the spanning 
tree toward node R7. 

6. After nodes R2, R3, R4, and R10 have sent the 
DS-COMPLETE messages and received more 
than one Declare-Dominating message, they 
report to their adjacent dominating nodes all the 
neighboring dominating nodes they know. At the 
last, nodes R3, R4 (or R2) and R10 are added to 
the final dominating set. 

 
3.3. Analysis of our algorithm 
 

In this subsection, we will show some properties of 
our algorithm. 

Lemma 1: Every node marked black has at least 
one 2-hop-away neighbor that is also marked black if 
there exists any other black dominating node.  

Proof: Except the root node, every other dominating 
node v marks itself black only when all of its neighbors 
with lower ranks become the dominated nodes. The 
condition that these nodes can become dominated 
nodes is that one of their neighbors, say u, becomes a 
dominating node. Obviously u is one of the 2-hop-away 
black neighbors of v. As to the root node, if there is any 
other black dominating node, one of them must be the 
child of some child of the root node. This completes the 
proof. 

Theorem 1: The nodes that are marked black or 
gray in our algorithm form a CDS. 

Proof: Because each white node is dominated by 
one of its black neighbors and we connected any pair of 
2-hop-away black nodes using one of their common 
neighbors which will be marked as gray, this theorem 
can be proved trivially based on Lemma1.  

Lemma 2: Let G be a unit disk graph and opt  be 
the size of a minimum dominating set for G, then the 
size of any maximum independent set for G is at most 

opt×5 . 
Proof: Marathe et al. presented a detailed proof 

based on an idea that no vertex in a minimum 

Figure 1: The example of wireless ad hoc 
networks 
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dominating set can dominate more than 5 vertices in a 
maximum independent set [22]. 

Lemma 3: Let set }{ iuU =  where ui is the node that 
is marked black and H be the graph over U in which a 
pair of nodes is connected by an edge if and only if 
their graph distance in G is two, then every node in H 
has at most 18 neighbors. 

Proof: The proof of the lemma is equivalent to 
prove that one can place at most 18 circles on a circular 
ring, whose inner radius is 1 and outer radius is 2. We 
place* the circles based on the following rules: (1) on 
the outer boundary but not on the inner boundary; (2) 
the center of each circle is in the circular ring but not in 
any other placed circle. One of the biggest placement 
examples is shown in Figure 2, in which 12 circles are 
placed on the outer boundary and the other 6 circles 
can be placed alternatively on the left 12 interspaces (as 
the area marked A in Figure 2) that are not covered by 
those twelve circles. To give a clear effect, we only 
show 1 out of 6 circles in Figure 2. For simplicity, we 
omit the proof details. 

Theorem 2: The size of MCDS constructed by our 
algorithm is at most opt×50 . 

Proof: Because the black nodes form a MIS, by 
Lemma 2, we know that the number of these black 
nodes is at most opt×5 . In term of Lemma 3, we know 

that for one black node, at most 18 gray nodes can be 
its neighbors and each connects to another black node. 
Thus the number of gray nodes is at most 5×18/2 

                                                           
* By placing a circle on somewhere, we mean to place the center of 
the circle at that place. 

= opt×45 . Add the two values, the total size of the 
final dominating set is thus at most opt×50 .   

In order to compute and update routes, we need to 
keep the size of CDS as small as possible. However, 
the mobile devices in wireless ad hoc networks 
typically have limited power. If the size of the CDS is 
small, the nodes in CDS may consume more power 
when the routing is based on a CDS, as the nodes in the 
CDS need to relay more traffic. This consumption of 
more power in the dominating nodes will result in a 
shorter lifetime for the whole network. It has been 
shown that, when using IEEE 802.11 network interface, 
the ratio of power consumption in transmit, receive, 
idle and sleeping modes is close to 14:10:8:1 [17].  

Now we face a dilemma: to reduce the complexity of 
routing, we require the size of CDS to be as small as 
possible; but considering the power consumption of the 
mobile nodes, we hope that the routing is shared by 
more nodes and this demands the size of CDS not to be 
too small. To solve this conflict problem, our algorithm 
allows the routing be computed and maintained among 
the nodes marked black rather than relying on all nodes 
in CDS, while the traffic can be relayed on the whole 
CDS.  

Thus we can illustrate the difference of our 
algorithm from the previous algorithms through the 
following example. For the network shown in Figure 1, 
the algorithm in [8] will first construct an independent 
set, including nodes R5, R7 and R8. After the second 
stage, connecting the nodes in the independent set, 
nodes R3 and R4 will be added to the dominating set to 
form a dominating tree. So at last the CDS consists of 
nodes R3, R4, R5, R7 and R8. Although the size seems 
smaller, if node R6 wants to send a message to R11, 
nodes R7, R3, R5, R4 and R8 would be required to 
relay this message. But obviously {R6, R7, R10, R8, 
R11} is another feasible path with fewer nodes. Thus, 
R10 should be added to the CDS to enable a load 
balanced routing. In our algorithm, to connect nodes R7 
and R8, node R10, as their common neighbor, is added 
to the final CDS.  

Although each pair of black dominating nodes only 
brings one of their common neighbors to the final CDS 
in our algorithm, they are fully aware of all their 
common neighbors in addition to the one in CDS. Thus, 
our algorithm may have alternative choice in terms of 
load balance and reliability for routing the messages. 
For example, as shown in Figure 1, nodes R5 and R8 
know that they can communicate with each other 
through node R2 or R4. To relay traffic between R5 
and R8, the load could be evenly distributed between 
R2 and R4. Moreover, due to the dynamic feature of 
wireless ad hoc networks, if R2 switches off suddenly, 

A

Figure 2: An example topology of 
wireless ad hoc networks by UDG 
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R4 can be designated to join the dominating set to keep 
the connectivity. This makes the reformation of CDS 
more efficiently. 

Theorem 3: Our algorithm is O(n) in time 
complexity and O(nlog n) in message complexity. 

Proof: For the rank assignment the time complexity 
is O(n) and message complexity is O(nlog n), which is 
dominated by the leader election or spanning tree 
generation. For the dominating set construction, each 
node sends at most two messages, Declare-Dominating 
message or Abandon-Dominating message and DS-
COMPLETE message. This requires O(n) messages in 
O(n) time. The same is true for adding more 
intermediate nodes to the final connected dominating 
set. Therefore, the overall time and message 
complexities of our algorithm are O(n) and O(nlog n), 
respectively. 

 
4. Experimental Results 
 

In this section we perform the simulation that 
compares the average size of the dominating sets 
generated by our algorithm with Marking Process 
proposed by Wu and Li in [15] and the Level-Based 
algorithm (which has the smaller approximation factor 
than the other ID-Based algorithm) proposed by 

Alzoubi and Wan [9]. The simulation uses the 
following parameters.  

N: the number of mobile nodes in the network;  
D: the number of nodes in the connected dominating 

set, and  
r: the radius of mobile nodes’ transmission range.  
Denote MCDS as the size of dominating set 

constructed by our algorithm, Marking-Process, the 
size of dominating set constructed by Marking Process 
with Rule 1 and 2 [15], and Level-Based, the size of 
dominating set constructed by Level-Based algorithm 
[9], respectively. Random graphs are generated in a 
200 × 200 square area as the ad hoc networks. We 
randomly generate a certain number of mobile nodes 
and place them into this area. A pair of nodes can be 
connected if their distance is less than radius r. 
Moreover, we only use the connected graph for 
simulating the networks thus we do not consider the 
graph with islands.  

We performed two groups of simulations. In the first 
group, we set the number of mobile nodes N = 80, 200, 
300, and 500 respectively. For each N, we vary 
transmission radius of mobile nodes r accordingly. For 
each round of simulation, we randomly generate 250 
connected graphs and calculate the Marking-Process, 
Level-Based and MCDS for these graphs and take the 
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(c) with 300 nodes
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Figure 3: Average size of dominating set relative to the transmission radius 
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average values for each algorithm results. Figure 3(a-d) 
shows the size of the dominating set versus the 
transmission radius r for the increasing the number of 
nodes in the networks. From Figure 3(a), we can see 
that, when the transmission radius is large (relative to 
the simulation area), the three algorithms perform 
closely. In this situation, because the graphs are well-
connected, fewer nodes are selected into the 
dominating set. When the transmission radius becomes 
small, as shown in Figure 3(b), (c) and (d) our 
algorithm outperforms the other two algorithms. The 
reason is that, in the Level-Based algorithm, a 
dominated node changes into a dominating node when 
one of its children becomes a dominating node. In some 
cases, this will add more redundant nodes to the 
dominating set. On the other hand, the Marking Process 
relies on the ID assignment of each node and this may 
also introduce some redundant nodes. Also we can see 
from Figure 3(b), (c) and (d) that, the gap between 
MCDS and Marking-Process (the smaller one of the 
other two) increases as N increases. When N = 200, 
r=15, the gap is 6 and when N = 500, r = 15, the gap is 
almost 50. To further demonstrate our results, in the 
second group of simulation, we set transmission radius 
of mobile nodes r to two different values: 40 and 60. 
For each r, we also vary the number of mobile nodes N. 
For the same reasons as given above, we can see that 
our algorithm outperforms the other two algorithms 
from Figure 4(a) and 4(b). 
 
5. Conclusion and Future Work 
 

In  this  paper, we  have  proposed  a  simple  and 
efficient distributed algorithm for the construction of 
connected dominating set in wireless ad hoc networks. 
In our algorithm, we connect any pair of 2-hop-away 
nodes in the constructed MIS using one of their 
common neighbors. The time complexity of this 

algorithm is O(n) and message complexity is O(nlog n). 
Our algorithm has advantages of balancing the load and 
enhancing the reliability for routing messages. The 
simulation results show that compared with Marking 
Process algorithm in [15] and Level-Based algorithm in 
[9], the size of our generated connected dominating set 
is the smallest when the mobile nodes’ transmission 
radius is not too large. 

As mentioned above, dynamic topology is one of the 
most specific features of wireless ad hoc networks. The 
distributed algorithms in wireless ad hoc networks must 
handle the topology changing promptly. The 
topological changes can be summarized into three 
different types: mobile device’s switch on, mobile 
device’s switch off, and mobile device’s movement 
[15]. Our algorithm can update the MCDS efficiently 
with level reassignment, cluster reformation, and 
cluster head re-election etc. Moreover, the MCDS 
construction may be extended to the design for 
multicast or anycast routing in wireless ad hoc networks 
where MCDS can be incorporated into well-known 
routing algorithms such as DSDV [19], DSR [20], and 
AODV [21]. 
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