
grained rocks (granite). We used samples from the 22 sites to
measure the angle a between pairs of striations. At every site,
well-defined striation angles were measured on a number of
samples. As predicted, the angles measured within an individual
sample are relatively constant with a typical standard deviation of 58

(Fig. 4b). In addition, the mean striation angles systematically
increase from 178 to 468 with the distance from the impact centre
(Fig.4c). Thus, both the narrow angular distributions and the
systematic increase of mean angles are consistent with our postulate
that the striations are formed by front waves.

Using cosða=2Þ ¼ V=VFW < V=VR; we calculated the fracture
velocities from the measured angles (Fig. 4c). The specific values of
V R in the samples are immaterial, because the angle a measures only
the normalized fracture velocity, V/V FW. We find that V approaches
0.98V R at approximately 15 km from the impact centre, and
decreases to ,0.9V R at 35–40 km from the centre. Thus, shatter
cones are observed within the narrow range of fracture velocities
above 0.9V R. Using the calculated spatial distribution of the
stress applied by the shock wave at Vredefort4, Fig. 4d indicates
a precipitous rise of the applied stresses with fracture velocity.
This increase is consistent with laboratory experiments29 at
lower velocities, and amply demonstrates why mean fracture
velocities approaching V R are never observed in the laboratory.
At the larger striation angles, we find that shatter cones are not as
easily recognized, as clear striations are less frequently observed,
possibly because their amplitudes are reduced at lower energy flux
levels.

We have shown that shatter cones are branched tensile fractures.
Shatter-cone striations are the preserved tracks of fracture front
waves. Analysis of the striations shows that shatter cones develop
only at extreme propagation velocities, between 0.9V R and the
maximal permitted velocity of VR. The angles of the striations (a),
which are shown to increase systematically with the distance from
the impact, reflect both the stresses and the energy flux driving the
fracture at a given site, and may be used as a general tool to evaluate
extreme local stresses in the field. Our results also demonstrate
that such rapid fracture propagation in intact solids necessitates
extremely high-energy fluxes, supplied naturally only by large
impactors. A
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To predict the consequences of human-induced global climate
change, we need to understand how climate is linked to biogeo-
graphy1. Energetic constraints are commonly invoked to explain
animal distributions, and physiological parameters are known to
vary along distributional gradients2. But the causal nature of the
links between climate and animal biogeography remain largely
obscure2,3. Here we develop a bioenergetic model that predicts
the feasibility of mammalian hibernation under different cli-
matic conditions. As an example, we use the well-quantified
hibernation energetics of the little brown bat (Myotis lucifugus)
to parameterize the model4. Our model predicts pronounced
effects of ambient temperature on total winter energy require-
ments, and a relatively narrow combination of hibernaculum
temperatures and winter lengths permitting successful hiber-
nation. Microhabitat and northern distribution limits of M.
lucifugus are consistent with model predictions, suggesting that
the thermal dependence of hibernation energetics constrains the
biogeography of this species. Integrating projections of climate
change into our model predicts a pronounced northward range
expansion of hibernating bats within the next 80 years. Bioener-
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getics can provide the simple link between climate and biogeo-
graphy needed to predict the consequences of climate change.

Explanation of the geographic distribution of organisms is a
central aim of ecology5. Climate is clearly involved, because distri-
bution limits frequently match climatic features such as seasonal
minimum or maximum temperature isotherms6. Nevertheless, the
mechanisms that underlie these patterns remain obscure2,3,7. In
many cases, the ability of species to occupy a given environment
may be determined by seasonal energetic bottlenecks within the
annual cycle8. In these situations, explanation of distribution limits
using climate-based energetic models may be much simpler than
previously recognized3. For example, over-winter survival of hiber-
nating mammals should depend primarily on the size of their
energy reserves at the onset of hibernation, the rate at which the
energy store is depleted during winter, and the length of the winter.
If the size of the reserve is less than the rate of depletion times the
length of winter, the hibernator will not survive. Here, we model the
quantitative relationship between ambient temperature and energy

expenditure during hibernation for a common North American bat,
then combine this with estimates of winter length and the maxi-
mum size of fat stores to predict under what climatic conditions
successful hibernation should be possible.

We focus this modelling approach on M. lucifugus because of the
availability of empirical data on its hibernation energetics and
distribution patterns, and the relative ease of predicting the thermal

Box 1
Temperature and hibernation energetics

The energy expenditure of an endotherm with a normal, elevated body

temperature (euthermic), Eeu, varies with ambient temperature, Ta,

according to a well-described metabolic response curve:

Eeu ¼ RMRþðTlc 2 TaÞCeu

where RMR is resting metabolic rate, Tlc is the lower critical

temperature, and Ceu is euthermic thermal conductance30. During

torpor, metabolic rate, TMR, and body temperature decline with Ta

until a lower ambient set-point temperature, Ttor-min, is reached, after

which torpor body temperature is defended (that is, remains constant)

and consequently TMR increases. Thus, TMR varies with temperature

according to

Etor ¼ TMRminQ
ðTa2Ttor-minÞ=10
10 ; if Ta . Ttor-min

Etor ¼ TMRminþðTtor-min 2 TaÞCt; if Ta # Ttor-min

where Q10 represents the change in torpor metabolism resulting from

a 10 8C change in Ta, and C t represents torpor conductance below

T tor-min.

All mammalian hibernators arouse from torpor at regular intervals

during winter, remaining euthermic for a short time before re-entering

torpor30. The energetic cost of these arousals Ear is a simple function of

the required increase in body temperature from Ttor to euthermic

levels, Teu, and the specific heat capacity S of the hibernator’s tissues30:

Ear ¼ ðTeu 2 TtorÞS

The energetic cost of a complete torpor–arousal cycle, Ebout, is then

Ebout ¼ EeuðteuÞþEtor ðttor ÞþEar

where teu and t tor are time spent euthermic and torpid. The length of

torpor bouts also varies dramatically with ambient temperature,

presumably because of the thermal dependency of TMR30. Thus, t tor

reduces from maximum levels, t tor-max, above and below T tor-min in

accordance with increases in E tor, such that

ttor ¼ ttor-maxQ
ðta2ttor-min=10Þ
10 ; if Ta . Ttor-min

ttor ¼ ttor-maxþðTa 2 Ttor-minÞk; if Ta # Ttor-min

where k is an analytical constant that yields equal values of t tor for a

given TMR above and below Ttor-min.

Finally, total hibernation energy requirements Ewinter can be predicted

for a given winter length twinter according to

Ewinter ¼
twinter

tbout

� �
Ebout

where tbout is the temperature-dependent duration of a torpor–arousal

cycle.

Figure 1 The effect of hibernaculum temperature on total winter energy requirements of

M. lucifugus (dashed line), based on a winter length of 193 days10. The horizontal lines

indicate approximate maximum (solid line) and minimum (dotted line) hibernation fat

stores9.

Figure 2 Comparison of observed hibernaculum temperatures of M. lucifugus with those

predicted to be suitable by the model. Combinations of winter length and hibernaculum

temperatures above the upper solid line or below the lower solid line are predicted to

require more than the maximum fat stores (3.5 g)9 to survive winter. Combinations above

or below the dashed lines require more than minimum fat stores (1.5 g)9. Circles represent

recorded hibernaculum temperatures of M. lucifugus at different geographical locations,

and circles connected by a line represent a range of occupied temperatures reported from

a single location10,19–28. Winter duration for each location is estimated from the period

when nightly minima are below 0 8C. Most hibernacula are characterized by temperatures

predicted to permit successful hibernation with minimum fat stores (12 of 15), and all are

characterized by temperatures permitting successful hibernation with maximum fat stores

(15 of 15). Maximum occupied temperatures are significantly lower than maximum

suitable temperatures (Student’s paired t 15 ¼ 10.8, P , 0.0001) and minimum

occupied temperatures are significantly higher than minimum suitable temperatures

(paired t 15 ¼ 6.1, P , 0.0001).
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conditions under which it hibernates. This species has a geographic
range that extends into northern temperate and subarctic regions
where individuals do not feed during winter4 and instead rely
completely on stored body fat during a prolonged hibernation
period9. Because of morphological constraints and costs associated
with fat storage, pre-hibernation fat reserves rarely exceed 40% of
total body mass in hibernating mammals. For M. lucifugus in
particular, the combination of aerial feeding (limiting the maxi-
mum size of a fat store), small body size (resulting in high mass-
specific metabolic rate) and long winters in the northern part of its
range impose severe constraints on the amount of energy
available for hibernation9. Using a modelling approach applicable
to all hibernating mammals, we estimate hibernation energy and
fat requirements of M. lucifugus on the basis of the temperature
dependency of euthermic metabolism, torpor metabolism, and
the frequency and metabolic costs of arousals (Box 1). Because
this species is an obligate insectivore that hibernates in caves and
abandoned mines, both hibernaculum temperature and winter
length can be readily estimated from climatic data (see
Methods).

Our model predicts that hibernation energy requirements will be
minimized at 2 8C and increase sharply with either an increase or
decrease in hibernaculum temperature (Fig. 1). Energy require-
ments increase dramatically below 2 8C because in this temperature
range, the energy costs of both torpor and euthermy increase as
temperature decreases. Requirements increase more moderately
above 2 8C because above this temperature the costs of torpor
increase, but the costs of arousal and euthermy both decrease.
Given a winter length of 193 days in the northern portion of the
range of M. lucifugus10, the temperature dependency of hibernation
energetics should severely limit the range of temperatures where
successful hibernation is possible. Hibernating at 2 8C for 193 days
requires only 1.2 g of fat, but temperatures only 3 8C lower or 10 8C

higher increase energy requirements threefold, exceeding the
observed 3.5 g upper limit to fat stores9 (Fig. 1). The validity of
our model can be evaluated by comparing predicted combinations
of winter length and hibernaculum temperature for which success-
ful hibernation should be possible, with reported hibernacula
temperatures of M. lucifugus at different latitudes. These empirical
studies show that bats hibernate across a relatively wide temperature
range within a geographic location11, but that this range does not
extend to regions predicted unsuitable by the model (Fig. 2).

The pronounced increase in hibernation energy requirements at
low ambient temperatures, combined with constraints on the size of
fat reserves at the onset of hibernation and the length of the
hibernation season, permits application of our model to predict
the northern biogeographical limit for M. lucifugus hibernation. So
applied, our model predicts that the minimum fat stores typically
accumulated by this species9 are inadequate for successful hiber-
nation throughout the northern portions of the Canadian pro-
vinces, and that maximum accumulated stores are inadequate
throughout most of Alaska and the Canadian territories (Fig. 3).
Confirmed northern hibernacula of M. lucifugus extend to mid-
latitude regions of Canadian provinces and maritime-influenced
areas of Alaska, where our model predicts successful hibernation
by most individuals, but not into higher latitudes and continen-
tal regions, where our model predicts that successful hibernation
is energetically impossible (Fig. 3). Energetic constraints at
higher latitudes should be especially severe for juveniles, owing
to their limited capacity to grow and fatten during a short active
season9.

The correspondence between predicted and observed hibernacu-
lum microclimates (Fig. 2) and between predicted and observed
northern hibernaculum localities (Fig. 3) provides strong evidence
that the distribution of M. lucifugus is constrained by thermal effects
on hibernation energetics. This mechanistic link between tempera-

Figure 3 Observed and predicted M. lucifugus range distributions in northern North

America. Confirmed northern locations of hibernacula (refs 10, 14, 19 and 29, and

M. Gauthier, personal communication) are indicated with yellow stars, and the predicted

distributional limit of hibernacula is indicated by the blue area; the width of the area

represents variation in predictions resulting from cave temperatures exceeding average

annual temperature by 0–2 8C, fat stores varying from 1.5 to 3.5 g, and all other

parameters varying by up to ^5%. Thus, the lower margin of the blue zone indicates the

limit beyond which to the south almost all bats could successfully hibernate, and the upper

margin indicates the limit beyond which to the north almost no bats could successfully

hibernate. Observed hibernacula approach and only marginally exceed the lower margin

of this zone and there is a significant positive correlation between the latitude of observed

hibernacula and the lower margin of this zone (predictions generated for each

hibernaculum longitude, n ¼ 9, r ¼ 0.93, P , 0.001; intercept not significantly

different from 0). The red area represents the predicted 2080 winter range limit of M.

lucifugus due to global warming. Climate projections are based on the Hadley Centre

coupled global climate model (HadCM2—GAX)12. The width of the red zone represents the

same as does the blue zone.
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ture and biogeography permits prediction of the future impacts of
climate change. Current global climate models predict a 6–8 8C
increase in average annual temperature throughout most of north-
ern North America within the next 80 years12. On the basis of our
model (see Methods), this climatic warming will result in a
pronounced northward expansion of M. lucifugus (Fig. 3).

The success of this simple model, rooted in the fundamental
energetics of the species, in predicting biogeographical distri-
butions, demonstrates how the study of energetics can link climate
to biogeography. Previous studies have demonstrated a correspon-
dence between distributional temperature and several physiological
processes2, but have been unable to explain how these correspon-
dences generate species range limits7. Establishing this link in M.
lucifugus, using an approach that can be generalized to many other
organisms that experience seasonal energetic bottlenecks, facilitates
the use of bioenergetics to explain the present-day range boundaries
and to predict the sensitivity of these boundaries to future climate
change. The pronounced northward expansion of little brown bats
predicted to occur within the next century provides a clear but
singular example of the major impacts that human-induced climate
change will have on the range limits of endotherms. Enhancing our
understanding of the links between bioenergetics and biogeography
in a wider diversity of species will improve our capacity to anticipate
the biological impacts of global climate change. A

Methods
Model parameters and sensitivity
Parameter values for M. lucifugus were obtained from the literature (see Supplementary
Information; see Box 1 for parameter definitions). Model sensitivity was first investigated
by determining how independent variation in each parameter influenced our estimate of
total winter energy requirements (Ewinter) at Ta ¼ 0 8C. The proportion of variation in
each parameter reflected in variation in Ewinter (‘sensitivity’) ranges from 0.01 to 0.77. For
example, a 5% change in the value of T tor-min (sensitivity ¼ 0.77) would alter our Ewinter

estimate by slightly less than 4%, whereas a 5% change in tar (sensitivity ¼ 0.01) would
alter Ewinter by less than 0.1%. Sensitivity is highest for parameters related to the duration
and energetic cost of torpor bouts (see Supplementary Information). The influence of
combined variation of all terms was simulated by calculating Ewinter at Ta ¼ 0 8C using
parameter values drawn randomly from a normal distribution with 99% of values within
^5% of the original parameter value. On the basis of 50,000 runs, the average deviation
from our original Ewinter prediction was only ^2% and the maximum was ^10%. Finally,
the maximum potential deviation in our Ewinter estimate at 0 8C resulting from a combined
^5% error in all parameters was determined analytically and was found to be ^17%. This
sensitivity analysis ignores potential co-dependence among parameter values and thus will
tend to overestimate the model’s sensitivity.

Estimating winter length from climatic data
Because M. lucifugus is a nocturnal obligate insectivore4 and near-freezing air
temperatures inhibit insect activity13, the minimum length of the hibernation period
should approximate the period when average nightly minimum temperatures are less than
0 8C (night-time maximum temperatures would typically exceed this minimum by several
degrees). Thus, climatological data from weather stations (Canadian Meteorological
Centre, Climate and Water Information, Environment Canada (http://www.msc-
smc.ec.gc.ca/climate); National Climatic Data Centre, National Oceanic and Atmospheric
Administration, USA (http://lwf.ncdc.noaa.gov/oa)) can be used to predict how the
duration of the hibernation period varies for M. lucifugus across its wide geographic
distribution. Predictions for the onset, termination and total duration of hibernation at
different latitudes, derived from our 0 8C nightly minimum assumption, correspond well
with dates and durations reported in the literature9,10,14–16, with an average absolute error
of 5 days (range 0–13 days).

Estimating hibernaculum temperature from climatic data
Although the temperature profiles of caves and abandoned mines vary according to
internal geometry, deep cave and mine temperatures generally approximate average
annual temperature, whereas regions nearer to the entrance track winter temperatures
more closely17. As a result, although the coldest sites available for hibernation are much less
than annual average temperatures, the warmest sites exceed the annual average by only a
few degrees, unless geothermally heated caves occur in the region18. We determined
average annual temperature for each region, and assumed that the maximum
hibernaculum temperature available in a given region could exceed this average by 0–2 8C;
the width of the coloured areas in Fig. 3 incorporates the effect of this temperature range
on the predicted northern distribution.

Climate forecasting
We obtained monthly mean and minimum temperature projections for 2020 from a global
climate model (Hadley Centre Coupled Model 2 with aerosol simulation mean,
HadCM2—GAX)12 made available by the Canadian Climate Impacts and Scenarios

(http://www.cics.uvic.ca) in collaboration with the Canadian Centre for Climate
Modelling and Analysis and the Intergovernmental Panel on Climate Change. Because
monthly temperature projections were available for a fine-scale georeferenced grid (cell
size 2.508 latitude £ 3.758 longitude), cave temperatures and winter lengths could be
estimated for each cell, and entered into our model to evaluate the future potential for
successful M. lucifugus hibernation across northern North America.
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