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Abstract

In this article, we report our implementation and comparison of two text clustering techniques. One is based on Ward’s
clustering and the other on Kohonen’s Self-organizing Maps. We have evaluated how closely clusters produced by a
computer resemble those created by human experts. We have also measured the time that it takes for an expert to ‘‘clean
up’’ the automatically produced clusters. The technique based on Ward’s clustering was found to be more precise. Both
techniques have worked equally well in detecting associations between text documents. We used text messages obtained
from group brainstorming meetings. q 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The rapid proliferation of information available in
electronic format has turned a dream of creating an
information-rich society into a nightmare of informa-
tion overload. For example, users currently foraging
for information on the World Wide Web receive an
average of more than 30 000 documents in answer to
a query. Many researchers believe that turning infor-
mation abundance into a useful digital library re-
quires developing new technologies.

Summarization and visualization tools can help
users understand the information that is contained in
a large collection of documents. Modern visualiza-
tion techniques available for digital libraries com-
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prise two major components: the agglomeration
component that identifies clusters of similar docu-
ments and the summarization component that pre-
sents an automatically computed overview of the
documents in each cluster. By applying them, a user
does not need to wade through all the documents in a
collection one-by-one but may grasp a high-level
picture instead. Clustering and classification are be-
lieved to be important techniques for semantic analy-

w xsis in a new generation of digital libraries 2 .
Clustering historically has been perceived by re-

searchers in various domains to be a tool of discov-
ery. It partitions a set of objects into non-overlapping
subsets called clusters such that the objects inside
each cluster are similar to each other and the objects
from different clusters are not similar. The set of
non-overlapping clusters is called a partition.

In this study, we have compared two documents
clustering techniques using data obtained from elec-
tronic meeting sessions described in more detail in

w xRef. 18 . Efficient organizing of electronic meeting
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comments is itself a rewarding task. Electronic meet-
ing support has been proven to have great impact on

w xproductivity of group discussions 17 . Because par-
ticipants in electronic meetings can generate hun-
dreds of comments in an hour, the task of categoriz-
ing and organizing them is very time consuming.
Intelligent agents may significantly reduce the cogni-
tive load of meeting participants by automatically
organizing documents into clusters, even if manual
post-processing still is deemed necessary.

We have evaluated two clustering algorithms:
w xWard’s clustering 26 and Kohonen’s Self-organiz-

w xing Maps 13 . Ward’s clustering falls into the cate-
gory of statistical clustering techniques. A self-
organizing map is an unsupervised two-layer neural
network. Although, both techniques may serve to
cluster data, they do it in different ways. Statistical
techniques proceed by pair-wise comparison of ob-
jects. Neural networks proceed by a process called
learning. Neural networks are believed to possess
some particularly valuable properties, since they are
patterned after associative neural properties of the
brain. The rationale for our research was that it
would be useful to compare the techniques of these
two very different approaches and see which per-
formed better in the domain of unstructured text. It is
of interest that the NSFrARPArNASA-funded Illi-

w xnois Digital Library Initiative project 24 has adopted
SOM for textual document categorization and visual-
ization.

We supply more details on both techniques in
Section 2. Then, in Section 3, we describe our
implementations of the techniques. The experiment
design follows in Section 4. Section 5 presents our
findings. Section 6 describes conclusions and future
research.

2. Literature review

2.1. Clustering text documents

w xEveritt 7 defined a cluster as ‘‘a set of entities
which are alike, and entities from different clusters
are not alike.’’ An example of an early study on
clustering in Information Science is the work by

w xJardine and van Rijsbergen 12 . The idea behind

clustering was that if certain documents match a user
query, the documents in the same cluster also are
likely to be relevant.

A good overview of the use of clustering applica-
tions in information retrieval has been done by Ras-

w xmussen 19 . She identified the following major
problems with applying various clustering techniques
in the text analysis domain:
1. Difficulty of assessing the validity of results ob-

tained.
2. Selecting appropriate attributes for clustering.
3. Selecting an appropriate clustering method.
4. High cost in terms of computational resources.

This paper addresses each of those issues to a
certain degree.

Recently, information visualization techniques
have revived interest in clustering. The idea behind
many of these techniques that are able to visualize
large collections of documents is to agglomerate
similar documents into clusters and present a high-
level summary of each cluster. This way, the user
does not need to go through similar documents or
through entire documents in order to become famil-
iar with the collection. This greatly reduces redun-
dancy and cognitive demand. Examples of such visu-

w xalization systems are ScatterrGather 4 , WebBook
w x w x w x1 , and SenseMaker 25 . Hearst 9 gives a compre-
hensive overview of such systems and the ideas
behind them.

2.2. Text categorization

The text clustering task resembles the text catego-
rization task, which also has been extensively studied
by information scientists. By definition, Text Catego-
rization is the assignment of natural language texts
to one or more predefined categories, based on their
content. Examples of recent works in automatic text

w xcategorization are Refs. 5,28 . It has been shown
that automated text categorization can be performed
with 90% or greater accuracy in the cases of ‘‘clean’’

w xcollections, of which Reuters 5 is an example.
However, the clustering task is more challenging,

since there is no pre-existing set of categories cre-
ated by human experts. The implication for machine
learning is that, in contrast to the supervised tech-
niques used in categorization, only unsupervised
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techniques can be used for clustering. The clustering
task has more degrees of freedom: not only assigning
decisions but also decisions about how many clusters
to create and what kinds of documents to assign to
each cluster.

2.3. EÕaluating clusters

Traditionally in Information Science, clustering
techniques have been evaluated in conjunction with

w xretrieval tasks. For example, Cutting et al. 4 and
w xHearst and Pedersen 8 evaluated the accuracy of

clustering based on the proportion of relevant docu-
ments found in the largest cluster. We have found
surprisingly few studies involving methodological
evaluation of clustering techniques based on resem-
blance between the resulting partitions and clusters
produced by human experts.

w xSahami et al. 22 based their measurement on
whether or not a pair of objects was put into the
same class by human experts and by the system. For
human expert judgments they used manually created
categories existing in the Reuters collection. Zamir et

w xal. 29 used a similar measurement to test clustering
applied to a collection created by merging several
smaller collections of Web documents on different
topics. We have chosen to use similar metrics in our
study. We provide more details in Section 4.

In prior studies on document clustering, the
benchmark collections were created by merging doc-
uments on different topics. We are not aware of any
other study involving evaluating document clustering
techniques through experiments with human sub-
jects. This makes our evaluation approach innova-
tive.

2.4. Ward’s clustering

Ž .Hierarchical agglomerating clustering HAC al-
gorithms are the most commonly used method of

w xdocument clustering 27 . These algorithms start with
each document in a cluster of its own, iterate by
merging the two most similar clusters, and terminate
when some halting criterion is achieved.

One of the most popular HAC algorithms is
w xWard’s clustering, proposed by statistician Ward 26 .

Over time, it has been extensively used in various
domains: astrophysics, pattern recognition, applied
statistics, etc. In 1984, Murtagh proposed the recip-

Ž .rocal nearest neighbor approach RNN which is
significantly faster than the straightforward imple-
mentation but produces identical results. The advan-

Ž 2 .tage is a resulting time complexity of O N in
Ž 3.comparison with O N for the classical implemen-

tation. N represents the number of inputs, which in
our case are text documents. Ward’s clustering has
been repeatedly applied for text analysis; El-

w xHamdouchi and Willett 6 is an example.
In our study, we also used the RNN approach,

described in pseudocode in Fig. 1. By definition, two
clusters, C1 and C2, are called RNNs if C1 is the
nearest neighbor for C2, and C2 is the nearest neigh-
bor for C1. The algorithm uses the inverse Euclidean
distance between the centroids of the clusters as the
measure of similarity between those clusters. The
centroid of a cluster is computed by averaging the
coordinates of all documents in the cluster. More

w xdetails are found in Ref. 16 , which also contains a
proof that this algorithm terminates and produces
output that does not depend on the order of selecting
a cluster as the current cluster.

Fig. 1. The pseudocode for Ward’s clustering.
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This algorithm runs until all documents are merged
into a single cluster containing all of them and
produces a balanced binary tree called a dendro-
gram. Each node in the dendrogram corresponds to a
cluster obtained as a result of merging two other
clusters corresponding to the child nodes. Since in
our study we evaluated partitions, we converted the

w xdendrogram into a partition. Murtagh 16 suggested
a variance threshold technique for this purpose. The
technique traverses the dendrogram tree and splits
clusters associated with a node into two clusters
associated with the corresponding child nodes. It
stops when the average similarity between docu-
ments in each cluster and its centroid exceeds the
specified threshold. Section 3 describes our modifi-
cations to this technique.

2.5. Self-organizing maps

The Self-organizing Map, developed by Kohonen
w x14 , is an unsupervised two-layer neural network
used for clustering and dimension reduction. An
advantage of SOM over other clustering algorithms
is its ability to visualize high dimensional data using
a two-dimensional grid while preserving similarity
between data points as much as possible. It is a

Ž .similar technique to Multidimensional Scaling MDS
w x11 . In SOM, each input node corresponds to a
dimension. Each output node corresponds to a node
in a two-dimensional grid. The network is fully
connected in that every mapping node is connected
to every input node with some connection weight.
During the training phase, the inputs are presented
several times in order to train the connection weights
in such a way that distribution of output nodes
represents distribution of input points. The network
trains fully automatically, without any human inter-
vention. The topology of the Kohonen SOM network
is shown in Fig. 2. More details about the algorithm
are given in Section 3.

Several recent studies adopted the SOM approach
w xto textual analysis and classification 15 . Ritter and

w xKohonen 20 applied the Kohonen SOM to textual
analysis in an attempt to detect the logical similarity
between words from the statistics of their contexts.
More recently, the Kohonen group has created and
maintained a WEBSOM server that demonstrates its
ability to categorize several thousand Internet news-

Fig. 2. Kohonen SOM topology.

w xgroup items 10 . The SOM-generated categories
were found to be comparable to those generated by

w x w xhuman subjects 18 . Chen et al. 3 applied multi-
Ž .layered SOM to categorize classify 110,000 Inter-

net homepages according to their content.
Speed has been a major concern with SOM, espe-

cially in the text analysis domain, where vector
dimensions may be very large. The research de-

w xscribed in Ref. 21 proposed a modification of the
original SOM algorithm that produces the same out-
put but scales almost linearly with the size of the
task. The approach takes advantage of the sparseness
of the representation. This approach allows using
SOM in real-time Digital Library applications such
as interactive Web search.

3. Algorithms and implementations

This section explains in general terms how our
automatic text clustering systems were implemented.
Our process proceeds by the following steps:
1. Automatic indexing.
2. Selecting most discriminating terms.
3. Applying clustering technique: SOM or Ward’s.

The purpose of automatic indexing is to identify
the content of each textual document automatically

w xby sets of associated features 23 . Features are
words and phrases. Automatic indexing first extracts
a set of all words and possible phrases that enter the
document. Then, it removes words from a ‘‘stop-
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word’’ list to eliminate non-semantic bearing words
such as ‘‘the’’, ‘‘a’’, ‘‘on’’, and ‘‘in’’. Our auto-
matic indexing program also creates phrases from
adjacent words. In this research, we used the auto-

w xmatic indexing described in Ref. 18 .
For computational efficiency and accuracy of rep-

resentation, we preserved only the top 100 most
frequently included terms in the collection. This
approach works best with small collections consist-
ing of short text messages, since it provides the
greatest overlap in representations. Table 1 shows a
list of the 20 most frequently appearing terms in the
collection that we used. The average number of
keywords preserved in the representation of a docu-
ment was 3.7.

We used the Information Science community’s
most popular representation of documents: vectors in

w xvector space 23 . Each coordinate in the vector
space corresponds to a term. A term can be a single
word or a phrase. If a term does not enter the
document, the corresponding coordinate is set to 0. If
a term enters the document, we set the coordinate to

w x1. Prior research 18 has shown this scheme to be
adequate for electronic meeting messages.

3.1. Ward’s clustering

We have found the variance threshold described
w xin the literature 16 to be inadequate for using

Ward’s clustering in our task. The variance threshold
approach often produced one big cluster, containing
half of all the documents not necessarily similar to
each other, and many small clusters, with 1–3 docu-
ments in each.

Table 1
The 20 most frequently occurring terms in the collection

0 Meetings 10 Networks
1 Meeting 11 Support
2 Technology 12 Notes
3 Collaborative Systems 13 Hardware
4 Information 14 Facilitators
5 Collaborative 15 Technologies
6 Distributed 16 Language
7 Systems 17 Wireless
8 Linear Thread Meeting 18 Network
9 Environments 19 Bandwidth

We devised a so-called shared keyword rule to
alleviate the above problem. It followed the same
recursive traversal procedure as the variance thresh-
old but split the clusters only if there was no com-
mon keyword entering all documents in the cluster.

In more detail, the algorithm starts from the root
of the dendrogram that Ward’s clustering produces.
The algorithm checks for the presence of a term
Ž .word or phrase that all the comments below the
root possess. If not, the algorithm assigns all the
documents to two clusters according to the dendro-
gram. It then recursively checks each of the two
obtained clusters in the same way. This way, the
dendrogram influences only decisions on how to
split the clusters, but not when to stop. At the end,
documents in each cluster have at least one term in
common. We adopted this approach because a simi-
lar one was adopted in the SOM described in Ref.
w x18 : the regions in the SOM were formed by merg-
ing map nodes that had the same most representative
terms. We empirically found out that this approach
resulted in a greater number of clusters of meaning-

Ž .ful size three or more documents . Since the com-
ments in each cluster had at least one term in com-
mon, they were also likely to discuss similar issues.

We have also found another modification crucial
to making the approach computationally tractable
and scalable. In the text analysis domain, the dimen-
sions of the vector space are large. In this study the
input vector size was 100. If we represent the vector
size by N, the time complexity of the straightfor-

Ž .ward similarity computation is O N , because Eu-
clidean distance requires iterations through all the
coordinates. Our modification requires only non-zero
coordinates in a vector representation of documents
to be stored, for example as a linked list. When
distance is computed, the iteration cycle is organized
in such a way that it goes through only non-zero

Ž .coordinates. This changes the O N complexity into
Ž .O M , where M is the average number of non-zero

coordinates in the document representation, which
can be hundreds of times smaller than N.

3.2. Self-organizing maps

A sketch of a revised SOM algorithm for textual
classification is summarized below. More details can

w xbe found in Ref. 18 .
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3.2.1. Initialize input nodes, output nodes, and con-
nection weights

Ž .Create a two-dimensional map grid of M output
Ž .nodes say a 20-by-10 map of 200 nodes . Initialize

weights w from N input nodes to M output nodesi j

to small random values. This way, each input node
corresponds to a coordinate axis in the document
vector space. Each output node is associated with a
vector of weights w so it can also be considered asi j

a point in the input vector space.

3.2.2. Present each document in order
Describe each document as an input vector of N

coordinates. Set a coordinate to 1 if the document
has the corresponding term and to 0 if there is no
such term. Each document is presented to the system
several times.

3.2.3. Compute distance to all nodes
Compute Euclidean distance d between the inputj

Ž .vector at time t, x t , and each vector of weightsi

w representing an output node:i j

Ny1
2

d s x t yw tŽ . Ž .Ž .Ýj i i j
is0

3.2.4. Select winning node jU and update weights to
node jU and its neighbors

Select winning node jU , which produces mini-
mum d . Update weights to node jU and its neigh-j

bors to reduce the distances between them and the
Ž .input vector x t :i

w tq1 sw t qh t x t yw tŽ . Ž . Ž . Ž . Ž .Ž .i j i j i i j

After such update, the nodes in the neighborhood of
U Ž .j become more similar to the input vector x t .i

Ž . Ž Ž .Here, h t is an error-adjusting coefficient 0-h t

Fig. 3. The self-organizing map that we used for our study.
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. w x-1 that decreases over time. Please see Ref. 13
for the algorithmic details of neighborhood selection
and adjustment.

3.2.5. Label regions in map
After the network is trained through repeated

Žpresentations of all documents each document is
.presented at least five times , assign a term to each

output node by choosing the one corresponding to
Ž .the largest weight winning term . Neighboring nodes

which contain the same winning terms are merged to
Ž .form a conceptrtopic region cluster . Assign each

input document to the node with the closest vector of
weights w . Consequently, the resulting map repre-i j

sents regions of important termsrconcepts with the
documents assigned to them. Concept regions that

Ž .are similar conceptually appear in the same neigh-
borhood. Similar documents are assigned into the
same or similar concepts.

Fig. 3 shows the map that we generated and used
in the current research. Each region represents a

Ž .topic or cluster . The number following each topic
represents the number of documents assigned to each
topic. Since in this study we evaluated only cluster-
ing properties, we converted the produced map into a
partition before conducting experiments. The human
subjects did not see the map itself nor the labels for
the regions.

4. Evaluation experiment

4.1. Experiment design

We performed an experiment involving 17 human
subjects. The subjects were volunteering business

Ž .school students 10 graduate and 7 undergraduate
familiar with the topic of discussion and not in-
volved in this research. Each subject received two
text files that contained text comments grouped into

Ž .topics clusters .
Subjects were asked to re-arrange the comments

in the file according to their own judgment. One file
was the output from SOM; the other was the output
from Ward’s clustering. The order of file presenta-
tion was reversed for half of the subjects. It took
40–50 min on average for a subject to perform the
task. Subjects worked on their own. We did not try
to observe how subjects moved the comments around.

It should be noted that in this design subjects
were given an initial set of clusters created by a
computer, not text comments in random order. The
final partitions created by the subjects therefore may
have been influenced by our initial partitions. We
deliberately designed our experiment in this way
since we were interested in the amount of effort that
it would take to change the partition suggested by a
computer to one the user deemed adequate. This
sequence simulates the semi-automatic classification
of text collection that takes place in electronic meet-
ings and other tasks where classification of text
documents involves some additional manual work.

We used the output from an electronic brainstorm-
ing meeting containing 206 comments. The meeting
participants discussed the issue ‘‘The Future of
GroupWare.’’ Fig. 4 shows a portion of one of the
files given to the subjects. Comments follow each
other sequentially in a file from top to bottom,
separated by at least one empty line. A special text

Ž UUU UUU .string ‘‘ New Topic ’’ separates clusters
from each other. Clusters did not have any labels

Fig. 4. Sample EBS comments.



( )D.G. RoussinoÕ, H. ChenrDecision Support Systems 27 1999 67–7974

associated with them; since the outputs from both
clustering algorithms looked structurally the same
subjects were unable to distinguish between the tech-
niques involved.

We treated each textual comment entered by a
meeting participant as an independent document.
EBS comments exhibit some unique characteristics
and often contain typos, abbreviations, and incom-
plete sentences. Typically, a 1-h session with a dozen
or so participants generates several hundred com-
ments. Since manual clustering of the entire session
would be very time consuming, we asked a human
expert to choose 80 comments falling into approxi-

Ž .mately 8–10 categories topics and used only the
selected comments in our experiment.

4.2. Metrics used

As we describe in Section 2, to measure the
quality of clusters obtained automatically, we used
their ‘‘closeness’’ to clusters created by humans in
terms of the number of wrong and missed associa-
tions. The definitions below help to explain this
measure.

We call a partition created by an expert a manual
partition. An automatic partition is one created by a
computer. Inside any partition, an association is a
pair of documents belonging to the same cluster.
Incorrect associations are those that exist in an
automatic partition but do not exist in a manual
partition. Missed associations are those that exist in
the manual partition but do not exist in an automatic
partition. We define clustering error as:

E
CEs

Pt

where P is the total number of possible pairs oft
Ž .documents: P s1r2 D Dy1 . E represents the to-t

tal number of incorrect and missed associations:
EsE qE .i m

This measure favors small partitions. To provide
less dependence on the size of both partitions, we
also used a normalized clustering error, expressed
as:

E
NCEs

At

Here, A is the total number of all associations int
Žboth partitions without removal of duplicates associ-

.ations existing in both partitions . It is computed as
A sA qA , where A is the total number oft m a m

associations in the manual partition and A is thea

total number of associations in the automatic parti-
tion. We considered only associations from clusters
representing three or more documents. It is easy to

w xverify that this measure belongs to a 0,1 interval.
We also adopted cluster recall and cluster preci-

sion similarly to the measures of recall and preci-
sion typically used in information science research
w x23 . Rather than examining the number of relevant
documents, we counted the number of correct associ-
ations. Therefore, we define cluster recall as:

Ac
CRs ,

Am

where A sA yE represents total number of cor-c a i

rect associations in automatic partition. We define
cluster precision:

Ac
CPs

Aa

It is easy to see that cluster recall reflects how well
the clustering technique detects associations between
documents and that cluster precision reflects how
accurate the detected associations are.

Fig. 5 shows an example of manual partition
Ž . Ž .above and automatic partition below . In this ex-
ample, the clustering algorithm made a mistake by
placing document 5 with documents 1, 2, 3, 4 in-
stead of 6, 7, 8. The incorrect associations are 5-1,
5-2, 5-3, 5-4. The missing associations are 5-6, 5-7,

Ž Ž ..5-8. The clustering error is 7r 1r2=8= 8y1 s
Ž0.25. The normalized clustering error is 7r 6q6q

. Ž . Ž10q3 s0.28. Cluster recall is 10q3y4 r 6q
. Ž . Ž .6 s0.75. Cluster precision is 10q3y4 r 10q3

s0.69.

4.3. Research questions

In our research, we addressed the following ques-
tions.

Q1: Which technique produces output that re-
quires less time for an expert to produce final
clusters?
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Fig. 5. The example of computing clustering error, recall, and precision.

Q2: Which technique provides greater cluster re-
call?
Q3: Which technique provides greater cluster pre-
cision?
Q4: Which technique provides smaller clustering
error?
Q5: Which technique provides smaller normalized
clustering error?

5. Results and discussion

It took 58 s to cluster the collection based on
ŽSOM on a DEC Alpha 3000r600 workstation 200

.MHz, 128 MBs RAM . It took 34 s to cluster
documents using Ward’s technique on the same ma-
chine.

Below, we summarize our experimental findings.
For all statistical significance tests, we used paired
t-tests because two measures produced by the same
subject were not independent. The only exception to
this was time spent on the task, since we used only
the first measurement from each subject. The data
collected from the subjects. along with the statistical
results are presented in Tables 2–6.

We randomized the order of tasks. In addition, in
order to establish whether the order of tasks influ-
enced the measures, we ran a regression of each
measure on the order of tasks represented as a
Boolean variable. We assigned 0 to this variable if
Ward’s clustering was processed by the subject first,

and 1 if second. We did not find any statistically
significant dependency. The minimum p-value for
the coefficient in the regression was 0.20 in the case
of normalized clustering error. This established that
the influence of the order of tasks had been ex-
tremely weak and was not statistically significant.
This was in agreement with the fact that most sub-
jects did not even notice that the text messages were
the same, but in the different order. Since the task
was very laborious nobody appeared to have enough
patience to verify that.

We have observed that the clusters created by
subjects did not always share common words. This is

Table 2
Ž .Time spent on the tasks in minutes

Subject SOM Subject Ward

1 45 1 10
2 90 2 10
3 20 3 15
4 60 4 90
5 50 5 60
6 29 6 60
7 27 7 60
8 90 8 35

9 40
Average 51 42
Standard deviation 27 28
Confidence interval 31 18
Standard mean error 9.6 9.2
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not surprising, since subjects clustered the comments
based on their meaning but not the keyword repre-
sentation as the algorithms did. For example, the
comment ‘‘Effective transmission of
video over networks’’ was placed by a sub-
ject into the same cluster with the comment ‘‘band-
width concerns — impact of remote
collaboration’’ presumably since both relate to
networking issues. Those two comments do not have
any common words, so they would never be placed
together by our implementation of Ward’s clustering
and are quite unlikely to be so placed by SOM. This
explains discrepancies between automatic and man-
ual partitions.

Below, we present the results for each of the
research questions.

Q1. The subjects spent less time correcting the
Ward’s clustering results than correcting the SOM
results. However, the difference was statistically in-
significant. The mean times spent on the task were
51 min for SOM and 42 min for Ward’s clustering.
The p-value was 0.19. Table 2 shows time spent on
the task for all subjects. Since the variance in both
groups was large, larger sample size appears to be
necessary in order to establish statistical significance.

Table 3
Cluster recall

Subject Ward SOM

1 0.11 0.13
2 0.48 0.85
3 0.23 0.25
4 0.26 0.16
5 0.37 0.13
6 0.47 0.26
7 0.25 0.75
8 0.26 0.21
9 0.45 0.18
10 0.33 0.16
11 0.09 0.089
12 0.21 0.26
13 0.14 0.21
14 0.22 0.14
15 0.12 0.12
16 0.057 0.071
17 0.22 0.29
Average 0.254 0.254
Standard deviation 0.13 0.22
Confidence interval 0.063 0.10
Standard mean error 0.032 0.052

Table 4
Cluster precision

Subject Ward SOM

1 0.54 0.34
2 0.90 0.82
3 0.71 0.38
4 0.87 0.29
5 0.62 0.17
6 0.27 0.17
7 0.76 0.77
8 0.78 0.32
9 1.00 0.35
10 1.00 0.32
11 0.62 0.44
12 0.66 0.26
13 0.46 0.33
14 0.75 0.37
15 0.81 0.48
16 0.41 0.28
17 0.54 0.28
Average 0.70 0.38
Standard deviation 0.20 0.18
Confidence interval 0.097 0.084
Standard mean error 0.050 0.043

Q2. There was no statistical difference in cluster
Ž .recall Table 3 between the SOM results and the

Ward’s clustering results. The mean cluster recalls
for both SOM and Ward’s clustering were 0.25. The
p-value was 0.30. Both techniques performed equally
in detecting associations between documents. The
95% confidence interval for the difference in cluster
recall was established at 0"0.09. This is a rather
wide interval so a larger sample size might establish
a statistically significant difference.

Q3. Ward’s clustering produced significantly bet-
Ž .ter cluster precision Table 4 than SOM. The mean

cluster precisions were 0.38 for SOM, and 0.69 for
Ward’s clustering. The p-value for the paired t-test
was 0.0014. The implication of this result is that
Ward’s clustering was more accurate in establishing
associations between documents.

Q4. The SOM results exhibited significantly
Ž .higher clustering error Table 5 than the Ward’s

clustering results. The mean clustering errors were
0.080 for SOM and 0.051 for Ward’s clustering. The
p-value was 0.001. Table 3 shows the measurements
for all subjects. However, since the clustering error
measure favors a technique producing fewer clusters,
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this is still not an ideal indication of quality. A more
objective measure is considered in the next para-
graph.

Q5. Ward’s clustering produced a lower normal-
Ž .ized clustering error Table 6 than SOM. The mean

normalized clustering errors were 0.71 for SOM, and
0.64 for Ward’s clustering. The p-value for the
paired t-test was 0.08. The implication is that, over
all, the partition produced by Ward’s clustering was
closer to partitions produced by human experts.

The overall result is that on the EBS data set that
we used Ward’s clustering performed better. In addi-
tion, it produced a smaller number of associations,
but was more accurate. The accuracy may be due to
the ‘‘shared keyword rule’’ that we implemented,
requiring the documents in a cluster to have at least
one keyword in common. This conclusion applies
only to the particular type of collection we used
Ž .electronic meeting messages and may be sensitive
to collection size. Since we are not aware of any
evaluation study that was based on manual catego-
rization of the output of automatic categorization and
performed on a larger scale, we believe the results of
our small scale experiments are valuable. This is also
the first empirical study in the domain of text analy-

Table 5
Clustering error

Subject Ward SOM

1 0.17 0.020
2 0.034 0.022
3 0.082 0.108
4 0.083 0.15
5 0.048 0.14
6 0.034 0.092
7 0.084 0.032
8 0.078 0.13
9 0.040 0.15
10 0.064 0.17
11 0.22 0.36
12 0.074 0.12
13 0.11 0.13
14 0.094 0.19
15 0.24 0.30
16 0.20 0.28
17 0.076 0.096
Average 0.104 0.160
Standard deviation 0.132 0.180
Confidence interval 0.032 0.044
Standard mean error 0.016 0.022

Table 6
Normalized clustering error

Subject Ward SOM

1 0.82 0.81
2 0.37 0.16
3 0.60 0.61
4 0.59 0.78
5 0.53 0.85
6 0.62 0.23
7 0.68 0.71
8 0.60 0.74
9 0.37 0.75
10 0.49 0.78
11 0.84 0.85
12 0.62 0.76
13 0.78 0.74
14 0.65 0.78
15 0.78 0.80
16 0.89 0.89
17 0.65 0.79
Average 0.64 0.71
Standard deviation 0.15 0.20
Confidence interval 0.072 0.096

sis of Kohonen self-organizing maps as a clustering
tool.

6. Conclusion and future directions

We have concluded that our implementation of
Ward’s clustering is slightly more precise in detect-
ing associations between documents, but that the
performances of these techniques in terms of recall
of those associations are not statistically different.
This suggests that Kohonen’s self-organizing map
has clustering abilities close to those of known clus-
tering techniques. Since the implementation of SOM
for text analysis offers several additional valuable
features such as providing labels for and visualizing

w xproximity of the clusters 21 , it may be a viable
option for text clustering and categorizing systems.

Our research also resolved implementation issues
related to two automatic text clustering techniques:
Ward’s clustering and Kohonen’s Self-organizing
Maps. These issues include:

Finding appropriate document representation for
this task.
Adapting both techniques for creating non-over-
lapping partitions of text documents.
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Resolving scalability issues by taking advantage
of sparseness of representation in the domain.
In order to make the conclusions more general,

experiments with different collections seem to be
necessary and are under way. We are currently con-

w xducting a study involving Reuters collection 5 ,
extensively used in text categorization research. We
are planning to test clustering techniques embedded
in an interactive search and visualization system.
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