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Abstract

In utility-driven cluster computing, cluster systems neaedknow the specific needs of different users so as to allocate
resources according to their needs. They are also vital ppa@ting service-oriented Grid computing that harnessuees
distributed worldwide based on users’ objectives. Malleted resource management systems make use of real-walldtma
concepts and behavior to assign resources to users. Thés pagines a taxonomy that describes how market-basedin@so
management systems can support utility-driven clustermpeimg. The taxonomy is used to survey existing market-thassource
management systems to better understand how they can lzeditil

I. INTRODUCTION

The next-generation scientific research involves solvingn@ Challenge Applications (GCAs) that demand ever irginga
amount of computing power. Recently, a new type of High Rearfance Computing (HPC) paradigm calleldster computing
[1][2][3] has become a more viable choice for executing ¢h&CAs since cluster systems are able to offer equally high
performance with a lower price compared to traditional scpeputing systems. A cluster system comprises of indeg@nd
machines that are connected by high-speed networks andmiddtewares that create an illusion of single system [4] and
hide the complexities of underlying cluster architectumnf the users. For example, thiister Resource Management System
(RMS)is a middleware that manages the resources and seamlesgiexaxdf jobs in a cluster of computers.

Existing cluster RMSs still adopt system-centric resouatfecation approaches that maximizes overall job perforrea
and system usage. These system-centric approaches adsainal fob requests are of equal importance and thus neglect
actual levels of service required by different usévarket-based RMSES][6][7][8][9] have a greater emphasis on user QoS
requirements as opposed to traditional RMSs that focus oimiEng system usage. Market concepts can be used to jmeri
competing jobs and assign resources to jobs according t8’usduation for QoS requirements and cluster resources.

Market-based cluster RMSs need to support three requirsnierorder to enabletility-driven cluster computing7]: (i)
provide means for users to specify their Quality of Servi@g@$) needs and valuations, (ii) utilize policies to tratesléne
valuations into resource allocations, and (iii) supporchaisms to enforce the resource allocations in order te@aeleach
individual user’s perceived value or utility. The first régument allows the market-based cluster RMS to be aware @f us
centric service requirements so that competing servicaastg can be prioritized more accurately. The second =geint
then determines how the cluster RMS can allocate resoupp@®priately and effectively to different requests by ddasng
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the solicited service requirements. The third requirenfieally needs the underlying cluster operating system meishas to
recognize and enforce the assigned resource allocations.

The advent of Grid computing [10] further reinforces the emsity for utility-driven cluster computing. In serviceiented
Grid computing [11], users can submit jobs with specific Qeuirements to Grid schedulers such as Grid brokers [1PHA&
Grid workflow engines [14] that discover suitable Grid res@s to execute their jobs. Since most Grid resources asteclu
systems, the cluster RMS needs to support service levebagnet based resource allocations. This means that thesrclust
RMS has to not only balance competing user needs, but alsaneatthe profitability of the cluster owner while delivering
the expected level of service performance. In addition ketatoncepts and mechanisms incorporated at the clustguutorg
level facilitates easy extensions to support Grid econob®} find enforce service level agreements in service-aik@rids.

Market-based RMSs have been utilized in many different aging platforms: agents [16][17][18], clusters [19][7]{%rids
[8][20][21], networks [22][23][24][25] and world wide we[26][27][28] (see Fig. 1). In this paper, we focus on devéhgpa
taxonomy that classifies market-based RMSs in the conteutiliti-driven cluster computing. The taxonomy consistdive
sub-taxonomies, namelparket modelresource modeljob mode] resource allocation modgelnd performance mode{see
Fig. 1). Researchers can use this taxonomy to gain a bettrstanding of key design factors and issues that are trucia
in developing effective market-based cluster RMSs to supyidity-driven cluster environment. We also present dsteact
model to conceptualize the essential functions of a masksed cluster RMS and include a survey to demonstrate how the
taxonomy can be applied.

Il. RELATED WORK

There are several proposed taxonomies for scheduling frilkdited and heterogeneous computing. However, none sethe
taxonomies focus on market-based cluster computing emviemts. The taxonomy in [29] classifies scheduling strategi
for general-purpose distributed systems. In [30], two tepmies for state estimation and decision making are praptse
characterize dynamic scheduling for distributed systéfhs. EM? taxonomy in [31] utilizes the number of different execution
modes and machine models to identify and classify hetemmen systems. In [32], a modified version of the scheduling
taxonomy in [31] is proposed to describe the resource dilmeaf heterogeneous systems. The taxonomy in [33] corside
three characteristics of heterogeneous systems: appficatodel, platform model and mapping strategy to define ineso
matching and scheduling. A taxonomy on Grid resource manage system [34] includes a scheduling sub-taxonomy that
examines four scheduling characteristics: schedulernizgtion, state estimation, rescheduling and scheduloigy But,
our taxonomy focuses on market-based RMSs for utilityericluster computing where cluster systems have a number of
significant differences compared to Grid systems. One kéfgrdnce is that a cluster system is distributed within aylgin
administrative domain, whereas a Grid system is distribateross multiple administrative domains.

IIl. DEFINITIONS AND REQUIREMENTS FORUTILITY-DRIVEN CLUSTER COMPUTING

In cluster computing, th@roduceris the owner of the cluster system that provides resourcas¢omplish users’ service
requests. Examples of resources that can be utilized insteclaystem are processor power, memory storage and dedgesto
The consumeis the user of the resources provided by the cluster systehcam be either a physical human user or a software
agent that represents a human user and acts on his behalfisferckystem has multiple consumers submitting job reguest
that need to be executed.

The cluster RMScreates the Single System Image (SSI) [4] for a cluster sy$te providing a uniform interface for user-
level sequential and parallel applications to be executethe cluster system to hide the existence of multiple ctusteles
from users. It supports four main functionalities: reseuncanagement, job queuing, job scheduling, and job exetufibe
cluster RMS manages and maintains status information ofets@urces such as processors and disk storage in the cllodier
submitted into the cluster system are initially placed igteeues until there are available resources to execute bse jhe
cluster RMS then invokes a scheduler to determine how ressuare assigned to jobs. After that, the cluster RMS dibpatc
the jobs to the assigned nodes and manages the job executioespes before returning the results to the users upon job
completion.

Existing cluster RMSs such as Condor [35], LoadLeveler [38Jad Sharing Facility (LSF) [37], Portable Batch System
(PBS) [38], and Sun Grid Engine (SGE) [39] are not viable tppsrt utility-driven cluster computing since they still agut
system-centric resource allocation approaches that foousptimizing overall cluster performance. For examplesthcluster
RMSs aim to maximize processor throughput and utilizatmntlie cluster, and minimize average waiting time and respon
time for the jobs. They neglect the need to use utility moémisllocation and management of resources that would wiker
consider and thus achieve the desired utility for clustaraisind owners. Therefore, these existing cluster RMSs toebd
extended to support utility-driven cluster computing.

In utility-driven cluster computingconsumers have different requirements and needs forugjabs and thus can assign
value or utility to their job requests. During job submissito the cluster RMS, consumers can specify their requirésnen
and preferences for each respective job using QoS parandtee cluster RMS then considers these QoS parameters when



making resource allocation decisions. This provides a-ceetric approach with better user personalization siraresgmers
can potentially affect the resource allocation outcomasgh on their assigned utility.

However, the producer has the final control over the resoaifoeation decision since he owns the cluster system argl thu
implements the resource allocation policies. Dependingismbjective, the producer may want to maximize utility fomself
or the consumers. For instance, a producer wants to maxiovieeall social welfare and consumers’ utility satisfantidhe
cluster system can probably achieve this objective frorheeithe job perspective where it maximizes the number of jobs
whose QoS is satisfied or the consumer perspective wherexitiza the aggregate utility perceived by individual comsus.

On the other hand, the producer may want to maximize his owsopeal benefit, such as maximizing monetary profits when
consumers provide different monetary offers for satigfyiheir job requests.

Next-generation service-oriented Grid computing allowgl@sers to specify various level of service required fargassing
their jobs on a Grid. Grid schedulers then make use of this-gsecific information to discover available Grid resosresd
determine the most suitable Grid resource to submit the job€£urrently, cluster systems dominate the majority ofdGri
resources whereby Grid schedulers can submit and monéarjtibs being executed on the cluster systems througheictien
with their cluster RMS. Examples of large-scale Grid syst¢hat are composed of cluster systems includes the Ter§®ijd
in United States, LHC Computing Grid [41] in Europe, NARE@P] in Japan, and APAC Grid [43] in Australia.

In addition, commercial vendors are progressing aggrelystowards providing a service market through Grid conmmti
For instance, IBM’s E-Business On Demand [44], HP's Adaptnterprise [45] and Sun Microsystem’s pay-as-you-go [46]
are using Grid technologies to provide dynamic servicevdgji where users only pay for what they use and thus save from
investing heavily on computing facilities. Vendors andpesive users have to agree on service level agreementsdiat as
contracts outlining the expected level of service perfarcgasuch that vendors are liable to compensate users foreaviges
under-performance. This further reinforces the signifieaaf using market-based mechanisms to enable utilityedrduster
computing so that user-specific service requests acrogsEaariented Grids can be fulfilled successfully to enéoservice
level agreements.

IV. ABSTRACTMODEL FORMARKET-BASED CLUSTER RESOURCEMANAGEMENT SYSTEM

Fig. 2 outlines an abstract model for the market-basedall®MS. The purpose of the abstract model is to identify gener
components that are fundamental and essential in a maaketdbcluster RMS and portray the interactions between these
components. Thus, the abstract model can be used to studyekisting cluster RMS architectures can be leveraged and
extended to incorporate market-based mechanisms to dupidity-driven cluster computing.

The market-based cluster RMS consists of two primary estittluster manager and cluster node. For implementations
within cluster systems, the machine that operates as tlsteclmanager can be known as the manager, server or master nod
and the machine that operates as the cluster node can be lasothe worker or execution node. The actual number of cluster
manager and cluster nodes depends on the implemented maersigeontrol. For instance, a simple and common configuratio
for cluster systems is to support centralized managementaavhere a single cluster manager collates multipletelusodes
into a pool of resources as shown in Fig. 2.

The cluster manager serves as the front-end for users arndlesathe scheduling engine responsible for allocatingtelu
resources to user applications. Thus, it supports two faxtes: the manager-consumer interface to accept requests f
consumers and the manager-worker interface to executestqjon selected cluster nodes. The consumers can be actual
user applications, service brokers that act on the behalfsef applications or other cluster RMSs such as those apgrat
in multi-clustering or Grid federation environments wheeguests that cannot be fulfilled locally are forwarded tbeot
cooperative clusters.

When a service request is first submitted, the request exanmiterprets the submitted request for QoS requiremeicts asi
deadline and budget. The admission control then determihesher to accept or reject the request in order to ensutdtba
cluster system is not overloaded where many requests wilbadulfilled successfully. The scheduler selects suitaimeker
nodes to satisfy the request and the dispatcher starts duaition on the selected worker nodes. The node status/loaditon
keeps track of the availability of the nodes and their waakliowhile the job monitor maintains the execution progress o
requests.

It is vital for a market-based cluster RMS to support pricargd accounting mechanisms. The pricing mechanism decides
how requests are charged. For instance, requests can bgedhlaased on submission time (peak/off-peak), pricingsrate
(fixed/changing) or availability of resources (supply/dam). Pricing serves as a basis for managing the supply amdrue
of cluster resources and facilitates in prioritizing res@uallocations effectively. The accounting mechanismntaéns the
actual usage of resources by requests so that the final codiecaomputed and charged to the consumers. In addition, the
maintained historical usage information can be utilizedtsy scheduler to improve resource allocation decisions.

The cluster nodes provide the resources for the clusteersysl execute service requests via the worker-managefaoéer
The job control ensures that requests are fulfilled by momigpexecution progress and enforcing resource assignfoent
executing requests.
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Fig. 2. Abstract Model for market-based cluster RMS.

V. TAXONOMY

The taxonomy classifies market-based RMSs based on varosiggrtives in order to identify key factors and issuewvagle
to the context of utility-driven cluster computing.

A. Market Model Taxonomy

The market modetaxonomy examines how market concepts present in realvannan economies are incorporated into
market-based RMSs. This allows developers to understarad mhrket-related attributes need to be considered, incpbat
to deliver utility. The market model taxonomy comprises ofiff sub-taxonomies: economic model, participant focl]itig
environment, and QoS attributes (see Fig. 3).

1) Economic Model:The economic modetlerived from [47] establishes how resources are allocatea market-driven
computing environment. Selection of a suitable economidehprimarily depends on the market interaction requiresivben
the consumers and producers.

For commodity marketproducers specify prices and consumers pay for the amdueisources they consume. Pricing of
resources can be determined using various parameters,asushage time and usage quantity. There can be flat or variant
pricing rates. A flat rate means that pricing is fixed for aaertime period, whereas, a variant rate means that pridiagges

over time, often based on the current supply and demand apthat of time. A higher demand results in a higher variant
rate.
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Posted priceoperates similarly as the commodity market. However, spexfers are advertised openly so that consumers
are aware of discounted prices and can thus utilize thesofargainingenables both producers and consumers to negotiate
for a mutually agreeable price. Producers typically statth Wigher prices to maximize profits, but consumers statt awer
prices to minimize costs. Negotiation stops when the predoc consumer does not wish to negotiate further or a mytuall
agreeable price has been reached. Bargaining is often used supply and demand prices cannot be easily defined.

In tendering/contract-netthe consumer first announces its requirements to invite fsmn potential producers. Producers
then evaluate the requirements and can respond with bidseif are interested and capable of the service or ignore the
announcement if they are not interested or too busy. Theurpasconsolidates bids from potential producers, selectitbst
suitable producer, and send a tender to the selected prnodieetender serves as a contract and specifies conditiahshi
producer has to accept and conform to. Penalties may be adpms producers if the conditions are not met. The selected
producer accepts the tender and delivers the requiredcseihe consumer then notifies other producers of the unssitte
outcome. Tendering/contract-net allows a consumer toidottee most suitable producer to meet its service requestelsder,
it does not always guarantee locating the best producer tgaehsince potential producers can choose not to respondeor a
too busy.

Auction allows multiple consumers to negotiate with a single predusy submitting bids through an auctioneer. The
auctioneer acts as the coordinator and sets the rules ofutt@@a Negotiation continues until a single clearing pris
reached and accepted or rejected by the producer. Thusmuegulates supply and demand based on the number of bjdder
bidding price and offer price. There are basically five priyngpes of auctions, namely english, first-price, vickrdytch and
double [47].

Bid-based proportional resource sharirassigns resources proportionally based on the bids givetihndoyonsumers. So,
each consumer will be allocated a proportion of the res@uasecompared to a typical auction model where only one coasum
with the winning bid is entitled to the resource. This is idie& managing a large shared resource where multiple coassim
are equally entitled to the resourc@ommunity/coalition/barteringupports a group of community producers/consumers who
shares each others’ resources to create a cooperativaghenvironment. This model is typically adopted in compgtin
environments where consumers are also producers and thluscbotribute and use resources. Mechanisms are required to
regulate that participants act equally in both roles of pamis and consumers for fairnedgonopoly/oligopolydepicts a
non-competitive market where only a single producer (mahgpr a number of producers (oligopoly) determines thekagar
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price. Consumers are not able to negotiate or affect thedstatice from the producers.

Some market-based RMSs may use hybrids or adopt modifiedntarof the above mentioned economic models in order
to harness the strengths of different models and providedugal customizations based on user-specific applicatiberier.

2) Participant Focus: The participant focusidentifies the party for whom the market-based RMS aims taesehbenefit
or utility. Having aconsumerparticipant focus implies that a market-based RMS aims tetrtiee requirements specified by
cluster users, and possibly optimize their perceivedtytifor instance, the consumer may want to spend minimal étudg
for a particular job. Similarly, @roducerparticipant focus results in resource owners fulfillingithaesired utility. It is also
possible to have #acilitator participant focus whereby the facilitator acts like an exule and gains profit by coordinating
and negotiating resource allocations between consumerpraaucers.

Utility-driven cluster computing should focus primarilynachieving utility for the consumers as the key purpose ef th
cluster systems is to satisfy end-users’ demand for ressurtcexecute their supercomputing applications. Howgveducers
and facilitators may have specific requirements that alsu te be taken into consideration and not neglected totally.

3) Trading EnvironmentThetrading environmengeneralizes the motive of trading between the parties dicfzants that
is supported via the market-based RMS. It is establisheddban the needs and aims of various parties and will determine
the trading relationships between them.cAoperativetrading environment promotes collective sharing of resesirwhere
producers may create a federation of resources to speed aquten of jobs. On the other hand,c@mpetitivetrading
environment supports individualistic resource usage wlwmsumers have to contend with other consumers to obtgin an
available resources. A market-based RMS can only suppibrered cooperative or competitive trading environment, rott
both.

4) QoS Attributes: QoS attributeescribe service requirements which consumers requingrtiticer to provide in a service
market. Thetime QoS attribute identifies the time required for various opens. Some examples of time QoS attributes are
job execution time, data transfer time and deadline reduing the consumer for the job to be completed. Tost QoS
attribute depicts the cost involved for satisfying the jeouest of the consumer. A cost QoS attribute can be moneataty s
as the budget that a consumer is willing to pay for the job tedmpleted, or non-monetary in other measurement units such
as the data storage (in bytes) required for the job to be ésdcu

The reliability QoS attribute represents the level of service guarantaegtexpected by the consumer. For instance, jobs
that require high reliability will require the market-badseluster RMS to be highly fault-tolerant whereby checkrpioig and
backup facilities, with fast recovery after service fadllare incorporated. Thieust/securityQoS attribute determines the level
of security needed for executing applications on resoufeamsexample, jobs with highly sensitive and confidenti&imation
will require a resource with high trust/security to process

Market-based RMSs should support time, cost and religh@ioS attributes since they are critical in enabling a servic
market for utility-driven cluster computing. The trustseity QoS attribute is also critical if the user applicasorequire
secure access to resources. Satisfying QoS attributeglidyhiritical in a service market as consumers pay based en th
different levels of service required. The market-based RM8Buld be able to manage service demands without sacrificing
existing service requests and resulting in service falufailure to meet QoS attributes will only require the pmuto
compensate consumers, but also have a bad reputation omatthecpr that affects future credibility.



B. Resource Model Taxonomy

The resource modetaxonomy describes architectural characteristics oftefusystems. It is important to design market-
based resource management systems that conform to therslustderlying system architectures and operating enwents
since there may be certain cluster system attributes thatbeaexploited. The resource model taxonomy comprises of five
sub-taxonomies: management control, resource composéi@cution service, execution support, and accountinghemgsm
(see Fig. 4).

1) Management Control:The management contradepicts how the resources are managed and controlled inldiseeic
systems. A cluster witltentralizedmanagement control has a single centralized resource reatiagt administers all the
resources and jobs in the cluster. On the contrary, a clugitr decentralizedmanagement control has more than one
decentralized resource managers managing subsets ofrecesowithin a cluster. Decentralized resource managerd tee
communicate with one another in order to be informed of lacfirmation of other managers.

A centralized resource manager collects and stores all lesaurce and job information within the cluster at a single
location. Since a centralized resource manager has thalgtolowledge of the entire state of the cluster system, iasier
and faster for a market-based RMS to communicate and caiedimith a centralized resource manager, as opposed taabever
decentralized resource managers. A centralized resouacager also allows a large change to be incorporated in tistecl
environment as the change needs to be updated at a singlotocaly. However, a centralized management control is
more susceptible to bottlenecks and failures due to thelaading and malfunction of the single resource managermipka
solution is to have backup resource managers that can betectiwhen the current centralized resource manager fails.
addition, centralized control architectures are lessabtalcompared to decentralized control architectureseSaentralized
and decentralized management have various strengths aaichesses, they perform better for different environments.

Centralized management control is mostly implementedustel systems since they are often owned by a single orgamza
and modeled as a single unified resource. Therefore, a mriaaketd RMS should be designed to support centralized mareamge
control, but may also support decentralized managemeritatdor portability reasons.

2) Resource Compositiortheresource compositiodefines the combination of resources that make up the clsypstam. A
cluster system witlthomogeneousesource composition consists of all worker nodes haviegsdme resource components and
configurations, wheredseterogeneousesource composition consists of worker nodes having reifferesource components
and configurations. A homogeneous resource compositioblendaster and more efficient execution, while a heterogasne
resource composition can support execution of distincliegpns based on different resource demands. Thus, it beay
beneficial for cluster systems with heterogeneous resmammgosition to have different sets of worker nodes with hgemeous
resource composition within each set.

Market-based RMSs should be able to function uniformly fothbthomogeneous and heterogeneous resource compositions.
For heterogeneous resource composition, market-based RSt have effective means of translating user-definedresgants
to equivalent measures on each specific execution node toeeascuracy of QoS requirements. In addition, marketdase
RMSs also need to translate load measures correctly acetssofeneous cluster nodes to support load balancing.

3) Execution ServiceThe execution serviceeflects the service availability of the cluster system. Astér system with
dedicatedexecution service enables users to have full dedicatedaetall times and submitted jobs can be executed instantly
if there are free resources available. On the other handjsietl system wittnon-dedicatedexecution service is not always
available for users to submit and execute jobs. A clustetresysnay consist of separate sets of worker nodes that provide
dedicated and non-dedicated execution services. It isiljes®r cluster systems to have execution service that isagyic
and switches between dedicated and non-dedicated modesaidtly. Examples of RMSs that support such service aregl@on
[35] and Alchemi [48].

Market-based RMSs should be able to operate in both dedicatd non-dedicated execution services. It will be ideal to
design market-based RMSs that can automatically detecsalfichdapt to changing execution services.

4) Execution SupportThe execution supporietermines the type of processing that is supported by thserls underlying
operating system. Thgpace-share@xecution support enables only a single job to be executadyabne time on a processor,
whereas thdime-sharedexecution support allows multiple jobs to be executed at@rg/ time on a processor.

This implies that time-shared execution support can lead togher throughput of jobs over a period of time. However,
space-shared execution support finishes a job faster agla g is executed using the full processing power of thegssor.

In addition, time-shared execution support allows idlecpssing time to be reallocated to other jobs if a job is nohgisi
the allocated processing power such as when reading ongiitata. On the other hand, such preemption is not permitted i
space-shared execution support since the processor isatledlito a single job only, thus wasting the unused proag¢sire.
Market-based RMSs should provide both space-shared amdstiared execution supports.

5) Accounting mechanisnithe accounting mechanismaintains and stores information about job executionséncthster
system. The stored accounting information may then be usedHarging purposes or planning future resource allogatio
decisions. Acentralizedaccounting mechanism denotes that information for theentuster system is maintained by a single
centralized accounting manager and stored on a single Modiecentralizedaccounting mechanism indicates that multiple
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decentralized accounting managers monitor and store atepsets of information on multiple nodes. Examples of asting
mechanisms that supports charging are GridBank [49] andn®Bz0].

In GridBank, each Grid resource uses a Grid Resource Meterotaitor the usage information and a GridBank Charging
Module to compute the cost. The centralized GridBank sethvem transfers the payment from the users’ bank accountweto t
Grid resource’s account. On the other hand, QBank suppotts ¢entralized and decentralized configurations. Foaist,
the simplest and most tightly-coupled centralized QBankfigoiration is having a central scheduler, bank server atabdse
for all resources which is suitable for a cluster environm@Bank also allows multiple schedulers, bank servers atabdses
for each separate resource in different administrativealosnto support a highly decentralized P2P or Grid enviramme

Similar to the management control taxonomy, it is easier farket-based RMSs to access information based on the
centralized accounting mechanism. But, the centralizedwatting mechanism is less reliable and scalable comparéaet
decentralized accounting mechanism. Market-based RM8gldslibe designed to support both centralized and decezedhli
accounting mechanisms.

C. Job Model Taxonomy

Thejob modeltaxonomy categorizes attributes of jobs that are to be égdan the cluster systems. Market-based RMSs need
to take into account of job attributes to ensure that difiefeb types with distinct requirements can be fulfilled sessfully.

The job model taxonomy comprises of five sub-taxonomiesejarution, job dependency, job composition, QoS spedificat
and QoS update (see Fig. 5).

1) Job Execution:The job executiondescribes the processing that is required by the job. Mdrkseéd RMSs can then
determine how to assign suitable nodes that are able to dugygotype of processing required.

For sequentiajob execution, the job executes on one processor indepdndeor parallel job execution, the parallel job has
to be distributed to multiple processors before executiregé multiple processes simultaneously. Thus, paraleéj@cution
speeds up processing and is often used for solving complaxgms. One common type of parallel job execution is called
message-passing where multiple processes of a parallgtggmoon different processors interact with one another eraisg
and receiving messages.

Market-based RMSs should support both sequential andlglajalb executions. When supporting parallel job execytion
market-based RMSs need to determine that the required nmuofilpeocessors is available before executing the job, wisch
more complex compared to supporting sequential job exausiti

2) Job DependencyThe job dependencidentifies any dependencies that jobs have to rely on beffi@edan be executed.
The datajob dependency has jobs requiring input data in order to leewdrd. These input data may be available at remote
locations and need to be transferred to the execution nodeeonot available yet as some jobs waiting to be executed will
generate the data. Tleequencgob dependency has jobs that need to be executed in a preedefider. For instance, the job
which performs initiations needs to be executed first befdiner jobs can be executed. Currently, only higher-levieédalers
such as Condor DAGMan [35] and Gridbus workflow engine [14jpsrt execution of dependent jobs expressed in Directed
Acyclic Graphs (DAG).

Market-based RMSs need to consider both data and sequelnaependencies, so that overall user requirements for a
set of dependent jobs can still be met successfully. Theeenrsed to prioritize dependencies between dependent jobs. F
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example, a parent job with more dependent child jobs has leehigriority than a parent job with fewer child jobs. To speed
up processing, it is possible to execute independent sedeméndable jobs in parallel since jobs are only dependeinen
another within a set and not across sets.

3) Job Composition:The job compositionportrays the collection of tasks within a job that is defingdtbe user. The
single-taskjob composition refers to a job having a single task, while rtiultiple-taskjob composition refers to a job being
composed of multiple tasks. For instance, a parameter syadefs composed of multiple independent tasks, each with a
different parameter so that the multiple tasks can be egdantparallel to reduce the overall processing time of thrampater
sweep job.

Market-based RMSs should able to support both single-task raultiple-task job compositions. With multiple-task job
composition, the market-based RMS needs to schedule andantasks to ensure that the overall job requirements véll b
satisfied. It may be possible that a multiple-task job contjmsshas task dependencies similar to job dependenciasibled
in the job dependency sub-taxonomy described above, bkitdigsendencies are restricted to within a job as opposedbto jo
dependencies that span across multiple jobs.

4) QoS SpecificationThe QoS specificatiomlescribes how users can specify their QoS requirements jiay o indicate
their perceived level of utility. This provides cluster usevith the capability to influence the resource allocatiocome in
the cluster.

Users can defineonstraint-basedoS specifications that use bounded value or range of vatuies fparticular QoS so that
the minimal QoS requirements can be fulfilled. Some examplenstraint-based QoS specifications that users canfgpeci
are execution deadline, execution budget, memory stoliagedisk storage size and processor power. For instancggracan
specify a deadline less than one hour (value) or deadlingdsst one and two hours (range of values) for executing a job on
cluster nodes with available memory storage size of more 26 MB (value) and processor speed between 200 GHz and
400 GHz (range of values).

A rate-basedQoS specification allows users to define constant or varigdits that signify the required level of service
over time. For instance, a user can specify a constant cpsedation rate of ten credits per minute such that the uags p
less for a slower job completion time. To support a higheellex personalization, users can stafgtimization-basedQoS
specifications that identify specific QoS to optimize in grtte maximize the users’ utility. An example is a user wants to
optimize the deadline of his job so that the job can be coraglat the shortest possible time.

Market-based RMSs should at least provide either constbaised or rate-based QoS specification so that the requtitiby
is considered when making resource assignment decisichshais satisfied. It will be ideal to support optimizatiorsbd
QoS specifications so that the best combined optimal outazanébe achieved for various users.

5) QoS Update:The QoS updataletermines whether QoS requirements of jobs can changejelfte are submitted and
accepted. Thestatic QoS update means that the QoS requirements are fixed and ddhaoge once the job is submitted,
while thedynamicQoS update means that QoS requirements of the jobs can chimege dynamic changes may already be
pre-defined during job submission or modified by the usernduan interactive job submission session.

Market-based RMSs need to support both static and dynam& @alates. For dynamic QoS update, the market-based
RMS needs to reassess the new changed QoS requirements/esedthe resource assignments accordingly. This is because
the new QoS requirements may result in previous resourégrmssnts being void and unable to meet the new requirements.
In addition, it is highly probable that other planned or exetw jobs may also be affected so there is a need to reassdss a
reallocate resources to minimize any possible adversetsffe

D. Resource Allocation Model Taxonomy

The resource allocation moddbxonomy analyzes factors that can influence how the mé&séd RMS operates and thus
resource assignment outcome. The resource allocationln@a@momy comprises of three sub-taxonomies: resouroeaibn
domain, resource allocation update and QoS support (seeé)ig
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1) Resource Allocation DomainThe resource allocation domaidefines the scope that the market-based RMS is able to
operate in. Having ainternal resource allocation domain restricts the assignment of jobwithin the cluster system. An
externalresource allocation domain allows the market-based RMSgma jobs externally outside the cluster system, meaning
that jobs can be executed on other remote cluster systemstReluster systems may be in the same administrative domai
belonging to the same producer such as an organization wivicts several cluster systems or in different administeativ
domain owned by other producers such as several orgamsgatibich individually own some cluster systems. For instanc
Sun Grid Engine (SGE) [39] enables a cluster system to dbojdbs externally to other cluster systems within the same
administrative domain by using tickets to control the quaftjobs that users can submit.

Thus, supporting external resource allocation domaimnwalithe market-based RMS to have access to more alternative
resources to satisfy more user requests. But, there is atoesttiress other issues such as data transfer times, netetarks
and reliability of remote cluster systems. For more flekipihnd scalability, market-based RMSs should support dgrnal
and external resource allocation domains.

2) Resource Allocation Updatefhe resource allocatiorupdate identifies whether the market-based RMS is able &ctet
and adapt to changes to maintain effective scheduling. Sxamaples of changes that can occur include availabilitgsburces,
amount of submission workload and varying job requiremertg adaptiveresource allocation update means that the market-
based RMS is able to adjust dynamically and automaticallgui® any new changes. On the other hand, ba-adaptive
resource allocation update means that it is not able to adaphanges and thus still proceed on with its original reseur
assignment decision. Market-based RMSs should suppoptigéaesource allocation update since there is a poggitufi
improving a previous resource assignment decision bas@éddeonhanged operating scenario.

3) QoS Support:The QoS supportderived from [34] determines whether QoS specified by the oae be achieved.
Admission control is essential during job submission toedatne and feedback to the user whether the requested QoS can
be given. If accepted by the admission control, the job néed® monitored to ensure that the required QoS is enforcdd an
fulfilled.

The soft QoS support allows user to specify QoS parameters, but dagyunatantee that these service requests can be
satisfied. On the contrary, theard QoS support is able to ensure that the specified service wfihitely be achieved. To
support utility-driven cluster computing, market-basdd$s need to provide hard QoS support. This is non-trivial &gga
degree of coordination and monitoring is required to erddfe QoS.

E. Performance Model Taxonomy

The performance moddalxonomy outlines how market-based RMSs need be evaluateteasure their effectiveness and
efficiency for supporting utility-driven cluster compuginThe performance model taxonomy comprises of three sudnitanies:
evaluation focus, evaluation factors and overhead arsa(gse Fig. 7).

1) Evaluation Focus:The evaluation focuddentifies the party that the market-based RMS is supposeth@ve utility
for. The evaluation focus is similar to the participant fe@ub-taxonomy discussed previously since it is obviousd¢asure
performance based on the selected participant focus.

Theconsumeevaluation focus measures the level of utility that has liedivered to the consumer based on its requirements.
Likewise, theproducerand facilitator evaluation focus evaluates how much value is gained by thduymer and facilitator
respectively. For example, Libra [51] evaluates the wtitithieved for consumers (users) via the Job QoS Satisfantitric
and the benefits gained by the producer (cluster owner) eigthster Profitability metric. Market-based RMSs shouldibke
to achieve the required utility for the selected participfamcus.

2) Evaluation Factors: Evaluation factorare metrics defined to determine the effectiveness of diffiemarket-based
RMSs in providing utility-driven cluster computingystem-centrievaluation factors measure performance from the system
perspective and thus depict the overall operational perdoice of the cluster system. Examples of system-centriciaian



factors are average waiting time, average response tinseeraythroughput, and resource utilization. Average waitime is

the average time that a job has to wait before commencinguéire¢ while average response time is the average time taken
for a job to be completed. System throughput determinesni@muat of work completed in a period of time, whereas resource
utilization reflects the usage level of the cluster system.

User-centricevaluation factors assess performance from the particpgspective and thus portray the utility achieved by the
participants. Different user-centric evaluation factoas be defined for assessing different participants thémdecconsumer,
producer or facilitator (as defined in the evaluation focuis-taxonomy). For instance, Libra defines the Job QoS Gatish
evaluation factor for consumer evaluation focus and thest€luProfitability evaluation factor for producer evaloatifocus.

For consumer evaluation focus, user-centric evaluatiotofa should consider or constitute QoS attributes thdudectime,
cost, reliability or trust/security (as described in theSadtributes sub-taxonomy) in order to assess whether tiger@guired
by consumers is attained.

Market-based RMSs should be evaluated using both systatrieccand user-centric evaluation factors to accuratetgreine
its effectiveness in satisfying both system and partidipeeds.

3) Overhead AnalysisThe overhead analysigxamines potential overheads that are incurred by the mbdsed RMS.
Overheads result in system slowdowns and may create bet#tenthus leading to poor efficiency. So, there is a need to
evaluate the overheads introduced by the market-based RMS $0 ensure that the overheads are kept to the minimum or
within manageable limits.

The communicatioroverhead analysis measures the bandwidth overhead idcdue to the communications initiated by
the market-based RMS. A high communication overhead inaigfser communication time and can result in unnecessaty hig
network traffic that can slow down data transfers for execigi Themanagementverhead analysis calculates the processing
overhead sustained in order to derive the resource assigreeisions. Having a high management overhead means that a
longer time is required to make resource assignment desisind thus the market-based RMS is not efficient to supparge |
number of simultaneous incoming requests. Therefore, etdrksed RMSs should minimize communication and managemen
overheads in order to be more scalable and efficient.

VI. SURVEY

Table | shows a summary listing of existing market-based RM&egorized by different computing platforms, along with
their adopted economic models. For our survey, we use tlentary to analyze and examine the applicability and suitgbil
of existing market-based RMSs for supporting utility-@rivcluster computing. However, we restrict our survey to @ome
selected market-based RMSs (denoted by * in Table 1) thatfficent to demonstrate how the taxonomy can be applied
effectively.

The survey using the various sub-taxonomies are summainizéite following tables: market model (Table IlI), resource
model (Table IIl), job model (Table 1V), resource allocatimodel (Table V), and performance model (Table VI). The “NA’
keyword in the tables denotes that a particular RMS does dadrteas or support the described sub-taxonomy.

TABLE |: Summary of market-based resource management ragste

Computing Market-based Economic Brief Description
Platform RMS Model
Clusters Cluster-On- tendering/ each cluster manager uses a heuristic to measure
Demand * contract-net  and balance the future risk of profit lost for
[20] accepting a job later against profit gained for
accepting the job now.
Enhanced commodity it uses process migration to minimize the overall
MOSIX * market execution cost of machines in the cluster.
[19]
Libra * commodity it provides incentives to encourage users to submit
[9] market job requests with longer deadlines.
REXEC * bid-based it allocates resources proportionally to competing
[7] proportional  jobs based on their users’ valuation.
resource
sharing
Utility Data auction it compares two extreme auction-based resource
Center allocation mechanisms: a globally optimal as-
[52] signment market mechanism with a sub-optimal

simple market mechanism.




TABLE [: Continued.

Computing Market-based Economic Brief Description
Platform RMS Model
Agents D’Agents bid-based the server assigns resources by computing the
[17] proportional  clearing price based on the aggregate demand
resource function of all its incoming agents.
sharing
Preist et al. auction an agent participates in mutiple auctions selling
[18] the same goods in order to secure the lowest bid
possible to acquire suitable number of goods for
a buyer.
WALRAS auction consumer and producer agents submit their de-
[16] mand and supply curves respectively for a good
and the equilibrium price is determined through
an iterative auctioning process.
Distributed Anastasiadi et al. posted price it examines the scenario of load balancing-econ
Databases [53] omy where servers advertise prices at a bulletin
board and transaction requests are routed based on
three different routing algorithms that focuses on
expected completion time and required network
bandwidth.
Mariposa tendering/ it completes a query within its user-defined budget
[6] contract-net by contracting portions of the query to various
processing sites for execution.
Grids Bellagio auction a centralized auctioneer computes bid values
[54] based on number of requested resources and their
required durations, before clearing the auctions
at fixed time periods by allocating to higher bid
values first.
CATNET bargaining each client uses a subjective market price (com-
[55] puting using price quotes consolidated from avail-
able servers) to negotiate until a server quotes an
acceptable price.
Faucets * tendering/ users specify QoS contracts for adaptive parallel
[21] contract-net  jobs and Grid resources compete for jobs via

G-commerce
[56]

Gridbus
[15]

Gridmarket
[57]

Grosu and Das

[58]

Maheswaran et al.

[59]

Nimrod/G *
(8]

commodity
market,
auction

commodity
market

auction

auction

auction

commodity
market

bidding.

it compares resource allocation using either com-
modity market or auction strategy based on four
criteria: price stability, market equilibrium, con-
sumer efficiency, and producer efficiency.

it considers the data access and transfer costs
for data-oriented applications when allocating re-
sources based on time or cost optimization.

it examines resource allocation using double auc-
tion where consumers set ceiling prices and sell-
ers set floor prices.

it studies resource allocation using first-price,
vickrey and double auctions.

it investigates resource allocation based on two
“co-bid” approaches that aggregate similar re-
sources: first or no preference approaches.

it allocates resources to task farming applications
using either time or cost optimization with dead-
line and budget constrained algorithms.




TABLE [: Continued.

Computing Market-based Economic Brief Description
Platform RMS Model
OCEAN bargaining, it first discovers potential sellers by announcing a
[60] tendering/ buyer’s trade proposal and then allows the buyer
contract-net  to determine the best seller by using two pos-
sible negotiation mechanisms: yes/no and static
bargain.
Tycoon * auction it allocates resources using “auction share” that
[61] estimates proportional share with consideration
for latency-sensitive and risk-averse applications.
Parallel and Agoric Systems  auction it employs the “escalator” algorithm where users
Distributed [62] submit bids that escalates over time based on a
Systems rate and the server uses vickrey auction at fixed
intervals to award resources to the highest bidder
who is then charged with the second-highest bid.
Dynasty commodity it uses a hierarchical-based brokering system
[63] market where each request is distributed up the hierarchy
until the accumulated brokerage cost is limited by
the budget of the user.
Enterprise tendering/ clients broadcast a request for bids with task
[64] contract-net  description and select the best bid which is the

Peer-to-Peer

World Wide
Web

Ferguson et al.
[65]

Kurose and
Simha
[66]

MarketNet
[67]

Spawn

(5]

Stoica et al.
(68]

Stanford Peers *

[69]

Java Market
[70]

posted price,
auction

bid-based
proportional
resource
sharing

posted price

auction

auction

auction,
bartering

commodity
market

shortest estimated completion time given by avail-
able servers.

it examines how first-price and dutch auctions
can support a load balancing economy where
each server host its independent auction and users
decide which auction to participate based on last
clearing prices advertised in bulletin boards.

it uses a resource-directed approach where the
current allocation of a resource is readjusted
proportionally according to the marginal values

computed by every agent using that resource
to reflect the outstanding quantity of resource

needed.

it advertises resource request and offergpodoe
a bulletin board and uses currency flow to restrict
resource usage so that potential intrusion attacks
into the information systems are controlled and
damages caused are kept to the minimum.

it sub-divides each tree-based concurrent program
into nodes (sub-programs) which then hold vick-
rey auction independently to obtain resources.

the job with the highest bid starts execution
instantly if the required number of resources are
available; else it is scheduled to wait for more
resources to be available and has to pay for
holding on to currently available resources.

it uses data trading to create a replication network
of digital archives where a winning remote site
offers the lowest bid for free space on the local
site in exchange for the amount of free space
requested by the local site on the remote site.

it uses a cost-benefit framework to host an

internet-wide computational market where pro-

ducers (machines) are paid for executing con-
sumers’ jobs (Java programs) as Java applets in
their web browsers.




TABLE [: Continued.

Computing Market-based Economic Brief Description
Platform RMS Model
Jaws auction it uses double auction to award a lease contract
[28] between a client and a host that contains the fol-
lowing information: agreed price, lease duration,
compensation, performance statistics vector, and
abort ratio.
POPCORN auction each buyer (parallel programs written using POP-
[27] CORN paradigm) submits a price bid and the
winner is determined through one of three im-
plemented auction mechanisms: vickrey, double,
and clearinghouse double auctions.
SuperWeb commodity potential hosts register with client brokers and
[26] market receive payments for executing Java codes de-
pending on the QoS provided.
Xenoservers commodity it supports accounted execution of untrusted pro-
[71] market grams such as Java over the web where re-
sources utilized by the programs are accounted
and charged to the users.
TABLE II: Survey using market model taxonomy
Market- Economic Participant Trading QoS
based RMS  Model Focus Environment Attributes
Cluster-On-  tendering/ producer competitive cost
Demand contract-net
Enhanced commodity producer cooperative cost
MOSIX market
Libra commodity consumer cooperative time, cost
market
REXEC bid-based consumer competitive cost
proportional
resource
sharing
Faucets tendering/ producer competitive time, cost
contract-net
Nimrod/G commodity consumer competitive time, cost
market
Tycoon auction consumer competitive time, cost
Stanford auction, consumer, cooperative cost
Peers bartering producer
TABLE llI: Survey using resource model taxonomy
Market- Management Resource Execution Execution Accounting
based RMS  Control Composition Service Support Mechanism
Cluster-On-  decentralized NA NA NA decentralized
Demand
Enhanced decentralized heterogeneous dedicated time-shared tokd ced

MOSIX




TABLE lll: Continued.

Market- Management Resource Execution Execution Accounting
based RMS  Control Composition Service Support Mechanism
Libra centralized heterogeneous dedicated time-shared ntratized
REXEC decentralized NA non-dedicated time-shared cental
Faucets centralized NA NA time-shared centralized
Nimrod/G decentralized heterogeneous non-dedicated NA cerdealized
Tycoon decentralized heterogeneous dedicated timegsharedecentralized
Stanford decentralized NA dedicated NA NA
Peers
TABLE IV: Survey using job model taxonomy
Market- Job Job Job QoS QoS Update
based RMS  Execution Dependency Composition Specification
Cluster-On- sequential NA single-task rate-based static
Demand
Enhanced parallel NA NA NA NA
MOSIX
Libra sequential NA single-task constraint- static
based
REXEC parallel, NA single-task constraint- static
sequential based
Faucets parallel NA NA constraint- static
based
Nimrod/G sequential NA mutiple-task optimization- static
based
Tycoon NA NA NA constraint- static
based
Stanford NA NA NA NA NA
Peers

TABLE V: Survey using resource allocation model taxonomy

Market- Resource Resource QoS Support
based RMS  Allocation Allocation

Domain Update
Cluster-On- external non-adaptive soft
Demand
Enhanced internal adaptive NA
MOSIX
Libra internal adaptive hard
REXEC internal adaptive hard
Faucets internal adaptive soft
Nimrod/G external adaptive soft
Tycoon internal adaptive soft




TABLE V: Continued.

Market- Resource Resource QoS Support
based RMS  Allocation Allocation
Domain Update
Stanford external non-adaptive NA
Peers

TABLE VI: Survey using performance model taxonomy

Market- Evaluation Evaluation Overhead
based RMS  Focus Factors Analysis
Cluster-On- producer user-centric NA
Demand (cost)
Enhanced consumer user-centric NA
MOSIX (time)
Libra consumer, system-centric, NA
producer user-centric
(time, cost)
REXEC consumer user-centric NA
(cost)
Faucets NA NA NA
Nimrod/G NA NA NA
Tycoon consumer user-centric communication,
(time) management
Stanford consumer, user-centric NA
Peers producer (reliability)

A. Cluster-On-Demand

Cluster-On-Demand (COD) [72] allows the cluster managedyaamically create independent partitions called virtual
clusters (vclusters) with specific software environmenisdach different user groups within a cluster system. Timigurn
facilitates external policy managers and resource broketke Grid to control their assigned vcluster of resourdedater
work [20] examines the importance of opportunity cost in evise market where earnings for a job depreciates linearr o
increasing time delay. A falling earning can become zeroiasttad become a penalty for not fulfilling the contract akta
execution. Thus, each local cluster manager needs to detethre best job mix to balance the gains and losses for saject
a task instead of other tasks.

The task assignment among various cluster managers adheptsrtdering/contract-net economic model. A user insize
announcement bid that reflects its valuation for the tasKlIttha cluster managers. Each cluster manager then cossider
opportunity cost (gain or loss) for accepting the task arappses a contract with an expected completion time and.prioe
user then selects and accepts a contract from the clusteageawhich responded.

A competitive trading environment with producer partigipfocus is supported since each cluster manager aims tammeexi
its own earnings by accessing the risk and reward for bidding scheduling a task. Earnings are paid by users to cluster
managers as costs for adhering to the conditions of theadn#ill cluster managers maintain information about itsottted
workload in order to evaluate whether to accept or rejectva task, hence exercising decentralized management caricbl
accounting mechanism.

Tasks to be executed are assumed to single and sequentia¢aélo task, the user provides a value function containing
a constant depreciation rate to signify the importance efttlsk and thus the required level of service. The value immct
remains static after the contract has been accepted by éneTasks are scheduled externally to cluster managerdferatit
administrative domains. Non-adaptive resource allooatipdate is supported as the cluster manager which is awadnged
contract has to ensure the completion of the task. Howelwvercompletion time of a task varies as the cluster manager may
delay less costly committed tasks for more costly new task®aximize its profit, thus providing soft QoS support.



Performance evaluation focuses on producer by using acesgric cost evaluation factor to determine the averagl yie
earning each cluster manager achieves. Simulation resudigs that considering and balancing the potential gaircoépating
a task instantly with the risk of future loss provides bet&turns for competing cluster managers.

B. Enhanced MOSIX

Enhanced MOSIX [19] is a modified version of MOSIX [73] clus@perating system that employs an opportunity cost
approach for load balancing to minimize the overall exeruttost of the cluster. The opportunity cost approach coaegput
a single marginal cost of assigning a process to a clustee haded on the processor and memory usages of the process,
thus representing a commodity market economic model. Tinstanl node with the minimal marginal cost is then assigned th
process. This implies a cooperative trading environmettt wioducer participant focus whereby the cost utility isaswered
in terms of usage level of resources.

In Enhanced MOSIX, decentralized resource control is éistedal where each cluster node makes its independent mEsour
assignment decisions. Heterogeneous resource compoistisupported by translating usages of different resouirties a
single cost measure. Dedicated execution service is adeas MOSIX is a cluster operating system and is aware of ailleac
executing processes.

Enhanced MOSIX supports a time-sharing parallel executiorironment where a user can execute a parallel application
by first starting multiple processes on one cluster nodehEaester node maintains accounting information about ggses
on its node and exchange information with other nodes pieadigd to determine which processes can be migrated based on
the opportunity cost approach. Process migration is etllimternally within the cluster to assign or reassign psees to less
loaded nodes, hence supporting adaptive resource atlocapidate.

Enhanced MOSIX does not address how QoS can be supportedséos. U-or performance evaluation, it measures the
slowdown of user processes, hence using a user-centrietiedeation factor. Simulation results show that using heastunity
cost approach returns a lower average slowdown of procetaesbenefiting the consumers.

C. Libra

Libra [9] is designed to be a pluggable market-based schethdt can be integrated into existing cluster RMS archites
to support allocation of resources based on users’ QoSragants. Libra adopts the commodity market economic mdde| t
charges users using a pricing function. A later work [51]gm®es an enhanced pricing function that supports four taken
requirements for pricing of utility-driven cluster resoas: flexible, fair, dynamic, and adaptive.

The pricing function is flexible to allow easy configuratiohtbe cluster owner to determine the level of sharing. It soal
fair as resources are priced based on actual usage; jobaghanore resources are charged more. The price of resosrces i
dynamic and is not based on a static rate. In addition, theepf resources adapts to the changing supply and demand of
resources. For instance, high cluster workload resultséneased pricing to discourage users from submitting tefiniand
thus not overloading the cluster. This is crucial in pror@iQoS support since an overloaded cluster will not be abfalfid
QoS requirements. In addition, incentive is given to pranasers to submit jobs with longer deadlines; a job with longe
deadline is charged less compared to a job with shorter ueadl

The main objective of Libra is to maximize the number of jobBose QoS requirements can be met, thus enabling a
consumer participant focus. The enhanced pricing fundédh also improves utility for the producer (cluster ownasg only
jobs with higher budgets are accepted with increasing @tugorkload. Libra also considers both time and cost Qoshates
by allocating resources based on the deadline and budgep@ua®eters for each job. A cooperative trading environrgent
implied as users are encouraged to provide a more relaxeffinkeshrough incentives so that more jobs can be accomraddat

Libra communicates with the centralized resource managéne underlying cluster RMS that collects information abou
resources in the cluster. For heterogeneous resource aititoppmeasures such as estimated execution time ardat@eso
their equivalent on different worker nodes. The cluster Ralk® provides dedicated execution service as it is the catigvepy
for users to submit jobs into the cluster and thus is awardlgblas active in the cluster. The cluster RMS needs to suippor
time-shared execution given that Libra allocates res@utcemultiple executing jobs based on their required deedlirhis
ensures that a more urgent job with shorter remaining timiéstdeadline is allocated a larger processor time partitiora
worker node as compared to a less urgent job. Libra uses satizetl accounting mechanism to monitor resource usage of
active jobs so as to periodically reallocate the time partgt for each active job to ensure all jobs still completenwittheir
required deadline.

Libra currently assumes that submitted jobs are sequariiisingle-task. Users can express two QoS constraintdlidea
which the job needs to be completed and budget which the sseitling to pay. The QoS constraints cannot be updated after
the job has been accepted for execution. Libra only schedales to internal worker nodes within the cluster systenthEa
worker node has a job control component that reassigns gsocdime partitions periodically based on the actual execu
and required deadline of each active job, thus enforcing oS support.



Libra uses average waiting time and average response tirsgssasm-centric evaluation factors to evaluate overallesys
performance. In addition, Libra defines two user-centrigl@ation factors [51]: Job QoS Satisfaction and Clustefitatmlity
to measure the level of utility achieved for the consumeseis) and producer (cluster owner) respectively. The JoB Qo
Satisfaction determines the percentage of jobs whoseideaatid budget QoS is satisfied and thus examines the timeaabd ¢
utility of the consumers. On the other hand, the Cluster Rdaifity calculates the proportion of profit obtained by taster
owner and thus studies the cost utility of the producer. &tan results show that Libra performs better than tradil
First-Come-First-Served scheduling approach for bothesyscentric and user-centric evaluation factors.

D. REXEC

REXEC [7] implements bid-based proportional resource isgawhere users compete for shared resources in a cluster. It
has a consumer participant focus since resources are tatbpeoportionally based on costs that competing users #dliiagv
to pay for a resource. Costs are defined as rates, such asgediminute to reflect the maximum amount that a user wants
to pay for using the resource.

Decentralized management control is achieved by havindipleildaemons to separately discover and determine the best
node to execute a job and then allowing each REXEC clientrexctly manage the execution of its jobs on the selectedeaslust
nodes. The cluster nodes can be non-dedicated as nodesereaited dynamically during scheduling and supports shrered
execution support so that multiple jobs share resourceBeasame time. A centralized accounting service maintaieditcr
usage for each user in the cluster. REXEC does not considereource composition since it determines the proportfon o
resource assignment for a job purely on its user’s valuation

REXEC supports the execution of both sequential and panaitegrams. Users specify constraint-based cost limit$ tha
they are willing to spend and remains static after job subimis The discovery and selection of nodes internal in thstet
system is designed to be independent so that users havexindifieto determine the node selection policy throughithavn
REXEC client. Existing resource assignments are recormputeenever a new job starts or finishes on a node, thus enabling
adaptive resource allocation update. REXEC only considessgle QoS where the cost of job execution is limited to the
users’ specified rate. For a parallel program, the totalicreduired by all its processes is enforced not to exceedctist
specified by the user.

A later work [74] uses a user-centric evaluation factor:raggte utility that adds up all the users’ costs for comptgjobs
on the cluster. The cost charged to the user depends on thglet@n time of his job and decreases linearly over timelunti
it reaches zero. Therefore, this presents a consumer deadacus where cost is the evaluation factor.

E. Faucets

Faucets [21] aims to provide efficient resource allocationttote computational Grid for parallel jobs by improving its
usability and utilization. For better usability, userslwibt need to manually discover the best resources to exdicetejobs
or monitor the progress of executing jobs. To improve wtiian, the parallel jobs are made adaptive using Charm+}dir5
adaptive MPI [76] frameworks so that they can be executedhamging number of allocated processors during runtime on
demand [77]. This allows more jobs to be executed at any one #ind no processors are left unused.

Market economy is implemented to promote utilization of dwmputational Grid where each individual Grid resource
maximizes its profit through maximum resource utilizati®ior each parallel job submitted, the user has to specify @S Q
contract that includes requirements such as the softwasieoement, number of processors (can be a single numbet, @f se
numbers or range of numbers), expected completion time lf@amdthis changes with number of processors), and the payoff
that the user will pay to the Grid resource (and how this ckangith actual job completion time). With this QoS contract,
parallel job completed by Faucets will have three possibanemic outcomes: payoff at soft deadline, a decreasedffpalyo
hard deadline (after soft deadline) and penalty after haattine.

Faucets uses the tendering/contract-net market econoodelmFirst, it determines the list of Grid resources that alole
to satisfy the job’s execution requirements. Then, reguast sent out to each of these Grid resources to inform themt ab
this new job. Grid resources can choose to decline or reptly aibid. The user then chooses the Grid resource when all the
bids are collected.

Faucets has a producer participant focus and competitakniy environment as each Grid resource aims to maximize its
own profit and resource utilization and thus compete witleotiesources. Faucets considers the time QoS attribute samh
Grid resource that receives a new job request first checksittltan satisfy the job’s QoS contract before replying with a
bid. The cost QoS attribute is decided by the user who thewsd®the resource to execute based on the bids of the Grid
resources.

Faucets currently uses a centralized management contesbvthe Faucets Central Server (FS) maintains the list ofiress
and applications that user can execute. However, the ultimian of Faucets is to have a distributed management cawtrol
improve scalability. Time-shared execution support is leygd in Faucets where adaptive jobs executes simultahebus
on different proportion of allocated processors. A ceiteal accounting mechanism at the FS keeps track of partiicgpa



Grid resources so that owners of these Grid resources canceadits to execute jobs on other Grid resources. Faucets is
primarily designed to support parallel job execution onlyene the constraint-based QoS contract of a parallel jolvengat
job submission and remains static throughout the execution

In Faucets, the resource allocation domain operates intamal manner where each Grid resource is only aware of jobs
submitted via the FS and not other remote Grid resources. 8dimize system utilization at each Grid resource, Faucets
allocates proportional number of processors to jobs bagettheir QoS priorities since jobs are adaptive to changinglmer
of processors. A new job with higher priority is allocatedaagler proportion of processors, thus resulting in exisjotus
entitled to shrinking proportion of processors. This resin soft QoS support. Faucets does not describe how udititsen
performance can be evaluated.

F. Nimrod/G

Nimrod/G [8] is the grid-enabled version of Nimrod [78] tredlows user to create and execute parameter sweep apmiisati
on the Grid. Its design is based on a commodity market econamidel where each Nimrod/G broker associated with a user
obtains service prices from Grid traders at each differetid @source location. Nimrod/G supports a consumer ppéatit
focus that considers deadline (time) and budget (cost) @oStraints specified by the user for running his applicatitnices
of resources thus vary between different executing appdica depending on the time and selection of Grid resourcas t
suits the QoS constraints. This means that users have toatermith one another in order to maximize their own personal
benefits, thus establishing a competitive trading enviremm

Each Nimrod/G broker acts on behalf of its user to discoverbst resources for his application and does not commenicat
with other brokers, thus implementing a decentralized rgament control. It also has its own decentralized accogntin
mechanism to ensure that the multiple tasks within the patansweep application will not violate the overall conisits In
addition, the Nimrod/G broker is able to operate in a hightpamic Grid environment where resources are heterogeraeulis
non-dedicated since they are managed by different ownach, leaving their own operating policies. The broker doeseed
to know the execution support of each Grid resource as eaduree will feedback to the broker their estimated compieti
time for a task.

A parameter sweep application generates multiple indegrinthsks with different parameter values that can execute
sequentially on a processor. For each parameter sweepcatiph, the Nimrod/G broker creates a plan to assign tasks to
resources that either optimizes time or cost within deadiind budget constraints or only satisfies the constrairitout any
optimization [79]. The QoS constraints for a parameter gnageplication can only be specified before the creation optha
and remains static when the resource broker discovers dmtlgies suitable resources.

The Nimrod/G broker discovers external Grid resourcessacrultiple administrative domains. Resources are disedve
and assigned progressively for the multiple tasks withimaplication depending on current resource availabiligt th beyond
the control of the broker. Therefore, Nimrod/G is only aldeprovide soft QoS support as it tries its best to fulfill theSQo
constraints. It supports some level of adaptive resouroeation update as it attempts to discover resources forirgnyg
tasks yet to be scheduled based on the remaining budget frtbetdsled tasks so that the overall budget is not exceeded. It
will also attempt to reschedule tasks to other resourcesistieg scheduled tasks fails to start execution. HoweManrod/G
will stop assigning remaining tasks once the deadline ogbu@oS constraint is violated, thus wasting budget and sipsat
on already completed tasks. Nimrod/G does not describe Hitity-driven performance can be evaluated.

G. Tycoon

Tycoon [61] examines resource allocation in Grid environteavhere users are self-interested with unpredictableaddm
and service hosts are unreliable with changing availgbilit implements a two-tier resource allocation architeetthat
differentiates between user strategy and allocation nméshra The user strategy captures high-level preferencas ate
application-dependent and vary across users, while tbeadlbn mechanism provides means to solicit true user tiah&for
more efficient execution. The separation of user strateglyadliocation mechanism therefore allows both requiremeatso
be limited and dependent of one another.

Each service host utilizes an auction share scheduler thids Hirst-price auctions to determine resource allocatidme
request with the highest bid is then allocated the procetas@r slice. The bid is computed as the pricing rate that ther us
will pay for the required processor time, hence both time eost QoS attributes are considered. Consumer participantsf
is supported as users can indicate whether the service sesgase latency-sensitive or throughput-driven. Basedheiset
preferences, consumers have to compete with one anoth@rirsites that can satisfy their service requests.

A host self-manages its local selection of applicationsistimaintaining decentralized resource management. Hosts a
heterogeneous since they are installed in various admatiisg domains and owned by different owners. The hostsigeov
dedicated execution service by accepting service requsegimitted via the Tycoon interface. Applications are assih
processor time slices so that multiple requests can be cmmily executed. Each host also keeps accounting inféomat



of its local applications to calculate the usage-baseda®oost to be paid by the user and determine prices of fukgeurce
reservation for risk-averse applications.

Tycoon is assumed to handle general service applicati@isrtblude web and database services. Service executioestx
are specified in terms of constraints such as the amount afheoplans to spend and the deadline for completion. These
constraints do not change after initial specification. Eadltion share scheduler performs resource assignmemhaiiie
within the service host. It also enables adaptive resoutoeation update as new service requests will modify andicedhe
current resource entitlements of existing executing retpud his results in soft QoS support that can have a negatipact
for risk-averse and latency-sensitive applications. Taimize this, Tycoon allows users to reserve resources imraaby to
ensure sufficient entitlements.

The performance evaluation concentrates on consumer agiisgr-centric time evaluation factor. A metric called stthieg
error assesses whether users get their specified amounsafrces and also justifies the overall fairness for all usene
mean latency is also measured for latency-sensitive agifgits to examine whether their requests are fulfilled. $itman
results show that the Tycoon is able to achieve high fairaesklow latency compared to simple proportional-shardegga
Tycoon has addressed how communication and managemehtadsrare designed to be minimal. For instance, auctiods hel
internally within each service host reduce communicatioss hosts.

H. Stanford Peers

Stanford Peers [69] employs a peer-to-peer data tradingefnaork to create a digital archiving system. It utilizes d bi
trading auction mechanism where a local site that wantsgficede its collection holds an auction to solicit bids freemote
sites by first announcing its request for storage space. lBéetested remote site then returns a bid that reflects trwiatof
disk storage space to request from the local site in returpifaviding the requested storage space. The local sitedblects
the remote site with the lowest bid for maximum benefit.

An overall cooperative trading environment with both progluand consumer participant focus is supported as a bagteri
system is built whereby sites exchange free storage spademefit both themselves and others. Each site minimizesatie
of trading which is the amount of disk storage space it hasrtwige to the remote site for the requested data exchange.
Stanford Peers implements decentralized managemenbtasteach site makes its own decision to select the mostaiita
remote sites to replicate its data collection.

Sites are dedicated to protect the replicated data in oa@nsure that data are preserved and accessible. Each site is
external of one another and can belong to different ownenseC remote site is selected, the specified amount of storage
space remains fixed, hence implying non-adaptive resodtgeation update. The job model taxonomy does not apply to
Stanford Peers because the allocation of resources isssqurén terms of data exchange and not jobs.

Stanford Peers evaluates performance based on reliadujéinst failures since the focus of a archiving system ig¢sqrve
data as long as possible. Reliability is measured using teanntime to failure (MTTF) for each local site that is both a
producer and consumer. Simulation results show that diegsuises bid trading achieves higher reliability than ditedt trade
equal amounts of space without bidding.

VII. DiscussioN ANDCONCLUSION

There are a few market-based RMSs implemented for clustapating such as Cluster-On-Demand [20], Enhanced MOSIX
[19], Libra [9], REXEC [7] and Utility Data Center [52]. Lilarand REXEC provide a consumer participant focus that isi@ruc
for satisfying QoS-based requests in service-orientestetiand Grid computing. However, none of these marketebR84Ss
supports other important QoS attributes such as relighilitd trust/security that should be realized in a utilitiveln service
market where consumers pay for usage and expect good gsetitice.

These market-based RMSs for cluster systems only suppdytsanple job models with sequential job execution, sawpsk
job composition and static QoS update. They do not allow nadranced job models with data/sequence dependenciessuch a
in workflow-based applications, multiple-task compositio parameter sweep applications and parallel executioneéssage-
passing applications. Users may also need to modify th#ialilQoS specifications after job submission and thus meqthie
support of dynamic QoS update. In addition, the scope ofuresoallocation is often restricted to internally withiretbluster
systems. They can be extended to discover and utilize elteesources in other cluster systems or Grids so that arlarge
pool of resources is available for usage. For performaneduation, both system-centric and user-centric evalonafictors
should be defined to measure the effectiveness of marketbasaster RMSs in achieving overall system performance and
actual benefits for both consumers and producers. Metrimgldfalso be defined to measure communication and management
overheads incurred by the market-based RMSs.

Market-based RMSs proposed for other computing platfornto®mpass strengths that can be leveraged for the context of
cluster computing. For instance, the tendering/contnatteconomic model in Faucets [21] may be applied in a clisstsiem
with decentralized management control where the consurarmines the resource selection by choosing the best node
based on bids from competing cluster nodes. Optimizatased QoS specification in Nimrod/G [8] and the “auction share



scheduling algorithm in Tycoon [61] can improve utility foonsumers, in particular those with latency-sensitivdiegions.
Bartering concepts in Stanford Peers [69] can augment tred & sharing across internal and external resource dltmta
domains.

In this paper, we have described how market-based RMSs tagvadhe requirements of utility-driven cluster compgtiive
have outlined an abstract model capturing essential fomalities of a market-based cluster RMS and developed axtamyg
classifying market-based RMSs to support utility in clustgstems. We have also applied the taxonomy to survey some
recent market-based RMSs proposed for both cluster compuatind other computing platforms to identify possible fatur
enhancements.
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