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Abstract

This report deals with the mechanism behind the unusual behavior of nanostructures in mechanical
strength, thermal stability, acoustics (lattice dynamics), photonics, electronics, magnetism, dielectrics,
and chemical reactivity and its indication for designing and fabricating nanostructured materials with de-
sired functions. A bond-order-length-strength (BOLS) correlation mechanism has been initiated and inten-
sively verified, which has enabled the tunability of a variety of properties of a nanosolid to be universally
reconciled to the effect of bond order deficiency of atoms at sites surrounding defects or near the surface
edges of the nanosolid. The BOLS correlation indicates that atomic coordination imperfection causes the
remaining bonds of the under-coordinated atom to contract spontaneously associated with bond strength
gain and the intraatomic trapping potential well depression. Consequently, localized densification of
charge, energy and mass occurs to the surface skin, which modify the atomic coherency (the product
of bond number and the single bond energy), electroaffinity (separation between the vacuum level and
the conduction band edge), work function, and the Hamiltonian of the nanosolid. Therefore, any detectable
quantity can be functionalized depending on the atomic coherency, electroaffinity, work function, Hamil-
tonian or their combinations. For instances, the perturbed Hamiltonian determines the entire band structure
such as the band-gap expansion, core-level shift, Stokes shift (electron-phonon interaction), and dielectric
suppression (electron polarization); The modified atomic coherency dictates the thermodynamic process
of the solid such as self-assembly growth, atomic vibration, phase transition, diffusitivity, sinterbility,
chemical reactivity, and thermal stability. The joint effect of atomic coherency and energy density dictates
the mechanical strength (surface stress, surface energy, Young’s modulus), and compressibility
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(extensibility, or ductility) of a nanosolid. Most strikingly, a combination of the new freedom of size and
the original BOLS correlation has allowed us to gain quantitative information about the single energy
levels of an isolated atom and the vibration frequency of an isolated dimer, and the bonding identities
in the metallic monatomic chains and in the carbon nanotubes. A survey and analysis of the theoretical
and experimental observations available to date demonstrated that the under-coordinated atoms in the sur-
face skin of 2-3 atomic layers dictate the performance of nanostructures yet atoms of the interior remain as
they are in the bulk counterpart. Further extension of the BOLS correlation and the associated approaches
to atomic defects, impurities, liquid surfaces, junction interfaces, and amorphous states and to the temper-
ature domain would be more challenging, fascinating, and rewarding.
� 2006 Elsevier Ltd. All rights reserved.
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F Work function
30r Imaginary part of dielectric constant
30 Dielectric permittivity of vacuum
h1 Specific heat per coordinate
h2 Thermal energy per coordinate for evaporating a molten atom
mB Bohr magneton
gij Atomic portion in the ith atomic shell over the entire solid of size Dj

dK Kobo gap
3r Real part of dielectric constant
BBB Bond-band-barrier correlation
BOLS Bond-order-length-strength correlation
CN(z) Coordination number
CNT Carbon nanotube
d0 Atomic diameter or bond length
DFT Density functional theory
Dj Diameter of jth spherical nanosolid
DOS Density of state
En Core-level energy
En(1) Single energy level of a statically isolated atom
EB Atomic cohesive energy/vacancy formation energy
Eb Cohesive energy per bond
EG Band gap
eeh Electronehole
eep Electronephonon
GB Grain boundary
HOPG Highly oriented pyrolytic graphite
IHPR Invere HallePetch relationship
kB Boltzmann constant
Kj Dimensionless form of the radius of a sphere or the thickness of a plate
MC Monte Carlo
MD Molecular dynamics
MS Saturation magnetization
PDF Pair distribution function
P Stress
p-Si Porous silicon
Q(Kj) Measurable quantity of a nanosolid
QC Quantum confinement
R Radius/resistance
RCL Resistanceecapacitanceeinductance
RT Room temperature
SIMS Secondary ion mass spectroscopy
SMAT Surface mechanical attrition treatment
SPB Surface potential barrier
STE Self-trapping exciton
STM/S Scanning tunneling microscopy/spectroscopy
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1. Introduction

1.1. Scope

The contribution starts with Section 1 that presents a brief overview on the unusual behavior of
a nanometer-sized solid. The intriguing phenomena are highlighted. Deeper and consistent
insights into the mechanism behind the phenomena is the challenge of the current survey. Under-
standing the nature and factors dominating the general trends and limitations of the size-induced
property change is of fundamental importance for advancing technological applications. Section 2
describes the bond-order-length (BOL) correlation premise of Pauling [1] and Goldschmidt [2]
and its extension to the bond-order-length-strength (BOLS) correlation mechanism that correlates
the bond strength to the spontaneous process of bond contraction of the under-coordinated atoms
at sites surrounding a defect or in the surface skin. The effect of surface passivation with electro-
negative elements such as O, N, and C on the density of states (DOS) and surface potential barrier
[3,4] is also briefly summarized. A general scaling relationship is introduced to describe the core-
shell structure and the shape and size dependence of a nanosolid of various shapes. In Sections 3e
10, efforts in both experimental observations and theoretical considerations are comparatively an-
alyzed and quantified in terms of the BOL correlation and its consequences on bond strength,
atomic cohesive energy (per discrete atom, or so-called atomic coherency), electroaffinity, and
the density of energy and charge (per unit volume) in the region of surface skin. Section 11 sum-
marizes the main contributions of this work with suggestions for future directions in extending the
developed knowledge and the associated approaches. Further investigation of liquid surfaces,
structural defects, substitution impurities, junction interfaces, and amorphous state, as well as
transport dynamics would stimulate new discoveries in materials research.

1.2. Overview

Nanosolids, or so-called nanoparticles, nanoclusters, nanocrystallites, nanograins, etc., are de-
fined as substances or devices that are in the shape of spherical dot, rod, thin plate, or void of any
irregular shape smaller than 102 nm across or substances consisting of such voids or grains that are
weakly linked one to another [5]. Substances of nanosolids can be composites, compounds, alloys,
or elemental solids. From a fundamental point of view, nanostructures bridge the gap between an
isolated atom and its bulk counterpart in its chemical and physical behavior. The key difference
between a solid and its elementally isolated atom is the involvement of interatomic interaction.
Without interatomic interaction, neither a solid nor even a liquid could form. The interatomic

TC Critical/Curie temperature
TEM Transition electronic spectroscopy
Tm Melting point
W Stokes shift
XAFS X-ray absorption fine structure spectroscopy
XPS X-ray photoelectron spectroscopy
XRD X-ray diffraction
Y Young’s modulus
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interaction causes a solid to be completely different from an isolated atom in performance. Com-
pared with its bulk counterpart, on the other hand, a nanosolid has a high portion of under-
coordinated atoms in the surface skin. For a spherical dot of 1 mm across, the sum of the volumes
containing all surface atoms is only 1% of the volume of the entire solid. For a 10 nm-sized dot, the
surface-to-volume ratio is 25% and it reaches 100% when the solid is around 1 nm across, or
consists of three atomic shells or less. Therefore, interatomic interaction and the changing fraction
of the under-coordinated atoms should be the key factors dictating why the behavior of a nanosolid
is different from that of an isolated atom or its bulk counterpart.

The discovery of nanosolids of various shapes and their assemblies has been quite surprising
and has thus generated enormously ever-increasing interest for scientific insight and technological
thrusts. Properties of solids determined by their shapes and sizes are indeed fascinating and form
the basis of the emerging field of nanoscience and nanotechnology that has been recognized as the
key area of significance in science, technology, and economics in the 21st century. Nanoscaled
materials are offering a variety of novel features. New physical and chemical properties are ex-
pected to occur in such systems, arising from the large fraction of the under-coordinated atoms
at the surface and from the confinement of electrons to a rather small volume, or surface skins ac-
cording to the presently reported understanding.

The study of nanocrystalline materials is an active area of research in physics, chemistry, and
materials engineering as well as biomedical engineering [6,7]. The striking significance of min-
iaturizing a solid to nanometer scale is the tunability of the measurable quantities of the solid in all
aspects. In transport dynamics, quantized and resonant features due to size effect become appar-
ent. In addition to the large surface-to-volume ratios, the surface, interface, and quantum effects
take on a significance that is normally inconsequential for bulk materials. Varieties of physical
properties such as mechanical strength, plasticity [8], sintering and alloying ability [9], diffusivity
[10], chemical reactivity [11,12], as well as the mode of crystal growth (self-assembly) have been
found to be dependent upon particle size. Property tunability also includes thermodynamics
(critical temperatures for phase transitions such as liquidation, evaporation, and heat transport),
lattice dynamics (optical and acoustic modes of lattice vibration), optics (photoemission and ab-
sorption) [13e15], electronics (work function, energy-level positions, electronephonon cou-
pling) [16,17], magnetic (magnetization tailoring or enhancement) and dielectric performance.
Surfaces passivated by electronegative additives such as C, N, and O, also affect the performance
of the nanosolids [18]. A recent review [19] suggests that not only size-dependent phase transition
but also chemical interaction between the core of the nanoparticle and its surfactant molecules are
responsible for the observed X-ray absorption fine structure (XAFS) spectral changes, which can
be explained when constructing detailed models of coreesurfactant interaction.

Materials composed of nanosolids possess unusual features, leading to new phenomena that are
indeed surprising [20e22]. For instance, the structural and electronic properties are modified near
and at the surface, resulting from a breaking of lattice symmetry or surface dangling bond forma-
tion, giving rise to site-specific surface anisotropy, weakened exchange coupling, and surface spin
disorder [23]. Moreover, spinespin coupling at the interface and interaction between the surface
and the core magnetic structures can give rise to exchange anisotropy [24]. An individual defect-
free silicon nanosphere with a diameter of 40 nm is measured to be four times harder than bulk
silicon (12 GPa) at the ambient temperature [25]. The elastic modulus of ZnO nanowires was mea-
sured to increase when the wire diameter is reduced [26]. Single-walled carbon nanotubes
(SWCNTs) with dispersed nanotube composite fibers [27] had a tensile strength of 1.8 GPa and
an energy-to-break value of 570 J/g. The fibers are four times tougher than spider silk and 17 times
tougher than the Kevlar fibers used in bulletproof vests. The fibers also have twice the stiffness and
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strength and 20 times the toughness of the same weight of a steel wire. As artificial muscles, nano-
tube fibers are some 100 times the force of natural muscle with the same diameter [28]. The hard-
ness of nanocrystalline (nc)/amorphous (a) composites such as nc-TiN/a-Si3N4, nc-TiN/a-Si3N4/
nc-TiSi2, nc-(Ti1�xAlx)N/a-Si3N4, nc-TiN/TiB2, nc-TiN/BN, approaches that of diamond [29,30].
Generally, mechanical strength of a particle increases inversely with the square root of its size and
then becomes soft at sizes around 10 nm, which is termed as the inverse HallePetch relationship
[31]. While most coarse-grained ceramics are brittle, nanograined ceramics can exhibit significant
ductility before failure. Such ductility is suggested to be primarily contributed by the grain-bound-
ary phase, but in grains of certain ceramic phase, some plastic deformation has been found to occur
and contribute to the overall plastic strain [32]. Ceramic blocks made of such nanometric grains
can be moulded into engine parts or other useful shapes without shattering during the process, as
do ceramics made from larger particles. The ductility of metallic nanowires such as Cu is w50
times higher than that of the bulk counterparts [8,33,34]. Pure copper samples with a high density
of nanoscale grains show a tensile strength about 10 times higher than that of conventional coarse-
grained copper, while retaining an electrical conductivity comparable to that of pure bulk copper
[35]. Super plasticity (280% strain) of SWCNTs has been observed at elevated temperature [36]. If
platinum is formed containing a continuum network of nanometer-sized pores, the porous Pt can
generate reversible strain with amplitudes comparable to those of commercial materials through
surface-charging effects under potentials of about 1 V [37]. The conversion of an external electri-
cal signal into a volume change, and hence mechanical force, known as actuation, is of consider-
able importance in the development of small-scale devices. The sinterability of a zeolite crystal
increases at the ambient temperature as the solid size is reduced. On heating nanocrystallites of
40e80 nm at 80 �C, solution-mediated mass transport results in additional substantial crystal
growth that occurs at 102e3 �C for large bulk [9]. A CNT is much stiffer than the bulk graphite
[38,39], while a SWCNT melts at w1600 K [40], being 0.42 times the melting point
(Tm(N)¼ 3800 K) of bulk graphite. A CdS nanodot of w2.5 nm across melts at 600 K [13];
this is much lower than the bulk value of 1675 K. The size-induced Tm suppression is quite com-
mon to nanosolids [15,41].

Grains of semiconductors of a few nanometers across emit blue-shifted light than do slightly
larger chunks of the same material [42,43]. The band gap (EG) of CdSe can be tuned from deep
red (1.7 eV) to green (2.4 eV) by simply reducing the solid diameter from 20 to 2 nm [44]. The
EG [45,46] and the core-level shift (DEn) [47] of nanosemiconductors increase whereas the di-
electric susceptibility (c) decreases when the solid size is reduced. Without triggering the
electronephonon (eep) interaction or electron-hole (eeh) production, scanning tunneling
spectroscopy/microscopy (STS/M) measurement revealed that at 4 K the EG expands from
1.1 to 3.5 eV when the diameter of Si nanorod reduces from 7.0 to 1.3 nm associated with
some 10% of SieSi surface bond contraction [48].

Magnetic nanocomposites also manifest enhanced or tailored magnetic properties under var-
ious conditions [49]. At low temperatures, the saturation magnetization (MS) of a small solid is
higher than that of the bulk with oscillation features when the solid size is reduced; however, at
the ambient temperatures, an opposite trend dominates. Nitriding occurs at a much lower tem-
perature (300 �C for 9 h) for a Fe surface covered with nanoparticles compared with that for
a smooth Fe surface where nitriding may occur at 500 �C or higher when the Fe is held for
more than 48 h under an atmospheric pressure of ammonia [50]. The diffusivity of Ag into
Au nanoparticles at the ambient temperature is much higher when the particle size is reduced
[51]. Decreasing the particle size of tin oxide particles in the range of 10e35 nm leads to an
increase of the sensitivity to gas conditions [52].
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As found by Hu et al. [53], nanometer-sized (27 nm) SrTiO3 obtained by high-energy ball
milling could lower substantially the temperature for sensor operation from 970 to 310 K, close
to the temperature of the human body. The grain size and the electric conductivity of the SrTiO3

nanosolid increase with the annealing temperature [54]. Size-enhanced gas sensitivity of SnO2

nanoparticles [52] and size-enhanced ionicity of Cu2O nanoparticles have also been observed
[55]. Introducing ferroelectric materials of different sizes into a photonic crystal could modu-
late its refractive index and hence the photonic band gap, EG, which is sensitive not only to the
external stimuli such as temperature or electric field, but also to the particle sizes. Zhou et al.
[56,57] filled up the colloid crystal matrix of silicon-dioxide with barium titanate (BaTiO3) and
lead lanthanum zirconate titanate and found that, near the ferroelectric phase-transition point of
BaTiO3 (100e150 �C), the photonic EG of the resulting assembly exhibits strong temperature
dependence. At the Curie point (TC), a 20-nm red shift of the EG has been detected. The pho-
tonic EG gradually shifts to longer wavelength with the increase of the applied electric field,
suggesting that the refractive index increases with the applied voltage. The photonic EG tunabil-
ity could be used not only for simple oneoff switching, but also in devices requiring more lo-
calized control of light propagation. Lu [58] has demonstrated in his review that the thermal
expansion coefficient, resistivity, and specific heat of metallic nanosolids, or alloys, increase
with the inverse of solid size whereas the temperature coefficient of resistivity and the critical
temperature for magnetic transition drop with the inverse of solid size. Indeed, the new freedom
of size has led to dramatic change of many physical and chemical properties that are conven-
tionally unchangeable for a bulk specimen. The examples of the effect of size on various prop-
erties are endless, as reviewed by many researchers [59e68].

The size-induced property change of nanostructures has inspired numerous theoretical
models, all discussed from various perspectives. For instance, the following models describe
the size-induced blue shift in photoluminescence (PL) of semiconductor nanosolids.

(i) Quantum confinement theory [69e72] suggests that the Coulomb potential and kinetic
energies of electronehole pairs (usually called excitons) are responsible for the PL
blueshift of nanometric semiconductor; the PL blueshift is dictated by joint effect of
the intrinsic band gap expansion and electron-phonon coupling.

(ii) The free-exciton collision model [73] proposes that, during the PL measurement, the
excitation laser heats the free-excitons which then collide with the boundaries of the nano-
meter-sized fragments. The PL blueshift is suggested to originate from the activation of hot-
phonon-assisted electronic transitions rather than from the effect of quantum confinement.

(iii) The impurity luminescent center model [74] assumes that different impurity centers in the
solid take responsibility for the PL blueshift. The density and types of impurity centers
vary with particle size.

(iv) Surface states and surface alloying mechanisms [75] consider that the extent of surface
catalytic reaction and measurement temperature determine the PL blueshift and the pas-
sivation effect varies with the processing parameters and aging conditions [76].

(v) An intercluster interaction and oxidation [77] argument is also proposed to explain the
dominance of the PL blueshift.

Another significant phenomenon is the size dependence of thermal stability. The critical tem-
perature for melting (Tm) of an isolated nanosolid, or a system with weakly linked nanoparticles,
drops with solid size (called undercooling), while the Tm may rise (called overheating) for an em-
bedded nanometric system due to the interfacial effect. The Tm was characterized by either the
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Lindermann’s criterion [78] of abruption of atomic vibration or Born’s criterion [79] of disappear-
ance of the shear modulus at melting. The modes for nanosolid melting are of typical form as for
the models of (i) homogeneous melting and growth [80,81], (ii) liquid shell nucleation [82e85],
(iii) liquid nucleation and growth [82,86,87], and (vi) random fluctuation melting [88]. The origins
for nanosolid melting are ascribed as (i) lattice-vibrational instability [41,89e93], (ii) liquid-drop
formation [94], and (iii) the surface-phonon instability [95e97].

1.3. Challenge

An overwhelming contribution has been made to the development of nanotechnology by the
advent of methods such as atomic imaging and manipulating, nanosolid synthesizing, function-
ing, and characterizing as well as structural patterning for device fabrication. However, insight
into the mechanism behind and factors dominating the general trend of the tunability remains in
its infancy. It is quite often that a single phenomenon corresponds to numerous models yet
a comprehensive model reconciling all observations is a high challenge.

Predictable design and controllable growth of nanostructured materials or devices are of
foremost importance to scientific and technological communities. One needs not only to under-
stand the performance, but also to know the origin, the trend, and the limitation of the change
and the interdependence of various properties in order to predict and control the process for
fabricating materials and devices.

Furthermore, structural miniaturization provides us with an additional freedom that not only
allows us to tune the properties of a solid by changing its shape and size, but also, challenges us
to gain quantitative information by making use of the new freedom of size, which is beyond
traditional approaches. A combination of the new freedom of size with the freedoms of temper-
ature and pressure, etc. would vastly amplify the space of exploration in condensed matter
physics and chemistry.

1.4. Objectives

In earlier experimental work reported in Ref. [3], the practitioner uncovered the reality of
surface bond contraction in decoding the very-low-energy electron diffraction (VLEED, in
the energy range of 6.0e16.0 eV) data from OeCu(001) surface reaction kinetics. This finding
coincides surprisingly well with the atomic-coordinationeatomic-size correlation notations of
Pauling [1] and Goldschmidt [2] (see Appendix A). It was proposed [1,2] that the atomic CN
reduction could cause shrinkage of atomic size, or the contraction of the remaining bonds. The
coincidence of VLEED measurement with BOL correlation stimulated the currently reported
effort in surveying and analyzing the size and confinement effects on the performance of nano-
structures. Apparently, only atomic CN imperfection occurs at sites surrounding defects (point
defects, voids, dislocations, etc.), at the flat surface skin of a bulk material, at the curved surface
of a small solid, or in amorphous state consisting of atoms with CN imperfection distributed
randomly. Therefore, it is reasonable to apply the BOLS correlation to such cases.

The main objective of this contribution is to present a survey and consistent analysis on the
advancement of both modeling considerations and experimental observations on the size depen-
dence of nansolid materials. We will show that all modeling considerations are valid from dif-
ferent perspectives and the models and measurements can be consistently understood in terms
of the BOLS correlation. We also suggest that the BOLS correlation could be applied to liquid
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surfaces, structural defects, substitution impurities, junction interfaces, and transport dynamics,
which could stimulate new topics and exciting findings in future investigations.

For simplicity, the report will use the dimensionless form to express the relative change (%)
of a detectable quantity and the dimensionless form of size Kj (being the number of atoms lined
along the radius of a sphere or across the thin film) unless indicated otherwise. The dimension-
less approach also allows the generality of the formulation and minimizes the contribution from
impurities and errors in measurement. An attempt will be made to minimize and simplify nu-
merical expressions and focus more on physical understanding.

2. Principles: atomic CN imperfection

2.1. Bond relaxation

2.1.1. Effects of lattice periodicity termination
2.1.1.1. Barrier confinementdquantum uncertainty. The termination of the lattice periodicity
in the surface normal direction, or at a grain boundary, has two effects. One is the creation
of the surface potential barrier (SPB, called work function or contact potential) and the other
is the reduction of the atomic CN. The CN of an atom in a highly curved surface is lower com-
pared with the CN of an atom at a flat surface. For a negatively curved surface (such as the inner
side of a pore or a bubble), the CN may be slightly higher. Therefore, from the atomic CN im-
perfection point of view, there is no substantial difference in nature between a nanosolid,
a nanovoid and a flat surface. This premise can be extended to the structural defects or faults
such as voids surrounding with atoms experiencing CN loss.

The work function is expressed as F¼ E0� EF(r(E )2/3) [98], which is the energy separation
between the vacuum level, E0, and Fermi energy, EF. The value of F depends on the charge
density (r(E )) in the surface region and varies with energy around which the DOS is centered.
The charge density varies with the valence states of the surface atoms. If dipoles form at the
surface through reaction with electronegative elements such as nitrogen or oxygen, the F of
a metal surface can be reduced (by some 1.2 eV) [99]. However, if a hydrogen bond like forms
with more addition of the adsorbate at the surface, the F will restore to the original value or
even higher because the metal dipoles donate the polarized electrons to the additional electro-
negative additives to form a ‘þ/dipole’ at the surface [3]. The shape and the saturation degree
of the SPB depend on the surface atomic-valence states [100] but the height of the SPB ap-
proaches the muffin-tin inner-potential-constant of atoms inside the solid, V0 [101]. The real
(elastic) and imaginary (inelastic) parts of the SPB take the following forms [101,102,103]:

Re VðzÞ ¼

8>><>>:
�V0

1þA exp½ �Bðz� z0Þ�
; z� z0 ða pseudo-Fermi-z functionÞ

1� exp½lðz� z0Þ�
4ðz� z0Þ

; z < z0 ðthe classical image potentialÞ

ImVðz;EÞ ¼ Im½VðzÞ �VðEÞ� ¼ g� rðzÞ � exp

�
E�fðEÞ

d

�
¼

g� exp

�
E�fðEÞ

d

�
1þ exp

�
�z� z1

a

� ð1Þ
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where A, B, g, and d are constants, a and l describe the degree of saturation, z0 is the origin of
the image plane inside which electron is located, f(E ), the energy-dependent local F(E ) de-
pends on the density of states r(E ). The V2[Re V(z)]¼�r(z) f Im V(z) describes the spatial
distribution of charges (Fig. 1).

The intrinsic SPB confines only electrons that are freely moving inside the solid. However, the
SPB has nothing to do with the strongly localized electrons in deeper bands or with those that form
sharing electron pairs in a bond. According to the principle of quantum uncertainty, reducing the
dimension (D) of the space inside which energetic particles are moving increases the fluctuation,
rather than the average value, of the momentum, p, or kinetic energy, Ek, of the moving particles

DpfZ=D; p¼ p�Dp
Ek ¼ p2=ð2mÞ ð2Þ

where Z, being the Plank constant divided by 2p, corresponds to the minimal quanta in energy
and momentum spaces and m is the mass of the moving particle. Therefore, SPB confinement
causes energy rise of neither the freely moving carriers nor the localized ones. Hence, the
kinetic energies of carriers or eeh pairs change little with solid dimension according to the
principle of quantum uncertainty.

2.1.1.2. Atomic CN imperfection. Fig. 2 illustrates situations of atomic CN imperfection. The
CN of an atom in the interior of a monatomic chain and an atom at the open end of a
SWCNT is 2; while in the CNT wall, the CN is 3. For an atom in the fcc unit cell, the CN varies
from site to site. The CN of an atom at the edge or corner differs from the CN of an atom in the
plane or inside the unit cell. Atoms with deformed bond lengths or deviated angles in the CNT
are the same as those in amorphous states. The CN imperfection is not limited to the number
loss, which should cover situations of bond angle distortion. The CN imperfection is referred to
the standard value of 12 in the bulk without distortion irrespective of the bond nature or the
crystal structure. For example, the CN of an atom in diamond tetrahedron is the same as
that in an fcc structure as a tetrahedron unit cell is an interlock of two fcc unit cells.

2.1.2. BOLS correlation and its consequences

2.1.2.1. Bond orderelength correlation. Pauling [1] and Goldschmidt [2] indicated that, if the
CN of an atom is reduced, the ionic and the metallic radius of the atom would shrink

0 Bulk

V0

V(E)

Z0
ImV(z)

ReV(z)

V

z

Fig. 1. One-dimensional SPB model showing that the real and imaginary parts are functions of the distance z from the

surface. The z-axis is directed into the crystal and z0 is the origin of the image plane [101e103].
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spontaneously. Therefore, the CN imperfection will shorten the remaining bonds of the under-co-
ordinated atom, which is independent of the nature of the specific chemical bond [104] or the struc-
tural phase, even a liquid [105,106]. For example, 10% contraction of spacing between the first and
the second atomic surface layers has been detected in the liquid phase of Sn, Hg, Ga, and In [105].
Evidence of phase changes occurring at the surface of droplets but not in the bulk for n-alkane
emulsions suggests that the phase changes result from the formation of a monolayer thick solid
solution of the oil phase [106]. A substitutional As dopant impurity has induced 8% bond contrac-
tion around the impurity (acceptor dopant As) at the Te sublattice in CdTe, as observed using EX-
AFS (extended X-ray absorption fine structure) and XANES (X-ray absorption near edge
spectroscopy) [107]. The finding of dopant-induced bond contraction could provide an atomic
scale understanding of the bond in a junction interface that has been a puzzle for decades. Inter-
estingly, recent theoretical calculations, confirmed by electron microscopy measurement [108],
revealed that homo-junction dislocations in aluminum have either compact or dissociated core in-
terlayers. The calculated minimum stress ðsPÞ required for moving an edge dislocation is approx-
imately 20 times higher for the compact dislocations than for the equivalent dissociated
dislocations. The dopant-induced bond contraction may provide insights into the deformation
of ultra-fine-grained metals and the twin grain boundaries as well. The finding of liquid surface
bond contraction could serve as the origin of surface strain and stress, which provide understand-
ing of the driving force for liquid-drop formation. Therefore, the bond-order loss induced bond
contraction can be applied to a liquid surface and junction interface as well.

Fig. 3a shows the CN dependence of the bond-contraction coefficient, ci(zi). The solid curve
formulates the Goldschmidt premise indicating that an ionic radius contracts by 12%, 4%, and
3% if the CN of the atom reduces from 12 to 4, 6 and 8, respectively. Feibelman [109] has
noted a 30% contraction of the dimer bond of Ti and Zr, and a 40% contraction of the
dimer bond of vanadium, which is also in line with the formulation. The premise of Gold-
schmidtePaulingeFeibelman bond contraction and the associated bond-strength gain from
the subject of the BOLS correlation mechanism that can be expressed as:8<:

ciðziÞ ¼ di=d0 ¼ 2=f1þ exp½ð12� ziÞ=ð8ziÞ�g ðBOLS-coefficientÞ
Ei ¼ c�m

i Eb ðSingle-bond-energyÞ
EB;i ¼ ziEi ðAtomic-coherencyÞ

ð3Þ

Fig. 2. Atomic CN of (a) monatomic chain (z¼ 2); (b) single-walled CNT (z¼ 2, 3); and (c) an fcc unit cell (z varies

from site to site).
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Subscript i denotes an atom in the ith atomic layer, which may be counted up to three from
the outermost atomic layer to the center of the solid as no CN reduction is expected for i> 3.
The index m is a key parameter that represents the nature of the bond. For Au, Ag, and Ni
metals, m h 1; for alloys and compounds m is around four; for C and Si, the m value has
been optimized to be 2.56 [110] and 4.88 [47], respectively. The m value may vary if the
bond nature evolves with atomic CN [111]. If the surface bonds expand in certain cases, we
simply expand the ci from a value that is smaller than unity to greater, and the m from positive
to negative to represent the spontaneous process for which system energy is minimized. The
ci(zi) should be anisotropic and depend on the effective CN rather than a certain order of
CN. The zi also varies with the particle size due to the change of the surface curvature. Expe-
rience reveals that the zi takes the following values [47]:

z1 ¼
�

4
�
1� 0:75=Kj

�
curved-surface

4 flat-surface
ð4Þ

Generally, z2¼ 6 and z3¼ 8 or 12 would be sufficient. The BOLS correlation illustrated in
Fig. 3 has nothing to do with the particular form of the pairing potential as the approach in-
volves only atomic distance at equilibrium.

From a study of interatomic distances of the CeC bonds in organic chemistry, Pauling de-
rived the relation [1]:

rð1Þ � rðv=z0Þ ¼ 0:030 logðv=z0Þ ðnmÞ ð5Þ

where r(1) is the radius of a single atom or the length of a dimer bond. The r(v/z) is the radius of an
s-fold bond and s¼ v/z, where v is the number of valency bonds and z0 is the number of the equiv-
alent coordinate. As an illustration of the use of this relation, the radius of Ti has been computed as
an hcp from the data of Ti as bcc. As a bcc, the radius of Ti is 0.1442 nm, and there are eight bonds
of this length. The next closest bonds are six situated 0.1667 nm from any given Ti atom. These
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Fig. 3. Illustration of the BOLS correlation. Solid curve in (a) is the contraction coefficient ci derived from the notations

of Goldschmidt [2] (open circles) and Feibelman [109] (open square). As a spontaneous process of bond contraction, the

bond energy at equilibrium atomic separation will rise in absolute energy, Ei¼ ci
�mEb. The m is a parameter that rep-

resents the nature of the bond. However, the atomic cohesive energy, ziEi, changes with both the m and zi values. (b)

Atomic CN imperfection modified pairing potential energy. CN imperfection causes the bond to contract from one

unit (in d0) to ci and the cohesive energy per coordinate increases from one unit to c�m
i unit. Separation between

Ei(T ) and Ei(0) is the thermal vibration energy. Separation between Ei(Tm,i) and Ei(T ) corresponds to melting energy

per bond at T, which dominates the mechanical strength. Tm,i is the melting point. The energy required to break the bond

at T is h1i (Tm,i� T )þ h2i.
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values are calculated from the known lattice parameter of 0.333 nm. The valence, v, of Ti is four.
The problem is to determine what fraction of these bonds is associated with the eight near neigh-
bors and with the six others removed from these. From Eq. (5)

rð1Þ � rðx=8Þ ¼ 0:030 logðx=8Þ ð6Þ

and, for the next-nearest neighbors,

rð1Þ � r½ð4� xÞ=6� ¼ 0:030 log½ð4� xÞ=6� ð7Þ

where x is the number of bonds associated with the eight near neighbors and (4� x) the number
associated with the other six bonds. Subtracting Eq. (6) from Eq. (7) and using the value
(0.1667e0.1442) obtained from the lattice parameter, one can find that x¼ 3.75 and the dimer
bond length r(1)¼ 0.13435 nm, which contracts by 0.00985 nm. For a CN¼ 12 in the hcp
structure, the bond number v/z is 4/12, and the corresponding bond length is r(4/12)¼
0.13435� 0.03log(4/12)¼ 0.1486 nm. From Eq. (5), one can also deduce the bond length of
an atom with a reduced CN(zi):

rðv=ziÞ ¼ rðv=z0Þ þ 0:030 logðzi=z0Þ ð8Þ

Appendix A combines Goldschmidt and Paulings’ notations of electronegativity (h), metal-
lic (ionic) valencies, and metallic (ionic) radii of the elements. Pauling’s theory introduced here
contains numerous assumptions and it is somewhat empirical in nature. Compared to the for-
mulation (3), Pauling’s notation is d0 dependent and somewhat complicated, which gives:

ci ¼ 1þ 0:06 logðzi=z0Þ=d0ðv=z0Þ ð9Þ

However, this notation does give some surprisingly good answers in certain cases, as com-
mented by Sinnott [104]. Both Eqs. (3) and (9) should be valid but here we prefer relation
(3), as it covers Feibelmen’s notation and it is element (d0) independent.

2.1.2.2. Bond lengthestrength correlation. Fig. 3b illustrates schematically the BOLS correla-
tion using the pairing atomic potential, u(r). When the CN of an atom is reduced, the equilibrium
atomic distance will contract from one unit (in d0) to ci and the cohesive energy of the shortened
bond will increase in magnitude from one unit (in Eb) to c�m

i . The solid and the broken u(r) curves
correspond to the potentials of the pairing atoms with and without CN imperfection. The u(r) curve
slides towards shorter atomic distance along the c�m

i line. The bond lengthestrength correlation
herein is consistent with the trend reported in Ref. [112] though the extents of bond contraction and
energy enhancement therein vary from situation to situation.

There are several characteristic energies in Fig. 3b, which correspond to the following
facts:

(i) Tm,i being the local melting point is proportional to the atomic cohesive energy, ziEi(0)
[113], per atom with zi coordinate [114].

(ii) The separation between E¼ 0 and Ei(Tm), or h2i, is 1/zi fold energy that is required for
atomization of an atom in molten state.

(iii) Separation between E¼ 0 and Ei(T ), or h1i(Tm,i� T )þ h2i, corresponds to the cohesive
energy per coordinate, Ei, at T, being required for the bond fracture under mechanical
or thermal stimulus. h1i is the specific heat per coordinate.
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(iv) The spacing between Ei(T ) and Ei(0) is the thermal vibration energy.
(v) The energy contributing to the mechanical strength is the separation between the Ei(Tm) and

the Ei(T ), or h1i(Tm,i� T ), as a molten phase is extremely soft and highly compressible.

Values of h1i and h2i can be determined with the known c�m
i and the bulk h1b and h2b values

that have been determined for various crystal structures as given in Table 1 (Fig. 4).

2.1.2.3. Potential well of trapping. As the relaxation (either contraction or expansion) is a spon-
taneous process, the binding energy of the relaxed bond will be lowered (rise in magnitude) to
stabilize the system. The relaxed bond will be stronger. Bond expansion might happen but the
process must proceed towards lowering the system energy, unless the relaxation is realized un-
der external stimulus such as heating, pressing or stretching.

Fig. 5 illustrates the potential well of a nanosolid because of the BOLS correlation. Com-
pared with the QC convention that extends the mono-center trapping potential well of an iso-
lated atom by rescaling the size, the BOLS potential well covers contributions from the

Table 1

Relation between the bond energy and the Tm of various structures

fcc bcc Diamond structure

h1b (10�4 eV/K) 5.542 5.919 5.736

h2b (eV) �0.24 0.0364 1.29

Eb¼ h1bTmþ h2b [94], see Fig. 4. The value of h2b< 0 for an fcc structure means that the energy required for breaking

all the bonds of an atom in molten state is included in the term h1bzTm and therefore the h2b deviates from the true

specific heat per CN. The h2b should also be a linear function of the Tm.

Fig. 4. Correlation between the cohesive energy per coordinate and the Tm of different elements and crystal structures

[94]. The data for cohesive energy per atom are taken from Refs. [115,116].
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individual atoms with multi-center trapping potential wells and the effect of atomic CN imper-
fection in the surface region. Atomic CN imperfection induced bond contraction and the asso-
ciated bond-strength gain deepens the potential well of trapping in the surface skin. Therefore,
the density of charge, energy, and mass in the relaxed surface skin are higher than those at other
sites inside the solid. The charge localization and energy densification have been observed us-
ing STM/S at the end of gold atomic chains on a Si substrate [117]. Because of energy densi-
fication, surface stress that is in the dimension of energy density will increase in the relaxed
region. Electrons in the relaxed region are more localized because of the depressed potential
well of trapping, which lowers the work function and conductivity in the surface region due
to boundary scattering [118,119], but enhances the angular momentum of the surface atoms
[120]. The densification of mass, charge and energy in the surface skin should have an impor-
tant impact on the surface science and the thermal and electrical transport dynamics [121].

2.1.2.4. Atomic coherency and electron affinity. Because of bond-order loss, the cohesive en-
ergy or atomic coherency (being the sum of single bond energy over all the coordinates of a spe-
cific atom) of an under-coordinated atom will drop. On the other hand, electron affinity, or the
separation between the vacuum energy level and the bottom of conduction band will increase
because of the energy level shift caused by the enhanced energy density [123]. Atomic coher-
ency determines structural stability and the electron affinity represents the ability to catch elec-
trons from other atoms. Therefore, the increased affinity will enhance the chemical reactivity or
ionicity of a nanosized specimen.

2.2. Surface passivation

Besides the effect of atomic CN imperfection induced bond relaxation, surface passivation
by adsorbing electronegative elements also contributes to the behavior of a nanosolid. The
chemical-bondevalence-bandepotential-barrier (BBB) correlation mechanism [3,4] indicates
that it is necessary for an atom of oxygen, nitrogen, and carbon to hybridize its sp orbitals
upon interacting with atoms in the solid phase. Because of tetrahedron formation, nonbonding
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Fig. 5. Schematic illustration of the BOLS derived nanosolid potential with multi-trap centers and CN imperfection in-

duced features. In the relaxed surface region, the density of charge, energy and mass will be higher than at the other sites

due to atomic CN imperfection [122]. However, atomic cohesive energy for the under-coordinated atoms will be low-

ered, whereas the core interior remains as it is in the bulk counterpart.
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lone pairs, antibonding dipoles and hydrogen-like bonds are produced, which add correspond-
ing features to the density of states (DOS) of the valence band of the host, as illustrated in Fig. 6
[124]. Bond forming also alters the sizes and valences of the involved atoms and causes a col-
lective dislocation of these atoms. Alteration of atomic valences roughens the surface, giving
rise to corrugations of surface morphology. Charge transportation not only alters the nature
of the chemical bond but also produces holes below the EF and thus creates an EG for metals
or enlarges the existing EG of semiconductors [125]. In reality, the lone-pair-induced metal di-
poles are often directed into the open end of a surface due to the strong repulsive forces among
the lone pairs and among the dipoles as well. The outward orientation of dipoles leads to the
surface dipole layer that lowers the F with localized feature. For a nitride tetrahedron, the sin-
gle lone pair may be directed into the bulk center, which produces the ionic layer at the surface.
The ionic surface network deepens the well depth, or increases the value of F, as the host sur-
face atoms donate their electrons to the acceptors. For carbides, no lone pair is produced but the
weak antibonding feature exists due to the ion-induced polarization. However, hydrogen ad-
sorption neither adds DOS features to the valence band nor expands the EG as hydrogen adsorp-
tion terminates the dangling bond at a surface, which minimizes the midgap impurity DOS in
the case of silicon [126]. An addition of light elements such as S and F is expected to produce
dipoles but this anticipation is subject to confirmation. Although the effect of hydroxyl termi-
nation of the surface is not so clear, the HO may modify the electronic structure at the surface
but it could be less significant than the effect of bond contraction or C, N, and O addition.

2.3. Shape and size dependence

2.3.1. Surface-to-volume ratio
It is easy to derive the volume or number ratio of a certain atomic layer, denoted i, to that of

the entire solid as:

gij ¼
Ni

Nj

¼ Vi

Vj

y
tci

Kj

ð10Þ

Antibonding

(Dipole)

Electron-holesBonding Nonbonding

(lone pair)

Metal

Semiconductor

Fermi-Level

Work-function

Fig. 6. N and O induced DOS differences between a compound and the parent metal (upper) or the parent semiconduc-

tor (lower). The lone-pair polarized antibonding state lowers the F and the formation of bonding and antibonding gen-

erates holes close to EF of a metal or near the valence band edge of a semiconductor. For carbide, no lone-pair features

appear but the ion induced antibonding states will remain [4].
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where Kj¼ Rj/d0 is the dimensionless form of size, which is the number of atoms lined along
the radius of a spherical dot, a rod, or across the thickness of a thin plate. t is the dimen-
sionality of a thin plate (t¼ 1, and monatomic chain as well), a rod (t¼ 2) and a spherical
dot (t¼ 3) of any size. For a hollow system, we have to introduce a size Lj that is the num-
ber of atomic layers being not occupied by atoms in a hollow structure. For a solid system,
Lj¼ 0; while for a hollow sphere or a hollow tube, Lj< Kj. For a hollow system, the sum of
gij should count both external and internal sides of the hollow system. With reduced particle
size, the performance of surface atoms will dominate because at the smallest size (Kj /
3) g1 approaches unity. At Kj¼ 1, the solid will degenerate into an isolated atom. The def-
inition of dimensionality herein differs from conventional excercises in transport consider-
ations in which a nanosphere is defined as zero dimension (quantum dot), a rod as one
dimension (quantum wire), and a plate as two dimensions (quantum well). Fig. 7 illustrates
the derivation of the surface-to-volume ratio. As the Kj is an integer, the property change will
show quantized oscillation features at small particle sizes, which varies from structure to
structure, as illustrated in Fig. 7c.
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2.3.2. Scaling law
Generally, the mean relative change of a measurable quantity of a nanosolid containing Nj

atoms, with dimension Kj, can be expressed as Q(Kj), and as Q(N) for the same solid without
the effect of CN imperfection contribution. The Q(Kj) relates to Q(N)¼ Njq0 as follows:

Q
�
Kj

�
¼ Njq0�

X
i�3

Njq0 þ
X
i�3

Niqi ¼ Njq0þ
X
i�3

Niðqi� q0Þ ð11Þ

The q0 and qi correspond to the local density of Q inside the bulk and in the region of the ith
atomic layer, respectively. Eq. (11) leads to the immediate relation:

DQ
�
Kj

�
QðNÞ ¼

X
i�3

gijðDqi=q0Þ ¼ Dqj ð12Þ

The weighting factor, gij, represents the geometrical contributions from dimension (Kj,
Lj) and dimensionality (t) of the solid, which determines the magnitude of change. The
quantity Dqi/q0 in the surface skin is the origin of change. The

P
i�3 gij drops in a K�1

j

fashion from unity to infinitely small when the solid dimension grows from atomic level
to infinitely large. For a spherical dot at the lower end of the size limit, Kj¼ 1.5
(Kjd0¼ 0.43 nm for an Au spherical dot example), g1j¼ 1, g2j¼ g3j¼ 0, and z1¼ 2, which
is identical in situation to an atom in a monatomic chain despite the bond orientation. Ac-
tually, the bond orientation is not involved in the BOLS modeling iteration. Therefore, the
performance of an atom in the smallest nanosolid is a mimic of an atom in an MC of the
same element without the presence of an external stimulus such as stretching or heating. At
the lower end of the size limit, the property change of a nanosolid relates directly to the
behavior of a single bond.

Generally, the experimentally observed size-and-shape dependence of a detectable quantity
follows a scaling relation. Equilibrating the scaling relation with the BOLS prediction, Eq. (12),
one has:

Q
�
Kj

�
�QðNÞ ¼

�
bK�1

j ðmeasurementÞ
QðNÞ �Dqj ðtheoryÞ ð13Þ

where the slope bhQðNÞ � Dqj � Kj ¼ QðNÞ �
P

i�3 tciDqi=q0yconstant is the focus of
various modeling attempts. The Djq f Kj

�1 varies simply with the gij(t, Kj, ci) if the functional
dependence of q(zi, ci, m) on the atomic CN, bond length, and bond energy is given.

Physical quantities of a solid can normally be categorized as follows:

(i) Quantities that are related directly to bond length, such as the mean lattice constant,
atomic density, binding energy, and length of transporting free path.

(ii) Quantities that depend on atomic coherency, EB;i ¼
P

zi Ei ¼ ziEi, such as self-organiza-
tion growth, thermal stability, Coulomb blockade, critical temperature for liquidation,
evaporation and phase transition of a nanosolid and the activation energy for atomic dis-
location, diffusion, and bond unfolding [127].

(iii) Properties that vary with the binding energy density in the relaxed continuum region such
as the Hamiltonian that determines the entire band structure and related properties such as
band gap, core-level energy, magnetization, and phonon frequency. The binding energy
density is proportional to the single bond energy Ei because the number of bonds per
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circumferential area between neighboring atomic layers in the relaxed region does not
change.

(iv) Properties related to the electron affinity such as reactivity, toxity, and ionicity.
(v) Properties that are contributed from the joint effect of the binding energy density and

atomic cohesive energy such as mechanical strength, Young’s modulus, surface energy,
surface stress, extensibility and compressibility of a nanosolid, as well as the magnetic
performance of a ferromagnetic nanosolid.

(vi) Transport dynamics and scattering process such as thermal conductivity and electric con-
ductivity, relate to the depth of trapping potential well. The localized and depressed po-
tential well will govern the transport processes.

Therefore, if one knows the functional dependence of the q on atomic separation or its de-
rivatives, the size dependence of the quantity Q is then definite. This approach means that one
can design a nanomaterial with desired functions based on the prediction as such by simply tun-
ing the shape and size of the solid.

2.4. Summary

We have addressed the event of atomic CN imperfection and its effect on the bond
length and bond strength of the under-coordinated atoms and the effect of chemical reaction
with atoms of electronegative elements. In using the BOLS correlation, one needs to con-
sider the cohesive energy per bond or per discrete atom when dealing with thermally acti-
vated process such as phase transition and crystal growth. One also needs to consider the
binding energy density in the surface skin region when dealing with the Hamiltonian of the
system that dictates the change of the entire band structure of a nanosolid. Some properties
such as mechanical strength and magnetization and both atomic cohesion and energy den-
sity come into competition. An additionally depressed trapping potential well near the sur-
face is critical in transport dynamics. As we know, the performance of a material is
determined by the bond and band structures. Chemical reaction with electronegative addi-
tives also affects the bond length and the DOS in the valence band [3]. In the following
sections, we will apply the BOLS premise to available experimental and theoretical obser-
vations towards consistent insight into the size and shape induced property change of nano-
solids, aiming at predictable design and controllable growth of nanostructures with designed
functions.

3. Surface relaxation and nanosolid densification

3.1. Surface relaxation

3.1.1. Monolayer relaxation
There exists sufficient evidence for the bond contraction in the skin of a flat surface (see sam-

ples in Table 2). For instance, LEED and density functional theory (DFT) investigations revealed
some 10% reduction of the first layer spacing (d12) of the hcp ð1010Þ surface of Ru [128], Co [129]
and Re [130]. The d12 of diamond (111) surface was reported to be w30% smaller than the (111)
spacing in the bulk with a substantial reduction of the surface energy [131]. It has been discovered
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[132], with VLEED that the OeCu bond contraction (from 4% to 12%) forms one of the four es-
sential stages of the OeCu(001) bond forming kinetics and, about 10% OeCu bond contraction
for the OeCu(110) surface is necessary [133e135]. A 12e14% contraction of TiCrN surface has
been confirmed by measuring the enhanced surface stress and Young’s modulus of TiCrN films
[136]. Theoretical calculations [137] confirmed that the interatomic distance drops significantly
associated with rise of cohesive energy per bond as the dimensionality decreases from three to
one for Ag, Au and Cu nanosolids, as shown in Fig. 8.

However, the d12 of the Be(0001) and Mg(0001) surfaces and the dimer bonds of the II-b
elements of Zn, Cd, and Hg have been reported to expand. With a reduction of Se grain
size from 70 to 13 nm, the a lattice was found to expand by 0.3%, but the c lattice spacing
decreases slightly, and the unit-cell volume increases by about 0.7% at D¼ 13 nm [138].
The reported expansion appears not in line with notations of Goldschmidt and Pauling
who emphasized that the global bond contraction depends uniquely on the reduction
of atomic CN and it is independent of the bond nature and the constituent elements
(Appendix A).

3.1.2. Multilayer relaxation
In some numerical calculations and diffractional data optimizations, bond contraction and

expansion coexist, extending to more than 10 atomic layers in depth for a number of clean
metals though the physical ground is ambiguous [144]. For instance, calculations suggested
that [145] atomic relaxations on the stepped Ag(410) and Cu(320) surfaces extend several
layers into the bulk with a non-uniform character in damping magnitudes of interlayer relaxa-
tions. LEED analysis for Ag(410) initially suggested [146] that there was no measurable

Table 2

Bond length relaxation for typical covalent, metallic and ionic solids and its effect on the physical properties of the

corresponding solid or surface

Bond nature Medium c1¼ d1/d0 Effect

Covalent Diamond {111} [131] 0.7 Surface energy decrease

Metallic hcp ð1010Þ surface of

Ru [128], Co [129], and Re [130]

Fe-W, Fe-Fe [139]

Fe(310) [140], Ni(210) [141]

Al(001) [142]

Ni, Cu, Ag, Au, Pt and

Pd dimer [112]

Ti, Zr [109]

V [109]

0.9

0.9

0.88

0.88

0.85e0.9

0.7

0.6

Atomic magnetic momentum

enhancement by (25e27)%

Cohesive energy rises by 0.3 eV

per bond

Single bond energy increases

by 2e3 times

Ionic OeCu(001) [132] 0.88e0.96

100% rise in hardness

OeCu(110) [133] 0.9

NeTi/Cr [136] 0.86e0.88

Extraordinary cases (Be, Mg) (0001) surface Zn, Cd, and

Hg dimer bond [109], Nb [143]

>1.0 No report is available about its

effects on physical properties

d0 and d1 are the bond lengths for atoms inside the bulk and for atoms at the surface, respectively. The c1 is the bond-

contraction coefficient that varies from source to source.
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relaxation of the interlayer spacings. However, later analysis of the same set of LEED data
showed a 36% contraction for d23 and 18% expansion for d34. Theoretical calculations sug-
gested that 11.6, 5.3, and 9.9% contraction for the top three interlayer separations of
Ag(410) are followed by lattice expansion of 2.1% and 6.7% for the subsequent two interlayer
spacings. Investigations [147] of the temperature dependence of the first three interlayer spac-
ings of Ag(110) using LEED and DFT and molecular dynamics (MD) calculations suggested
that the d12 contracts by 8% at 133 K and by 0.2% at 673 K associated with Debye temperature
rise from 150� 65 K to 170� 100 K compared with the bulk value of 225 K. For a Cu(320)
surface, 13.6% and 9.2% contractions of the first two interlayers are followed by an expansion
of 2.9%, and then an 8.8% contraction, and finally a 10.7% expansion for the subsequent three.
The d12 of the Au(110) surface is reduced by 13.8%, the d23 is expanded by 6.9%, and finally
the d34 is reduced by 3.2% [148]. On the other hand, LEED measurements of Cu(320) revealed
a 24% contraction for d12 and 16% contraction for d23, followed by 10% expansion for d34.
Therefore, physical constraints may be necessary to specify a unique solution from the numer-
ous solutions given by pure mathematics as numerous adjustable parameters are involved. Ac-
cording to the BOLS correlation, the surface bond contracts by 12% if we take the effective CN
of four, which agrees with most reported cases.

Fig. 8. DFT calculation of the bond-lengthestrength relation for bulk fcc crystals and straight atomic chains [112]. The

bond length contracts and the binding energy per bond in the chains are about 2e3 times that of the bulk fcc crystals,

which complies with the current BOLS correlation albeit the absolute amounts of variation.
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3.2. Nanosolid densification

3.2.1. Observations and interpretations
For an isolated nanosolid or a complex consisting of highly dispersed nanosolids, the

measured lattice constants are often found to contract while for a nanosolid embedded in
a matrix of different materials or passivated chemically, they may expand [149]. For exam-
ple, oxygen chemisorption could expand the first metallic interlayer by up to 10e25% due
to the penetration of oxygen atoms into the interlayer spacing for tetrahedron formation [3].
Lattice expansion in nanocrystalline copper due to size and surface effect has also been ob-
served [150]. A 0.4 nm thick Ni surface oxide skin has caused the lattice expansion and MS

suppression of Ni nanosolids in the diameter range of 6e27 nm [151,152]. The magnetiza-
tion of 16-nm La0.7Sr0.3MnO3 nanoparticles is significantly lower than that of a bulk sample
[153]. Using extended XAFS, Montano et al. [154] measured the nearest-neighbor distance
for silver particles of 2.5e13 nm sizes isolated in solid argon and found a noticeable con-
traction of the nearest-neighbor atomic distance. Lamber et al. [155] have measured the lat-
tice contraction of Pd particles of 1.4e5.0 nm sizes using LEED. Mi et al. [156] resolved
an offset of high-resolution TEM diffraction patterns of 14 nm FePt nanoparticles embedded
in an amorphous carbon matrix, which corresponds to 4% contraction of lattice constant.
XRD measurements [157] revealed that the mean lattice constants of Sn and Bi nano-
particles contract with decreasing the particle size and the absolute amount of contraction
of the c-axis lattice is more significant than that of the a-axis lattice, showing anisotropy
of lattice contraction. Using XRD, Reddy and Reddy [158] measured w8% contraction
of the lattice parameter of a 12.5 nm sized ZnMnTe nanosolid. GAXRD studies of the as-
deposited Pd overlayer on the hydrogen-induced changes in the Gd switchable mirrors
reveal a positive shift in the XRD peak position indicating lattice contraction with decrease
in Pd nanoparticle size [159]. Extended XAFS investigation revealed that the CueCu
distance in copper nanosolids with 0.7e1.5 nm mean diameter contracts with size in
a D�1 way and the CueCu dimer bond is reduced by 13% from 0.2555 to 0.221 nm of
the 0.7 nm-sized particle [160].

In comparison, an effective-medium theory approximation [161] suggested that the bond
lengths of small (100e1000 atoms) Cu particles at various temperatures suffer only slight
changes. DFT calculations [162] predicted that the atomic distance of Ge and Si expands in
the central sites while the bond length contracts in the surface skins, and therefore, the mean
lattice constants of the whole Ge and Si nanosolids are smaller than the bulk values. Recent
calculations conducted by Liu et al. [163] suggested that the mean layer spacing of atomic clus-
ters containing 7e617 atoms contract monotonically with size. The extent of contraction de-
creases when the cluster size is increased. In DFT calculations, Kara and Rahman [161]
found that distances between neighboring atoms of Ag, Cu, Ni, and Fe in different CNs follow
a strong bond-orderebond-length correlation. The bond lengths of Ag, Cu, Ni, and Fe diame-
ters are 2.53, 2.22, 2.15, and 2.02 Å [164], being shorter than the nearest-neighboring atomic
distances in their respective bulk by 12.5% for Ag, 13.2% for Cu, 13.6% for Ni, and 18.6%
for Fe.

Mechanisms for the nanosolid densification are quite controversial. The lattice contraction
was previously ascribed to the effect of hydrostatic pressure arising from surface stress [165]
and the intrinsic compressibility of the material [154,166e168]. The central lattice expansion
is expected to be the consequence of surface oxidation. The mean lattice strain is also
explained in terms of incorporation of impurities like hydrogen, carbon, and oxygen, or
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pseudomorphism in the case of crystalline supports [155]. Nanda et al. [169] adopted
a liquid-drop model to illustrate the lattice strain and indicated that the anisotropic lattice
contraction in Bi and Sn arises from the anisotropy of both the compressibility and the
thermal expansion coefficient of the corresponding bulk counterpart in the c and in the
a axes. Jiang et al. [170,171] developed a model for the size-induced lattice contraction based
on the LaplaceeYoung’s equation and the size dependence of the solideliquid interfacial
energy. Yu et al. [157] attributed such lattice variation to the super-saturation of the
vacant lattice sites inside the particle. Reddy and Reddy [158] suggested that both the
atomic density and the refractive index in the core region are higher than those in the surface
skin. Both the atomic density and the refractive index slowly decrease as one moves away
from the center of the solid to the surface. Nevertheless, from numerical point of view, all
the modeling arguments could fit the experimental data well despite different physical
origins.

Actually, surface stress and surface energy result intrinsically from, rather than in,
the bond contraction as no external pressure is applied to the surface. For instance,
the compressibility that is the inverse of Young’s modulus and the thermal expansion
coefficient

b¼�1

V

�
vV

vP
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T

¼
�
�V

v2u

vV2
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��1

¼ Y�1; a¼ 1

V

�
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P
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are intrinsic properties of a solid and they depend functionally on the interatomic interaction
and atomic size. These measurable quantities describe the response of the lattice (V f d3) to
the external stimuli such as pressure, DP, or temperature change, DT.

DV

V
¼ 3

Dd

d
¼
�

b�DP
a�DT

The external stimulus simply provides a probe detecting the responses: compression or ex-
pansion. It may not be applicable to assume a constant compressibility or a constant thermal
expansion coefficient when dealing with a nanometric solid. In fact, the surface stress and in-
terfacial energy are derivatives of the binding energy that is enhanced at the surface by the
spontaneous process of bond contraction. Therefore, the fact of surface atomic density increase
with reduced particle size could explain the lattice and property change of a nanosolid, as at the
lower end of the size, no ‘core interior’ remains.

3.2.2. BOLS consideration
The BOLS correlation mechanism indicates that the contraction of the mean lattice constant

of the entire solid originates from the CN imperfection induced bond shortening in the surface
region and the portion of surface atoms of the entire solid, which can be easily derived in
a core-shell structure as follows:

(
d ¼ d0½1þDd�
Dd ¼

P
i�3 gijðci� 1Þ< 0

ð15Þ
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The BOLS consideration is compared with other analytical models for the mean lattice con-
traction as follows [169,170]:

Dd
�
Kj

�
d0ðNÞ

¼

8<:
Dd ðBOLSÞ
�ð2bsÞ=

�
3Kj

�
ðliquid-dropÞ

�ðbgseld0Þ1=2
=Kj ðsurface-stressÞ

ð16Þ

where b is the compressibility and s the surface stress of the corresponding bulk solid.
gsel¼ (2d0SvibHm)/(3VRj) is the solideliquid interfacial energy, which is a function of the
bulk melting enthalpy, Hm, and molar volume, V, and the vibrational part of melting entropy,
Svib. All the models fit the measured data numerically well for solids larger than a critical size.
The relative change in the mean lattice constant of a particle in the present BOLS premise sim-
ply depends on the gij and the bond-contraction coefficient ci without needing other quantities
that may vary with the solid size.

With a given shape and size and the known atomic diameters of the constituent atoms of
a nanosolid, one can easily predict the lattice contraction of the nanosolid using Eq. (15). In
the particular ZnMnTe case [158] in which the nanosolid was assumed as a spherical dot
with diameter D, the diameters of the constituent atoms are taken as 0.1306(Zn),
0.1379(Mn), and 0.1350(Te) nm, and the effective CN of the outermost three atomic layers
are taken as 4, 6, and 8, respectively. Results calculated agree fairly well with the observation
(w8% contraction for 12.5 nm sized ZnMnTe solid) and show that the lattice constant reaches
its bulk value only when the solid dimension is sufficiently large. At the lower end of the size
limit, the mean lattice contraction of the solid approaches the value for a dimer bond of the
same atomic constituents. Furthermore, predictions based on the BOLS premise also agree
with the observed trends of lattice contraction for ZnS:Mn films [172] and Sn and Bi nanopar-
ticles [157]. Measurements [164] show that the Ag-Ag atomic distance becomes shorter than
the bulk value for the 2.0, 2.5, and 3.5 nm sized Ag crystals. For the 5.0 nm crystal, 60% of
the atoms have the bulk value but 40% have a shorter atomic distance. Consistency between
predictions and observations of lattice contraction for a number of metals has been achieved
as shown in Fig. 9. One can see that the average atomic distance for the three elements, Ag,
Cu, and Ni, is shortened by as much as 1.6e2.0% for small nanocrystals and about 0.6% for
relatively larger ones, as compared to the bulk value. In the current approach using the dimen-
sionless form of size, Kj, as the lateral axis, the observed anisotropy of Bi lattice contraction
does not exist if one considers the relative change of c and a axes, Da/a and Dc/c, instead of
the absolute amount of variation.

3.2.3. Further evidence: strain induced stiffness
Discrepancy on the mechanism for structural deviations in nanoparticles remains because

the deviation is hard to resolve experimentally. Theoretically, nanoparticles have bulk-like in-
terior structure [180] with surface relaxation [163,181] in a manner comparable to that of bulk
surfaces. However, classical and quantum MD simulations have suggested that disorder may
pervade throughout nanoparticles [182,183]. Combining the pair distribution function (PDF)
derived from wide-angle X-ray scattering and EXAFS analyses, Gilbert et al. [184] investigated
the intermediate-range order in 3.4� 0.3-nm-diameter ZnS nanoparticles. They found the
structural coherence loss over distances beyond 2 nm rather than at 3.4 nm. Fig. 10 shows
that the PDF for real ZnS nanoparticles is distinct from that of ideal ZnS nanoparticles in
the following aspects [184]:
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(i) The PDF peak intensity of the first shell is lower than that for the ideal case.
(ii) The intensities of the PDF peaks at higher correlation distances diminish more rapidly

than the ideal nanoparticle.
(iii) PDF peak widths are broader in the real nanoparticle.
(iv) The PDF peak positions are shifted closer to the reference atom. The shift is more appar-

ent at r¼ 1.0 nm and 1.4 nm (shortened by 0.008 and 0.02 nm, respectively), indicating
a contraction of mean bond length of the nanoparticle.
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Fig. 9. Comparison of BOLS predations with measured size dependence of mean lattice contraction of (a) Al [173], Ni

[164], Pd [155], and Pt [174]; (b) Ag-01 [168], Ag-02 [164], Ag-03 [154], Au-01 [166], Au-02 [175]; (c) Bi-a-01 [157],

Bi-a-02 [176], Bi-c [157]; and (d) Cu-01 [177], Cu-02 [178], and Cu-03 [164] nanoparticles. (e) Thickness dependence

of lattice constant of Pr2O3 films on Si substrate [179]. No anisotropy is present when using Da/a and Dc/c to calibrate

the Bi lattice contraction.
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The frequency of lattice vibration for the ZnS nanoparticles is measured to increase from the
bulk value of 7.12� 1.2 to 11.6� 0.4 THz, implying bond stiffening.

The findings of ZnS nanosolid straining and stiffening agree appreciably well with the
BOLS prediction suggesting that the surface relaxation is dominantly caused by atomic CN re-
duction, and therefore, PDF intensity weakening or diminishing results from the volume loss of
high-order CN atoms. The PDF peak shifting and broadening arise from the broad range of
bond contraction in the outermost two or three atomic layers and the non-uniformity of nano-
solid sizes. As the XRD and the EXAFS present statistic information from a collection of nano-
solids, one could only tell the existence of structure deviation but hardly conclude whether the
structure distortion arises from surface skin or from the core region. However, the diameter dif-
ference of (3.4e2.0) 1.4 nm coincides with the thickness of the skins composing the outermost
atomic capping and surface layers [185] (3� 2� 0.255 nm) of which atoms are subject to CN
imperfection. Compared with the PDF of an amorphous solid of which the structure coherence
extends only to a couple of atomic distances [126], the detected PDF of ZnS nanosolid coin-
cides with the core size of the measured solid. Therefore, the surface layers should dominate
the bond length distortion. As illustrated in the next section, the strengthening of the shortened
bonds is responsible for the stiffening of the entire nanosolid. The difference between a solid
composed of nanoparticles and a solid in an amorphous state is the distribution of atoms with
CN imperfection. For the former, under-coordinated atoms are located at the surface; for the
latter, they distribute randomly inside the solid and the distribution of CN imperfection is sen-
sitive to processing conditions. In collecting statistical information, the low-CN atoms contrib-
ute identically irrespective of their locations. It is anticipated that the PDF correlation length, or
core size, increases with solid dimension and further verification by measuring different sizes
would provide affirmative evidence for the shell strain induced stiffness.

3.3. Impact of bond-order loss

The bond-order loss induced bond contraction at a surface has indeed enormous effects on
various physical properties of a nanosolid because of the localization and densification of

Fig. 10. Comparison of the pair distribution function of ZnS bulk solid, calculation for ideal nanosolid and the measure-

ment for real nanosolid show the cohesive length loss of nanosolid [184].
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electrons and energies in the surface skins and the lower atomic coherency, as addressed earlier.
Besides the magnetic enhancement [139e141], the relaxation of Al, Ag, Cu, and Pd surfaces
has been found to lead to a shift in the frequencies of the surface states and to a change in
the number and localization of the states [186]. For Ag nanocrystals, densification stiffens
the atomic force constants by up to 120% when compared to that for bulk silver [164]. The
vibrational energy and the heat capacity of the step and the terrace atoms on the Cu(711) sur-
face are sensitive to the local atomic environment, and vibrational contribution to the excessive
free energy of the step atoms near room temperature is a significant fraction of the kink forma-
tion energy [187]. The Al(001) surface relaxation expands the bandwidth for the relaxed mono-
layer by 1.5 eV compared with the value for the bulk-truncated monolayer with 0.3 eV
enhancement of atomic cohesive energy [142]. The lattice constant of Au nanoparticles capped
in n-dodecanethiol contracts by 1.4%, 1.1% and 0.7% with an association of 0.36, 0.21, and
0.13 eV 4f-core-level shift for 1.6, 2.4, and 4.0 nm sized Au particles, respectively [188].
Therefore, the impact on physical properties of atomic CN imperfection and the associated
bond-strength gain is indeed enormous especially for a system with a large portion of under-
coordinated atoms.

4. Mechanical strength

4.1. Surfaces

4.1.1. Outstanding models
4.1.1.1. Surface stress and surface energy. Surface stress (P), being the same in dimension to
hardness (H ), reflects the internal energy response to volume strain at a given temperature.
Hardness is the ability of one material to resist being scratched or dented by another. The
former often applies to the elastic regime while the latter to plastic deformation. Surface stress
is an important concept, which links the microscopic bonding configuration at an interfacial
region with its macroscopic properties [189,190], such as the threshold of cold-
cathode field emission in carbon [191]. The stress also plays a central role in the thermodynam-
ics and acoustics of solid surfaces. During the past decades, increasing interest has been paid to
processes that are strongly influenced by surface stress effects such as reconstruction and relax-
ation, interfacial mixing, segregation, and self-organization at solid surfaces. However, surface
stress and hardness are not so easily determined at the atomic scale, and there is no theory that
could tell us how to arrange atoms to make a hard structure. Therefore, detailed knowledge un-
derlying the atomistic processes of surface stress is highly desirable [189,190].

Comparatively, surface energy (g) representing a fundamental material property is normally
defined as half the energy needed to cut a given crystal into two halves. As such, the surface
energy naturally depends on the strength of the bonding and on the orientation of the surface
plane. Despite its importance, the value of surface energy is difficult to determine experimen-
tally. Most of the experiments are performed at high temperatures where the surface tension of
the liquid is measured, and the results are extrapolated to 0 K. This kind of experiment contains
uncertainties of unknown magnitude [192] and corresponds to the g value of an isotropic crystal
only [193]. Documented data determined by the contact angle of metal droplets or from peel
tests conflict one another. Errors can be induced by the presence of impurities or by mechanical
contributions, such as dislocation slip or the transfer of material across the grain boundaries
[194].



30 C.Q. Sun / Progress in Solid State Chemistry 35 (2007) 1e159
Numerical attempts have been made to calculate the g values of metals using ab initio
techniques [193,195,196], tight-binding parameterizations [197], and semi-empirical methods
[198]. The g values, work functions, and surface relaxation for the whole series of bcc and
fcc 4d transition metals have been studied using the full-potential (FP) linear muffin-tin orbital
(LMTO) method in conjunction with the local-spin density approximation to the exchange-
correlation potential [195]. In the same spirit, the values of g and work function of
most elemental metals including the light actinides have been calculated using Green’s
function and the LMTO method [196,199]. A documented database shows a mean deviation
of 10% for the 4d transition metals from FP methods [193]. In conjunction with the pair-
potential model [200], the database has been further extended to estimate the formation
energy of monatomic steps on low-index surfaces for an ensemble of the bcc and fcc metals
[193].

The traditional broken-bond model is often used to estimate the g values of the transition
and the noble metals with different facets [148]. The simplest approach to estimate the g

values at T¼ 0 K is to determine the broken-bond number z(hkl )¼ zb� zS for creating a sur-
face area by cutting a crystal along a certain crystallographic plane with a Miller index (hkl )
where zS is the CN of a surface atom and zb the corresponding bulk one. Galanakis et al.
[148] investigated the correlation between the broken bond and the surface energy of noble
metals using two different full-potential ab initio techniques. They introduced a simple rule
based on the number of broken nearest-neighbor bonds to determine the surface energies of
Cu, Ag, and Au metals. The physical argument for the bond-broken rule is derived from
a tight-binding approximation, which relates the surface energy to the atomic cohesion
energies. In a nearest-neighbor TB model, the g value for a transition metal surface is given
by [148]

gy
WS�WB

20
ndðnd � 10Þ

where nd is the number of d-electrons. WS and WB, being the bandwidths for the surface
and bulk DOS, are assumed to have rectangular forms. The g value of the Au(110)
surface was calculated to be reduced by 6.5% compared with the energy in the bulk region
[148].

Using the Kelvin equation [201], the relation between the atomic cohesive energy,
EB, and the activation energy, EA(N ), for removing an atom from a nanosolid is given
as [202]

8>><>>:
PsðDÞ
PsðNÞ

¼ exp

�
4gma

rPkBTD

�
; ðKelvinÞ

EAðNÞ ¼ EB�
2pd2g

3N1=3
; ðEA�EBÞ

ð17Þ

where Ps(D) and Ps(N) are the vapor pressures of the nanosolid and the corresponding bulk
surface, respectively; ma is the atomic mass, and rP is the mass density of the particle. Nanda
et al. [203] developed a method based on this approach to determine the g value of Ag and PbS
nanosolids by measuring the onset temperature (Tonset) of evaporation:
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Using EB¼ 2.95 eV and d0¼ 0.158 nm, a g value of 7.37 J m�2 has been derived by analyz-
ing the measured size-dependent Tonset of free-standing Ag nanosolids, which is 5e6 times
higher than that of the bulk value, though this value might be overestimated [204].

Multiplying the broken-bond number with the cohesion energy per bond Eb¼ EB/zb in the
bulk for the non-spin-polarized atom at 0 K, g is also suggested to follow [190]

g¼ ð1� zs=zbÞEB ¼ Ebðzb� zsÞ ð19Þ

where g corresponds actually to the energy loss due to CN reduction, which is always lower
than the cohesive energy of the bulk atom. On the other hand, the broken-bond rule seems
to contradict the basic knowledge about the electronic structure since EB, in general, does
not scale linearly with zS. Nevertheless, the above estimation provides the order of magnitude
of g and shows a possible relationship between g and atomic binding strength. Despite the ab-
sence of verification from experiments, such a rule has been used to give a reasonable descrip-
tion of the g value of Al [148].

In the second-moment TB approximation, the width of the local DOS on an atomic scale
with zS, leads to an energy gain that is proportional to

ffiffiffiffi
zS
p

due to the lowering of the occupied
states [205]. Neglecting the repulsive terms, the energy per nearest neighbor is then propor-
tional to

ffiffiffiffi
zS
p

. By assuming that the total crystalline energy is a sum of contributions from
all bonds of an atom, the surface energy is suggested to follow the relation [205]:

gy
�

1�
ffiffiffiffiffiffiffiffiffiffi
zs=zb

p �
EB ð20Þ

According to this model, the rearrangement of the electronic charge does not practically
change the nature of the remaining bonds when one bond is broken. Thus, the energy needed
to break a bond is independent of the surface orientation, so that the g value is proportional to
the square root of the number of the nearest-neighbor broken bonds.

Eq. (19) or (20) has been widely used to estimate the g value of a surface. However, Eq. (19)
fails to consider the variation of bond strength with CN reduction, while Eq. (20) is less com-
plete because only attractive forces are taken into account [195]. Namely, Eq. (19) neglects
while Eq. (20) overestimates the effect of relaxation on g when the g value is directly related
to the number of broken bonds. Neither of them could alone give satisfied predictions for g

values in comparison with the experimental and theoretical results [195]. To obtain a more
general expression, Jiang et al. [206] assumed that an average of Eqs. (19) and (20) could
make up the deficiency of each. Thus, the g values may be determined by averaging them with-
out requiring an estimate of the relaxation energy. They also considered the contribution from
the high-order CN to the bond energy and suggested a form

g¼

h
2� zs=zb� ðzs=zbÞ1=2

i
þ l
h
2� z0s=z0b�

�
z0s=z0b

�1=2
i

2þ 2l
EB ð21Þ

where the prime denotes the next-nearest CN of the surface atoms and l is the total bond
strength ratio between a next-nearest neighbor and a nearest neighbor [207]. The approach ap-
parently improves the values of both of them [206].
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4.1.2. BOLS consideration

4.1.2.1. Surface energy. Apparently, the approaches mentioned above give inconsistent trends
of surface energy change compared with the bulk binding energy because of the difference in
definition. Actually, Kelvin’s equation describes energy density in the surface region while the
bond-broken arguments describe energy loss upon surface formation. Kelvin’s equation sug-
gests an elevation while the broken-bond arguments suggest a suppression of the surface en-
ergy. The key problem is the clarification of surface energy. It must be clear that the surface
energy is the (i) energy density in the surface skin of a couple of atomic layers, (ii) cohesive
energy of the under-coordinated surface atoms, or (iii) energy loss due to bond number loss.
The different definitions will lead to different values of g change.

We should prefer the definition of surface energy as the energy density in the surface skin.
The fact of surface bond contraction and its effect on the bond energy may provide us with the
possible physical origin for surface energy and interfacial stress, even if it is an effect of chem-
ical passivation. As the number of bonds in the relaxed region does not change apparently, the
surface energy, or the binding energy density in the relaxed region, should increase by:

gi ¼ Ei=d3
i ¼ gc

�ðmþ3Þ
i

Dgi=gyc
�ðmþ3Þ
i � 1> 0

ð22Þ

For a defect-free metallic surface (m¼ 1), the surface energy is expected to increase by
0.88�4�1y67% in magnitude, if we define the surface energy as the energy density in the re-
laxed outermost surface region.

4.1.2.2. Young’s modulus and surface stress. Young’s modulus (Y ) is the stress of a material
divided by its strain in the elastic deformation region, meaning physically how much the ma-
terial yields for each kilogram of load put on it. The Y and P at a surface can be expressed as
functions of the binding energy, Eb, volume, v, and the atomic distance, d. They share the same
dimension:

8><>:
P ¼�vuðrÞ

vv

				
r¼d

Y ¼ v
vP

vv
¼ v

v2uðrÞ
vv2

				
r¼d

9>=>;fgif

8><>:
Ei

d3
ðT	 Tm;iÞ

hiðTmi� TÞ
d3

ðotherwiseÞ
ð23Þ

The relative change of the local Yi, Pi and gi shares a commonly dimensionless form at
T	 Tmi:

DYi

Y
¼ DPi

P
¼ Dgi

g
¼
�

c
�ðmþ3Þ
i � 1 ðT	 TmiÞ
½h1iðTmi� TÞ=h1bðTmb � TÞ�c�3

i � 1 ðotherwiseÞ ð24Þ

This relation implies that the Y, the P and the g at a surface be higher than the bulk values
because of the strength gain of the shortened surface bond at temperatures, ideally, far below
the melting point. However, at a temperature that is sufficiently high, the situation may change
because the h1i is larger than h1b but Tmi is lower than Tmb. The competition between the h1i and
the Tmi� T determines the mechanical strength of a surface [205]. The di is also subject to
change under thermal expansion, mechanical stretching or pressing:
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di ¼ d� ciðzÞ � ð1þ aTÞ � ð1þ bPÞ

One may note that the Young’s modulus describes the elasticity while its inverse, or the ex-
tensibility or compressibility, covers both the elastic and plastic deformations. However, any of
the elastic or plastic processes is related to the process of bond distortion with energy consump-
tion (integrating the area in the stress vs. strain plot). No matter how complicated the actual
process of deformation (with linear or nonlinear response) or recovery (reversible or irrevers-
ible) is, a specific process consumes a certain portion of bond energy, and the exact portion for
a specific process does not come into play in the numerical expression for the relative change.
Therefore, relations (23) and (24) are valid for any substance in any phase such as the gaseous,
liquid, or solid state and any scale as well, as they are dimensionless quantities. It might not be
appropriate to think about the stress of a single atom but instead the stress at a specific atomic
site.

There is massive evidence for the surface-enhanced mechanical strength of inorganic thin
films. An examination of the hardness (also stress) and the Young’s modulus using nanoinden-
tation revealed that the surface of the TiCrN thin film (2 mm thick) is 100% higher than its bulk
value [136]. The same trend holds for amorphous carbon [209] and AlGaN surfaces [210]. Ni
films also show maximal hardness in w5 nm depth of the surface, though the peak maxima
vary with the shapes of nanoindentor tips [211]. Low-dielectric thin films also show 2e3 times
higher value of hardness and Young’s modulus near the surface at the ambient temperature.
When the measuring temperature rises, the stress drops and changes from tensile to compres-
sive [212]. However, the Y values for the polymer nanostructures drop with size according to
the relation Y¼ 0.014 ln(x)þ 0.903� 0.045 [213], with x being the particle size. The Y-
suppression indicates the importance of the (Tm� T ) contribution in determining the size effect
on mechanical strength. The Tm of organic material is much lower than that of inorganic
systems.

Solving Eq. (24) with the measured value of DP=P ¼ ð50� 25Þ=25 ¼ 1 in Fig. 11
gives rise to the ci values of 0.860 and 0.883 associated with m¼ 3 and 4, respectively.
Lower P values were also observed in measurement, which arise from grain boundaries
or from sites near defects. Fig. 12 shows the indentation profiles of N doped tetrahedron
carbon films [214]. The thickness dependence of both the Y and the P follows a similar
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Fig. 11. Nanoindentation hardnessedepth profile for TiCrN [136] and GaAlN [210] thin films. The peak shift corre-

sponds to the surface roughness (Ra¼ 10 nm as confirmed by AFM).
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trend and that is independent of the nitrogen content, showing the validity of relation (24),
though the Young’s modulus is defined for the elastic deformation and the hardness is for
plastic deformation. Fig. 13a shows the indentation depth dependence of the hardness of
Ag, Ni, Cu, Al, a2-TiAl, and g-TiAl films [215]. The measured strain-gradient plasticity
was explained in terms of the material characteristic length that depends functionally on
quantities of the Burger’s vector, the shear modulus, and the material reference stress.
Fig. 13b compares predictions with the theoretically calculated thickness dependence of
Young’s modulus for Ni-I and Cu-I [216], Ni-II, Cu-II, and Ag [217] thin films by summing
Eq. (24) over the top three atomic layers. Agreement is reached with z1¼ 4, z2¼ 6, and

Fig. 12. Nitrogen partial pressure dependence of (a) the hardness and (b) Young’s modulus of ta-C:N films versus pen-

etration depth measured using a continuous stiffness method [214].

Fig. 13. (a) Comparison of indentation size effect. The hardness H is normalized by its value, H1000, at a depth of

1000 nm [215]. (b) Agreement between predictions and theoretically calculated size dependence of the Young’s mod-

ulus of Cu-I and Ni-I, Ni-II and Cu-II and Ag thin films [216,217].
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m¼ 1 for the pure metals. At the thinnest end (two atomic layers), the Young’s modulus of
Cu is 100% higher than the bulk value, which agrees with the values measured for a TiCrN
surface.

4.2. Nanospheres

By squeezing Si nanospheres of different sizes between a diamond-tipped probe and the sap-
phire surface, Gerberich et al. [25] measured that a defect-free silicon nanosphere with a diam-
eter of 40 nm is w3 times (50 GPa) harder than bulk silicon (12 GPa). The smaller the sphere,
the harder it was: spheres with a diameter of 100 nm had a hardness of around 20 GPa. For
comparison, sapphire has a hardness of about 40 GPa, and diamond 90e100 GPa. The silicon
nanospheres are comparable in hardness with materials such as nitrides and carbides,
which typically have hardness values in the range of 30e40 GPa. Fig. 14aec shows the loading
curves and the derived hardness of different particle sizes. Liu et al. [218] measured, as shown
in Fig. 14d, that the Y value of nanograined steel increases from 218 to 270 GPa associated
with lattice contraction from 0.2872 to 0.2864 nm in the grain-size range of 700 nm and
smaller.

Fig. 14. (a) Loadedisplacement curves for a Si particle with an original height of 50.3 nm exhibiting a strain reversal of

approximately 34%. (b) Loadedisplacement curves for a particle with an original height of 92.7 nm exhibiting a strain

reversal of approximately 19%. (c) Hardening curves for silicon nanospheres of various dimensions. The right-hand

column lists the particle radii [25]. (d) Correlation between the Young’s modulus and lattice constant of various planes

of nanograined steel [218].



36 C.Q. Sun / Progress in Solid State Chemistry 35 (2007) 1e159
The above-mentioned findings coincide with a recent flurry of activity in the nanotechnology
community, which has focused on the indentation size effect [25,219] and the mechanical be-
havior of small volumes [220,221]. Small volumes include mechanically milled iron powders
with hardness of 8.4 Gpa [222], and nanocrystalline composite films of TiN/Si3N4 reportedly
having hardness in the range of 20e100 GPa [223]. The hardness of Ti, Zr, and Hf carbide films
on a silicon substrate increases from bulk value of 18 GPa to 45 GPa when the film thickness
decreases from 9000 to 300 nm [224]. MD simulations [225] of 105e106 atoms of nanocrystal-
line aluminum under an applied stress of 2e3 GPa suggest that the stress is substantially higher
than can be sustained by their normal bulk counterparts, and they are believed to have unique
properties at least partially due to their small length scales. These seemingly widely disparate
material systems have a common thread in that line defects or dislocations in these refined mi-
crostructures are generated at very high pressures. In the process of testing, dislocations that are
generated and squeezed closely together result in extremely high internal stress, which is sug-
gested to be responsible for resisting plastic deformation in these fine microstructures. A single
edge dislocation has an elastic shear stress field distribution that could produce a stress of
nearly 3 GPa at a distance of 1 nm from the line. The consequences of these very high internal
stresses have potential for the design of superhard materials. Evaluation of such materials be-
comes in question, as substrate, contact area, or pressure effects represent confounding aspects
in measuring hardness.

The size-dependent hardness and the Young’ modulus enhancement at temperature far below
the Tm of the addressed samples are in good accordance with the BOLS prediction. From Eqs.
(23) and (24), one may realize that the factors enhancing the Y and P simultaneously are the
shortened bond length and the associated bond-strength gain. Atoms in the surface skin, or
at an interface, should dominate the hardness due to the atomic CN induced bond contraction
and bond-strength gain.

Applying m¼ 4.88 for Si in Eq. (24) gives immediately c1¼ (15� 1)% and the corre-
sponding z1 z 3.60� 0.25. The z1 is slightly lower than z1¼ 4 for a flat surface and the
c1 is slightly greater than that of the TiCrN flat surface (13� 1)%. The bond contraction
(from 0.263 nm to 0.23 nm) and band gap expansion (from 1.1 to 3.5 eV) of a Si nanorod
with the rod diameter reduction [48] is direct evidence of the BOLS correlation that could
consistently dictate the Young’s modulus and the hardness of Si nanosolids. For steel,
Liu et al. [218] proposed a functional dependence of Y value on the lattice constant, which-
agrees with the BOLS prediction of Y(D)/Y(N)¼ ci

�(mþ3) with m¼ 1 for metals. The ci

is estimated to be 94.8% according to the measured maximal Y value, as given in
Fig. 14d.

4.3. Compounds and alloys

Blending different types of atoms in a solid could enhance the hardness of the solid prefer-
ably in an amorphous state, to form the so-called high entropy materials [226]. Gao et al. [227]
proposed a formula based on the concept of ionicity to predict the hardness of several com-
pounds. Ionicity ( fi) is a measure of the degree of charge sharing: covalent bonds have the low-
est ionicity, and ionic bonds have the highest. The hardness, or the activation energy required
for plastic gliding, was related to the band gap EG. The hardness of a covalent solid is empir-
ically described as:
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�
Hv ¼ ANaEG ¼ 556Nad

�2:5
0 expð�1:191fiÞðGPaÞ

fi ¼ 1�E2
h=E2

G

where A is a constant coefficient and Na is the number of covalent bonds per unit volume. The
EG for a binary polar covalent system can be separated into both covalent or homopolar gap Eh

(¼39.74d0
�2.5) [228] and ionic or heteropolar gap C. The d0 is the covalent bond length in ang-

strom. Philips [229], Liu and Cohen [230], and Korsunskii and Pepekin [231] have proposed
another relationship for the bulk modulus B of a compound solid, which follows:

B¼ Nc=4� ð19:71� 2:20fiÞd�3:5
0 ðMbarÞ

Nc is the nearest atomic CN. The parameter fi accounts for the reduction in B arising from
increased charge transfer. The value of fi¼ 0, 1 and 2 for groups IV, IIIeV, and IIeVI solids in
the periodic table, respectively. For a tetrahedral system, Nc¼ 4, otherwise, the Nc is an average
of atomic CN. For diamond, fi¼ 0, d¼ 1.54 Å, and hence B¼ 4.35 Mbar, compared with an
average experimental value of 4.43 Mbar. This relationship was applied to BN and b-Si3N4

with corresponding prediction of B¼ 3.69 and 2.68 Mbar. Litovchenko [232] also derived
that the EG f d�2 and then the elastic modulus follows the relation Bfd�5. These predictions
stimulated tremendous interest in the experimental search for the superhard carbon-nitride
phase worldwide [233e236], as the diameter of an N atom is 0.14e0.148 nm shorter than
that of carbon in the CeC bond in a diamond.

In spite of the difference in the power index, �2.5, �3.5, �5, and �(mþ 3) in the current
approach, all the expressions indicate that shorter and denser chemical bonds as well as smaller
ionicity should favor hardness. In order to obtain a compound with large bulk modulus, one
must find such a covalent compound that has both shorter bond length and smaller ionicity,
and high compactness in atomic arrangement inside. Thus, the atomic CN imperfection induced
bond contraction should contribute directly to the hardness at the surface or sites surrounding
defects. Therefore, a nanometer sized diamond is expected to be 100% (0.88�5.56e1) harder
than the bulk nature diamond but the hardness should be subject to the inverse HallePetch
relationship [237].

4.4. Inverse HallePetch relation

The mechanical strengthening with grain refinement of crystals with mean grain size of
100 nm or bigger has been traditionally rationalized with the so-called T-unapparent Halle
Petch relationship (HPR) [238] that can be simplified in a dimensionless form:

P
�
xj;T

�
Pð0;TÞ ¼ 1þA0xj

The P(xj, T ) is the yield strength (or flow stress), and the slope A0 is an adjustable parameter
for data fitting. The xj¼ Kj

�1/2 and Kj are the dimensionless forms of size. P(0, T ) is the bulk
strength measured at the same T. The dimensionless form should be independent of processing
condition.

The pile-up of dislocations at grain boundaries is envisioned as a key mechanistic process
underlying the enhanced resistance to plastic flow from grain refinement. As the crystal is re-
fined from the micrometer regime into the nanometer regime, this process invariably breaks
down and the yield strength versus grain size relationship departs markedly from that seen at
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larger grain sizes. With further grain refinement, the yield stress peaks at a mean grain size in
the range of 10 nm or so in many cases. Further decrease in grain size can cause softening of
the solid, and then the HPR slope turns from positive to negative in the nanometer range, which
is called the inverse HallePetch relationship (IHPR).

There is a concerted global effort underway using a combination of novel processing
routes, experiments and large-scale computations to develop deeper insights into these phe-
nomena. It has been suggested that the grain boundaries consisting of under-coordinated
atoms contribute to the grain-boundary strengthening [239]. The strength maximum of Cu
at a grain size of 10e15 nm is attributed to a switch in the microscopic deformation mech-
anism from dislocation-mediated plasticity in the coarse-grain interior to grain boundary slid-
ing in the nanocrystalline regime [240,241]. An investigation of the flow stress of Ag clusters
[242] suggest that the dislocation density model governs the grain-size dependence of the
flow stress in the regime between 10 and 500 nm and that dislocation pile-up applies in
the regime of 500 nm or higher. A significant portion of atoms resides in the grain boundaries
and the plastic flow of the grain-boundary region is responsible for the unique characteristics
displayed by such materials [243]. In the HPR regime, crystallographic slips in the grain in-
teriors govern the plastic behavior of the polycrystalline, while in the IHPR regime, the plas-
tic behavior is dominated by the grain boundaries. During the transition, both grain interiors
and grain boundaries contribute competitively. The slope in the HPR is suggested to be pro-
portional to the work required to eject dislocations from grain boundaries [244]. Wang et al.
[245] proposed two mechanisms that influence the effective stiffness and other mechanical
properties of nanomaterials. One is the softening effect due to the distorted atomic structures
and the increased atomic spacings in the interface region, and the other is the baffling effect
due to the existence of boundary layers between the interface and the crystalline interior. The
mechanical performance of a nanocrystallite depends on the competition between these two
origins. Molecular dynamics simulations suggest that the IHPR arises from sliding-accommo-
dated grain-boundary diffusion creep [246]. The critical size depends strongly on the stack-
ing-fault energy and the magnitude of the applied stress [247]. However, the mechanism for
transition from grain interior to grain boundary is yet unclear. Unfortunately, an analytical
form for the IHPR was absent until recently when Zhao et al. [31] firstly modified the
HPR by introducing the activation energy that can be related directly to the Tm and to the
slope A0 [114].

Although there is a growing body of experimental evidence pointing to such unusual defor-
mation responses in the nanometer regime, the underlying mechanisms are not fully under-
stood. As pointed out by Kumar et al. [248], the physical origin of the IHPR has been
a long-standing puzzle and the factors that dominate the critical size at which the HPR transits
are yet poorly known.

It is possible to incorporate the BOLS correlation to the IHPR by considering the competi-
tion between the effect of bond-order loss on atomic cohesive energy and energy density in the
continuum skin region on the mechanical strength. Atomic cohesive energy determines the
temperature of melting at which the materials become extremely soft while the energy density
determines the hardness. Therefore, the surface is harder at low temperatures but melts easily. A
competition between the specific heat and the separation between the operation temperature and
the Tm(Kj) dictates the strength. The smaller the difference Tm(Kj)� T, the softer the nanosolid.
Explanations of the size and temperature effects on mechanical strength and extensibility of
nanosolid and the factors dominating the critical size for different materials have been reported
separately [208].
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5. Thermal stability

5.1. Cohesive energy

5.1.1. Definition
The cohesive energy of a solid (Ecoh) is an important physical quantity to account for the

binding strength of the crystal and is equal to the energy dividing the crystal into the individ-
ually isolated atoms by breaking all the bonds of the solid. The Ecoh is given as Ecoh(Nj)¼
NjEB¼NjzbEb, if no atomic CN imperfection is considered. The cohesive energy for a single
atom, or atomic coherency, EB, is the sum of the single bond energy Eb over all its atomic
CN, EB¼ zbEb, (or EBi¼ ziEi for the ith specific atom) for the specific atom.

The heat required for loosening an atom is proportional to the atomic EB that varies with, not
only the atomic CN, but also the CN reduction induced bond-strength gain. The under-
coordinated surface atoms will be less thermally stable than those inside the core interior
even though the strength gain occurring in the remaining bonds of the under-coordinated atoms.
For large bulk materials, effects of surface CN imperfection can be ignored but, for small
particles, surface effects become dominant because of the appreciably large portion of such un-
der-coordinated atoms at the surface. Different values of the mean EB in different systems are
responsible for the fall (undercooling) or rise (overheating) of the Tm of a surface and
a nanosolid. The EB is also responsible for other thermally activated behaviors such as phase
transition, catalytic reactivity, crystal structural stability, alloy formation (segregation and
diffusion), and stability of electrically charged particles (Coulomb explosion), as well as the
crystal growth and atomic diffusion, atomic gliding displacement that determine the ductility
of nanosolids.

5.1.2. Outstanding models

5.1.2.1. Surface-area difference. One approach to determine the Ecoh of a nanosolid is to con-
sider the difference between the surface area of a whole particle and the overall surface area of
all the constituent atoms in isolated state [249]. For a spherical dot with radius Rj and Nj atoms
of diameter d0, the Ecoh equals the energy required to generate the area difference, DS, between
the isolated Nj atoms and the nanodot without changing the volume:�

Nj4pðd0=2Þ3=3¼ 4p
�
Rj

�3
=3 ðvolume-conservationÞ

DS¼ p
�
Njd

2
0 �
�
2Rj

�2� ðsurface-area-differenceÞ

Let the surface energy per unit area at 0 K be g0, then the overall Ecoh(Nj) is(
Ecoh

�
Kj

�
¼ g0DS ¼ pNjd

2
0g0ð1�N

�1=3
j Þ

¼ EcohðNÞð1� a=KjÞ
EcohðNÞ ¼ pNjd

2
0g0 is the cohesive energy of the Nj atoms without the effect of atomic CN

imperfection. The factor a varies with the shape and dimensionality of the solid. For a cube,
the factor is 9/4 [246]; for a spherical dot, it is 1/2.

Recent development of the model by Qi and coworkers [250] covers the situations of
both isolated and embedded nanosolids by considering the contribution from interface/surface
atom:
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EB;s ¼ ½EBþ 3bðEB=2þ kEm=2Þ�=4

and the mean atomic cohesive energy becomes

EB

�
Kj

�
¼ EBþ gijðEB;S�EBÞ ¼ EBþ 3gij

�
kbEm � ð2� bÞEjB

�
8

where b is the ratio of the interface area to the whole surface area, k denotes the degree
of cohesion between the nanocrystal and the matrix with Em atomic cohesive energy.
For a nanocrystal wholly embedded in the matrix, b¼ 1 and k¼ 1; for an isolated crystal,
b¼ 0 and k¼ 0. This model improves agreement between modeling calculations and
measurement than their previous assumption that the surface atomic cohesive energy is EB/4
[251].

5.1.2.2. Atomic CN-difference. By considering the effect of CN imperfection, Tománek et al.
[127] derived the EB for an individual atom denoted i:

EB;i ¼ ðzi=zbÞ1=2EBðNÞ þER

ER is the repulsive interaction that can be replaced by a hard-core potential. ER is neglected
at equilibrium distances. The mean EB in a nanosolid with Nj atoms is obtained by summing all
bonds over the Nj atoms:�

EB

�
Nj

��
¼
X
hi;Nji
ðziÞ1=2

Ei=Nj

Based on the model for the latent heat, the size-dependent cohesive energy or boiling heat
can be derived [252], which agrees reasonably well with experimental data of W and Mo
nanosolids.

5.1.3. BOLS consideration
The BOLS correlation considers contribution from atoms in the skin shells. Using the same

spherical dot containing Nj atoms with Ni atoms at the ith surface shell, the average hEcoh(Nj)i
or hEB(Nj)i is�

Ecoh

�
Nj

��
¼ NjzbEb þ

X
i�3

NiðziEi� zbEbÞ ¼ NjEBðNÞ þ
X
i�3

NizbEbðzibEib� 1Þ

¼ EcohðNÞ
"

1þ
X
i�3

gij

�
zibc�m

i � 1
�#
¼ EcohðNÞð1þDBÞ or�

EB

�
Nj

��
¼ EBðNÞð1þDBÞ ð25Þ

where Ecoh(N)¼ NjzbEb represents the ideal situation without CN imperfection. The zib¼ zi/zb

is the normalized CN and Eib ¼ Ei=Ebyc�m
i is the binding energy per coordinate of a surface

atom normalized by the bulk value. For a free surface, DB< 0; for an intermixed interface, DB

may change depending on the interfacial interaction.
Summarizing all available models, one may find that the size dependence of EB can be nu-

merically estimated in the scaling relationships:
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DEB

�
Kj

�
EBðNÞ

¼

P
i�3 gij

�
zibc�m

i � 1
�
¼ DB ðBOLSÞP

i�3 g0ij

h
ðzibÞ1=2�1

i
¼ D0B ðCN-lossÞ

�a=Kj ¼ dB ðArea-differenceÞ

8><>: ð26Þ

where gij w tci/Kj and g0ijwti=Kj are the surface-to-volume ratios in the corresponding de-
scriptions. Fig. 15 compares the modeling predictions with the measured size-dependent
hEB(Kj)i of Mo and W nanosolids [253]. From a numerical viewpoint, one could hardly tell
which model is preferred to others though physical indications of the compared models are en-
tirely different.

5.1.4. Atomic vacancy formation
As an element of structural defects, atomic vacancies or point defects are very important in

materials and have remarkable effects on the physical properties of a material such as electrical
resistance, heat capacity, mechanical strength, etc. Atomic vacancy formation needs energy to
break all the bonds of the specific atom to its surroundings, which is the same as the atomic EB

in the current BOLS iteration though structure deformation or relaxation is involved upon atom
evaporation. However, the structural deformation costs no additional external energy. The va-
cancy volume should be greater than the atomic size due to the effect of atomic CN imperfec-
tion on the bond length of atoms surrounding the vacancy. The EB values can be measured but
the experimental values may have limited accuracy. For instance, the EB of a Mo atom has been
measured over the large range from 2.24 to 3.3 eV [254]. Sophisticated theoretical efforts also
predict the EB of metals and alloys but the theories are rather complicated and not generally
applicable accurately to most metals [255].

5.1.4.1. Brook’s convention. In the 1950s, Brooks [256] developed a semi-empirical method to
calculate the EB of bulk materials. In this method, the crystal is assumed isotropic, and the for-
mation of vacancy is considered equivalent to creating new surface, equal to the area of one unit
cell, being approximately the spherical surface of the atomic volume. Meanwhile, it was as-
sumed that the surface tension of the hole would squeeze the hole to contract in size by
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Fig. 15. Comparison of the modeling predictions with experimental results on the size-dependent EB of Mo and W

nanosolids [253]. Numerical agreement is nearly identical for the compared models albeit the different physical origins.
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distorting the rest of the crystal elastically. Then the EB equals the minimum of the sum of the
increased surface energy and distortion energy. The EB for atomic vacancy formation inside
a bulk solid is thus given as:

EB ¼ pd3
0g0Gðg0þGd0Þ�1

G is the shear modulus and g0 the surface energy per unit area surrounding the vacancy. Intro-
ducing the size effect to the d0, G, and g0, the relative change of the mean EB in a nanoparticle
becomes

Ep�EB

EB

¼
d3

p

d3
0

�
Gd0þ g0

Gdpþ g0

�
� 1

where Ep and dp are the corresponding vacancy formation energy and mean atomic diameter in
the nanosolid. Qi and Wang [257] have extended Brook’s approach to nanostructures by assum-
ing that the G and the g0 of a nanosolid remain the bulk values. The key factor influencing the
Ep of a spherical dot of diameter D is the size-dependent atom size. Assuming that a small size
shrink of 3D (3	 1) results from the hole size contraction, the surface energy variation Dg and
the strain-dependent elastic energy f of the particle become

Dg¼ pD2
�
ð1� 3Þ2�1

�
g0

f ¼ pGD332
ð27Þ

At equilibrium state, the total energy F, or the sum of Dg and f, is minimal, that is,
dF/d3¼ 0, and then the strain of the particle is:

3¼ ½1þ ðG=g0ÞD�
�1

The average size dp of an atom shrinks due to the presence of G and g0, dp ¼ d0ð1� 3Þ.

5.1.4.2. BOLS analysis. The bond strain derived from Brook’s approximation is compared with
the current BOLS correlation as follows:

Ddp

d0

¼
�
�½1þ ðG=g0ÞD�

�1y�Kdc=
�
Kj þKdc

�
ðBrookÞP

i�3 giðci� 1Þ ¼ Dd ðBOLSÞ

where Kdc¼ g0/(2d0G) is the critical value and Kj remains its usual meaning of dimensionless
form of size. Further simplification of Eq. (27) leads to the atomic vacancy formation energy in
a nanometric system as given in comparison with the BOLS derivative:

DEB

�
Kj

�
EBðNÞ

¼
�
�
�
1þKj=a

��1
y�KEc=

�
KEcþKj

�P
i�3 gij

�
zibc�m

i � 1
�
¼ DB

ð28Þ

where a ¼ ð2gd0 þ 3Þ=½2d0ðg2d0 þ gÞ� (w10�1 level) and g¼G/g0 w 10 nm�1. KEc¼ a/(2d0)
is the critical value of Kj. For Pd and Au nanosolids, the critical KEc and Edc values are calcu-
lated based on the given G and g0 bulk values as listed in Table 3. Fig. 16 compares the pre-
dictions of the two models. At the lower end of the size limit (Kj¼ 1.5), the particle contracts
by 40% associated with 12% reduction of the EB according to Brook’s convention [257]. In
comparison, the BOLS correlation predicts a 25% bond contraction and 70% lower for the
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EB of the smallest size. The approximation based on Brook’s relation seems to overestimate the
bond contraction and underestimate the EB suppression because of the assumption of size in-
dependent G and g0. Actually, the atomic cavity should expand instead as the remaining bonds
of the surrounding atoms will contract. The strain of the entire nanoparticle arises from surface
bond contraction and has little to do with the atomic void inside. One may note that EB varies
from site to site due to the difference of atomic CN environment at various locations of the
solid.

5.2. Liquidesolid transition

5.2.1. Outstanding models
The melting behavior of a surface and a nanosolid has attracted tremendous research interest

both theoretically and experimentally for decades [13]. In many cases, surface melting and
evaporation often occur at temperatures lower than the corresponding bulk values [260,261].
For substrate-supported nanosolids with relatively free surfaces, the Tm decreases with particle
size (termed as undercooling). In contrast, as per the existing experimental evidence for embed-
ded nanosolids, the Tm can be lower than the bulk Tm for some matrices. However, the same
nanosolids embedded in some other different matrices may exhibit overheating to temperatures
higher than the bulk Tm. An MD calculation suggested that a 115 K overheating occurs to
Pb(111) films confined in an Al(111) matrix [262]. The Tm suppression for a free surface is at-
tributed to the reduced degree of confinement, and hence the increased entropy of the molecules
at the surface compared with atoms in the bulk, whereas the Tm elevation or depression of the
embedded nanosolids depends on the coherency between the nanosolids and the embedding
matrix [263,264].

There is an extensive database describing surface and nanosolid Tm suppression [265e270].
For instance, a photoelectron emission study [271] confirmed that lithium (110) surface melting

Table 3

Shear modulus, surface energy and the calculated a values for Pd and Au

G (1010 N/m2) [258] g0 (J/m2) [259] a (nm) KEc/Kdc

Pd 4.36 2.1 0.104 0.1894/0.8770

Au 2.6 1.55 0.119 0.2066/1.035
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BOLS premise and from Brook’s approach for Pd and Au nanosolids.
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occurs 50 K below the bulk Tm (453.69 K). A thermal and temperature-resolved XRD analysis
revealed that the Tm of nanometer sized drugs (polymer) also drops (by 33 and 30 K for 7.5 nm-
sized griseofulvin and 11 nm-sized nifedipine, respectively) in a 1/R fashion [272]. STM mea-
surements of a reversible, temperature-driven structural surface phase transition of Pb/Si(111)
nanoislands indicates that the transition temperature decreases with inverse of island and do-
main size and the phase transition is independent of the processes of cooling or heating
[273]. It was found by calculation [274] that the melting temperature of a Pd nanowire is lower
than the bulk value but higher than that of the cluster. Surface premelting at much lower tem-
peratures than the near first-order transition temperatures noted above was observed in both Pd
systems. The surface premelting temperature range was higher for the nanowire than for the
cluster. A quasi-liquid skin grows from the surface in the radial direction for both cluster
and wire, in the surface premelting regime, followed by the breakdown of order in the remain-
ing solid core at the transition temperature.

Numerous models for the size effect on the nanosolid melting have been developed in terms
of classical thermodynamics and atomistic MD simulations [41,80e88,96,275e280]. In gen-
eral, the size-dependent Tm(Kj) follows the empirical scaling relationship:

DTm

�
Kj

�
TmðNÞ

¼ �KC

Kj

ð29Þ

where KC is the critical size at which the nanosolid melts completely, or the Tm(KC)¼ 0 K. The
physical meaning of the KC is complex and is the focus of modeling studies.

5.2.1.1. Classical thermodynamics. Classical thermodynamic theories based on the surface
Laplace and the GibbseDuhem equations [277] have derived that KC obeys the following
relations [275,278]:

KC ¼
�2

HmðNÞ
�

8<:ssv � slvðrs=rlÞ
2=3
; ðHGMÞ

ssl

�
1�K0=Kj

��1þslvð1� rs=rlÞ; ðLSMÞ
½ssl;3ðssv � slvrs=rlÞ=2� ðLNGÞ

where Hm is the latent heat of fusion, r, the mass density and s, the interfacial energy. Sub-
scripts s, l, and v represent the phases of solid, liquid and vapor, respectively. The critical value
of RC (¼ KCd0) is normally several nanometers. Expressions for KC correspond to three out-
standing mechanisms in terms of classical thermodynamics:

(i) The homogeneous melting and growth (HMG) model [80,81] considers the equilibrium
between the entire solid and the entire molten particle, which suggests that the melt pro-
ceeds throughout the solid simultaneously. This model describes well the case of smallest
nanoparticle with KC equal to three or less or otherwise to larger values with void defects
being involved.

(ii) The liquid shell nucleation (LSN) model [82] assumes that a liquid layer of thickness K0 is
in equilibrium at the surface, which indicates that the surface melts before the core of the
solid.

(iii) The liquid skin nucleation and growth (LNG) model [86,87] suggests that melting starts
by the nucleation of a liquid layer at the surface and moves into the solid as a slow process
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with a definite activation energy. The LSN and LNG mechanisms describe the melting of
a flat surface or larger nanoparticles.

5.2.1.2. Atomistic models. However, models based on atomistic/MD suggest that the critical RC

follows:

RC ¼

8>><>>:
5230v0g;

�
v0 ¼ 4pd3

0=3
�
ðLiquid-dropÞ

amd0; ðam � constantÞ ðSurf-phononÞ
R0

�
1� b

1�R0=Rj

�
; ðSurf-RSMDÞ

ð30Þ

The liquid-drop model [94] relates the Tm to the Ecoh of the entire particle of Nj atoms. With
surface involvement, the Ecoh equals the difference between the volume cohesive energy (NjEB)
and the surface energy ð4pd2

0N
2=3
j gÞ. The mean cohesive energy per atom with volume v0 in the

solid is EB

�
Rj

�
¼ EB � EB;SN

�1=3
j , where EB;S ¼ 4pd2

0g is the cohesive energy for an atom at
the surface. The relation between the EB and the EB,S is given empirically as EB;S ¼ 0:82EB

[281]. Based on the Lindemann’s criterion of melting, an expression for the Tm of the bulk ma-
terial is derived as [282]:

TmðNÞ ¼ nf 2
e EB=ð3kBZÞfEB ð31Þ

where n is the exponent of the repulsive part of the interaction potential between constituent
atoms, Z is the valence of the atom, which is different from the atomic CN. The coefficient
fe is the thermal expansion magnitude of an atom at Tm. At Tm, the fe is less than 5% [283].
The fact that the bulk Tm varies linearly with the EB and hence with the EB,S agrees with
the data measured for metals [284]. Therefore, the Tm of a solid can be simply related to the
mean atomic hEB(Kj)i of the solid. Replacing the EB with EB(Kj), Nanda et al. [94] derived
the liquid-drop model for the size-dependent Tm(Kj) based on the relation between the bulk
Tm and the cohesive energy per coordinate:

EbðNÞ ¼ h1bTmðNÞ þ h2b ð32Þ

where the constant h2b represents 1/z fold of enthalpy of fusion and atomization being required
for evaporating an atom from the molten state. h1b is the specific heat per coordinate in the
bulk. The h1b and h2b values, as tabulated in Table 1 (see Section 2), for various structures
and elements have been obtained from fitting experimental data [94].

According to the liquid-drop model, the critical radius at which Tm(KC) approaches 0 K is in
the range of 0.34 (for Mn)e1.68 nm (for Ga). The liquid-drop model underestimates the Tm of
Sn, Bi, In, and Pd nanosolids by 3e12%, due to the involvement of intercluster interaction and
particleesubstrate interaction [94].

The surface-phonon instability model [95,285] suggests that Tm(Kj) varies with Tm(N) and
with the energy of intrinsic defect formation at the surface. Within the thermo dynamical limit
(particle radius larger than 2 nm), the accumulated effect of size reduction and high electronic
excitation combine [286].

The lattice-vibration instability model [89e93,96] was advanced based on Lindemann’s
vibrational-lattice instability criterion [78]. The melting behavior of a nanosolid is related to
the ratio (b) of the root-mean-square-displacement (RMSD, d2) of an atom at the surface to
the RMSD of an atom inside a spherical dot. b is assumed to be a size independent adjustable
parameter:
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b¼ d2
s ðDÞ=d2

bðDÞ ¼ d2
s ðNÞ=d2

bðNÞ

The KC in the RMSD model is determined by K0¼ t at which all the constituent
atoms have surface features. This model indicates that if b> 1, the surface melts below
the bulk Tm, and vice versa. According to the RMSD, a nanosolid with KC¼ t shells
will melt at 0 K.

5.2.1.3. Overheating. In the case of embedded nanosolids, the coefficient of surface
energy will be replaced by the interfacial energy if surfaces are completely saturated
with atoms of the surrounding matrix. Nanda et al. [94] describe the overheating by
introducing the ratio as a perturbation of surface energy between the matrix and the embedded
specimen

DTm

�
Kj

�
TmðNÞ

¼ �KC

Kj

�
1� gMat

g

�

If the surface energy of the matrix gMat> g, the core nanosolid melts at a temperature that is
higher than its bulk counterpart. This expression matches the experimental data of Pb particles
embedded in an Al matrix but overestimates the Tm for indium particles embedded in an Al
matrix by some 10e20 K using the known g and gMat values. Based on the size-dependent
magnitudes of the atomic vibrations, Jiang et al. [15,96] extended the Tm(Kj) model for the
overheating, according to which the overheating is possible if the diameter of the constituent
atoms of the matrix is smaller than the atomic diameter in the embedded nanosolid. Therefore,
both the overheating and undercooling of a nanosolid can be modeled simply by adjusting the
b value in the RMSD model. Overheating happens when b< 1, which means that the matrix
confines the vibration of the interfacial atoms.

However, MD simulations [287] suggest that atoms in the bulk interior of an isolated nano-
solid melt prior to the surface and the surface melting occurs at relatively higher temperatures.
This prediction seems to be contradicted by existing evidence but it is possible if the bond
nature changes upon CN reduction, as discussed shortly for the overheating of the smallest
Geþ and Sn clusters. In contrast, MD calculations [288] of the melting evolution, atomic dif-
fusion and vibrational behavior of bcc metal vanadium nanoparticles with diameters around
2e9 nm suggest that the melting proceeds in two stages. The stepwise premelting of a surface
layer of 2e3 lattice constants thick was followed by the abrupt overall melting of the whole
cluster. The heat of fusion of nanoparticles is also inversely proportional to the reciprocal of
the nanoparticle size. The diffusion is mainly localized to the surface layer at low tempera-
tures and increases with the reduction of nanoparticle size, with the temperature being held
constant.

The models of LSN, HMG and LNG suit only the cases of Tm suppression (DTm< 0)
while the liquid-drop and the RMSD models cover both the undercooling and overheating.
For particles larger than several nanometers, all the models worked sufficiently well in sim-
ulating the size-dependent melting despite the disputable mechanisms. However, a large num-
ber of independent parameters such as the latent heat of fusion, mass density and interfacial
energy of different phases are to be considered when evaluating the melting behavior of
a nanosolid.
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5.2.2. BOLS consideration
It is known that the total energy of a pair of atoms (Section 2) can be expressed in a Taylor’s

series, which can be decomposed as energies of binding at 0 K, Eb(r), and the thermal vibration
energy, EV(T ):

Etotalðr;TÞ ¼
X

n

�
dnuðrÞ
n!drn

�
r¼d0

ðr� d0Þn

¼ uðd0Þ þ 0þ d2uðrÞ
2!dr2

				
d0

ðr� d0Þ2þ
d3uðrÞ
3!dr3

				
d

ðr� d0Þ3/

¼ Ebðd0Þ þ
k

2
ðr� d0Þ2þ

k0

6
ðr� d0Þ3þ/

¼ Ebðd0Þ þEVðTÞ ¼
�

0; ðEvaporationÞ
EC; ðCritical� TCÞ

ð33Þ

The term with index n¼ 0 corresponds to the minimal binding energy at T¼ 0 K,
Eb(d0)< 0. The term n¼ 1 is the force ½vuðrÞ=vrjd0

¼ 0� at equilibrium and terms with n� 2
correspond to the thermal vibration energy, EV(T ). The TC can be any critical temperature
for event such as liquidesolid, liquidevapor, or other phase transition, like magnetic and
ferroelectric transitions. By definition, the thermal vibration energy of a single bond is

EVðTÞ ¼
d2uðrÞ
2!dr2

				
d

ðr� dÞ2þd3uðrÞ
3!dr3

				
d

ðr� dÞ3/

ymu2ðr� dÞ2=2þ 0
�
ðr� dÞn>2�

zkvðr� dÞ2=2¼ h1T ð34Þ

where r� d0 is the magnitude of lattice vibration and m is the reduced mass of a dimer of
concern. The term qv¼ mu2 is the force constant for lattice vibration with an angular frequency
of u.

The physical grounds for the BOLS iteration is that, if one wishes to peel off or loosen an
atom in the solid thermally, one must supply sufficient thermal energy to overcome the cohe-
sion that binds the specific atom to its surrounding neighbors. The thermal energy required to
loosen one bond is the separation of Eb(TC)� Eb(T ), as illustrated in Section 2. If the EV(T ) is
sufficiently large, all the bonds of the specific atom will break and this atom will leave the solid.
At the evaporating point of any kind of solid, Etotal¼ 0; at the critical point, Etotal¼ EC. We may
consider step by step the energies required for melting (or dissociating) a single bond, a single
atom, and then shell-by-shell of a nanosolid of radius lined with Kj atoms.

The thermal energy required for loosening a single bond of an atom in the ith atomic layer
by raising the temperature from T to TC is given as

ET ¼ EbðTCÞ �EbðTÞ ¼ h1ðTC� TÞfEbð0Þ ð35Þ

The energy required for melting the entire atom in a bulk is proportional to the EB(0), which
is a sum of the single bond energy over all the atomic CN.

Melting a nanosolid comprising Nj atoms in a shell-by-shell manner requires thermal energy
that is proportional to the cohesive energy of the entire solid:
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Tm

�
Kj

�
fEcoh

�
Kj

�
¼ NjzbEbþ

X
i�3

NiðziEi� zbEbÞ ð36Þ

It is reasonable to assume a homogenous bond nature in the solid. The Ecoh may vary from
material to material but for a specific sample, the portion of Ecoh needed for the specific phase
transition should be fixed [282]. The relative change of Tm(Kj) and TC(Kj) is then:

DTm

�
Kj

�
TmðNÞ

¼
DTC

�
Kj

�
TCðNÞ

¼
DEB

�
Kj

�
EBðNÞ

¼
X
i�3

gij

�
zibc�m

i � 1
�
¼
X
i�3

gijða� 1Þ ¼ DB ð37Þ

It is not surprising that the temperature is always the same throughout the small specimen in
operation whereas the intrinsic TC,i may vary from site to site if the sample contains atoms with
different CN, such as atoms at the surface, grain boundary, or sites surrounding voids or stack-
ing faults. This mechanism may explain why the latent heat of fusion of a solid has a broad
range of measured values rather than appearing as a sharp peak [275,289]. For a solid with nu-
merous randomly distributed defects, the mechanism of random fluctuation melting [88] could
dominate because the energy required for breaking one bond and hence the energy needed to
melt an individual atom with different CN is different. This mechanism also explains the broad
temperature range for glass transition of an amorphous state as the random distribution of
atomic CN imperfection in the amorphous solid. Glass transition happens in a range of temper-
atures and it is material processing condition dependent [290].

On the other hand, from a classical thermodynamic point of view, the thermal energy ET re-
quired for the liquidesolid phase transition can be estimated by integrating the specific heat
over the entire solid with and without CN imperfection from zero to the Tm:

DET

�
Kj

�
ETðNÞ

¼
R TmðKjÞ

0 Cp

�
Kj;T

�
dTR TmðNÞ

0
CpðN;TÞdT

� 1y
DTm

�
Kj

�
TmðNÞ

¼ DB ð38Þ

with the assumption that CP(Kj, T ) y CP(N, T ) y CV(N, T )¼ constant in the entire measured
temperature range [104]. It is true in fact that CP(Kj, T ) s CP(N, T ) s CV(N, T ) s constant.
The Debye temperature and hence the specific heat CP is size and temperature dependent
[90,291]. This effect may lead to 3e5% deviation of the CP. Besides, (CP� CV)/CV w 3%
[104]. However, compared with the precision in determining the size and shape of a nanosolid
such errors are negligible. Actually, measurements [292e294] show that the CP varies insignif-
icantly with the particle size in the measured temperature range. Therefore, it is acceptable to
simplify the CP as a constant in the integration. Such simplification may lead to slight deviation
in the integration in Eq. (38) from the true value. Nevertheless, one should particularly note that
the deviation of the integration from true value only affects the precision of the m value or the
effective zib, it does not change the nature of the phenomenon. Actually, Eq. (37) extends clas-
sical thermodynamics (38) to include an atomistic approach.

5.2.3. Verification: liquidation and evaporation
Eq. (37) indicates that the size-dependent DTm(Kj)/Tm(N) originates from the relative

change of the EB,i of a surface atom to the bulk value. The DTm(Kj)/Tm(N) follows the scaling
law given in Eq. (13) in Section 2. Fig. 17 compares predictions using parameters given in
Table 4 with the measured size-dependent melting behavior of metals, semiconductors, inert
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gases and methyl-chloride polymer (m-Cl), as well as embedded systems showing overheating
effects. The size-dependent evaporating temperatures (Teva) of Ag and CdS nanosolids also
follow the trend of prediction.

It is interesting to note that Al nanosolids grown on an SiN substrate are more plate-like
(t¼ 1) throughout the measured size but Sn on SiN and Au on C are more spherical-like
(t¼ 3) at particle sizes smaller than 10 nm. The melting profiles show that at the smaller
size range, the Au/W interface promotes more significantly the melting of Au (undercooling)
than the Au/C interface. The silica matrix causes a slight overheating of the embedded Au solid
compared with the curves for Au on the other two substrates. This understanding also provides
information about the mode of epitaxial crystal growth and the bonding status between the
nanosolid and the substrate. The deviation from theory and experiment may provide informa-
tion about the difference in interfacial energy between the particles and the substrates, which is
expected to be subject to the temperature of formation.

The curent exercise indicates that the overheating of In/Al (Tm,In/Tm,Al¼ 530/932), Pb/Al
(600/932), Pb/Zn (600/692), and Ag/Ni (1235/1726) [295] systems originates from the interfa-
cial bond strengthening. It is understandable that an atom performs differently at a free surface
from an atom at the interface. Although the coordination ratio at the interfaces suffers little
change (zib w 1), formation of the interfacial compound or alloy alters the nature of the inter-
atomic bond that should be stronger. In this case, we may replace the zibc�m

i with a parameter
a to describe the interfacial bond enhancement due to the interfacial effect, as indicated in
panel (g). Numerical fitting leads to an a value of 1.8, indicating that an interfacial bond is
80% stronger than a bond in the core/bulk interior. If we take the bond contraction, 0.90e
0.92 [105], as determined from the As and Bi impurities in CdTe compound into consideration,
it is readily found that the m value is around 5.5e7.0. The high m value indicates that bond
nature indeed evolves from a compound with m around four to one with more covalent nature.
Therefore, the deformed and shortened interfacial bond is much stronger. This finding means
that electrons at an interface are deeply trapped and densified. Densification of energy and
mass also happens as a result. Therefore, it is understandable that twins of nanograins [296]
and the multilayered structures [297] are stronger and thermally more stable. It is anticipated
that a thin insulating layer could form in a hetero-junction interface because of the interfacial
bond nature alteration and the charge trapping effect. Interestingly, recent theoretical calcula-
tions confirmed by electron microscopy [108], revealed that junction dislocations in aluminum
could have compact or dissociated core interlayers. The calculated minimum stress ðsPÞ re-
quired for moving an edge dislocation is approximately 20 times higher for compact disloca-
tions than for equivalent isolated dislocations. As anticipated, this finding provides new
insight into the deformation of ultra-fine-grained metals. Density functional simulations at tem-
peratures near the Tm(N) suggested that the solideliquid phase-transition temperature at the
semiconductor surfaces can be altered via a monolayer coating with a different lattice-matched
semiconducting material. Results show that a single-monolayer GaAs coating on a Ge(110) sur-
face could raise the Ge melting temperature (1211 K) with an association of a dramatic drop of
the diffusion coefficient of the Ge atoms to prevent melting of the bulk Ge layers. In contrast,
a single-monolayer coating of Ge on a GaAs(110) surface introduces defects into the bulk and
induces melting of the top layer of GaAs atoms 300 K below the GaAs melting point (1540 K).
Therefore, overheating is subject to the configuration of the hetero-junction interface and their
respective Tm(N) as well.

The measured Tm of Si and CdS nanosolids appeared to be lower than the expected values
compared with the predicted curve with m¼ 4.88 for Si. The reason for the deviation could be
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Fig. 17. Agreement between predictions (solid lines) and experimental observations of the size-and-shape dependence

of the Tm suppression of (a) Sn and Al on Si3N4 substrate [104,294], (b) In and Pd, (c) Au on C [81], W [80] and em-

bedded in silica [300], (d) Ge and Si, (e) Bi and CdS, (f) Kr, Ne and O, and m-Cl, (g) overheating of embedded In and

Pb, and (g) Teva of Ag and PbS nanosolids [203]. Parameters and references are given in Table 4.
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the definition of melting temperature that may refer to temperature of coalescence or complete
melting. For instance, molecular dynamics calculations revealed that [298] coalescence occurs
at temperatures lower than the cluster melting point, and that the difference between coales-
cence and melting temperatures increases with decreasing cluster size. In the normalization
of the scaling relation, the coalescence temperature is lower than the Tm and the coalescence
T drops faster than Tm with solid size. The size-dependent Tm of Kr, Ne, and O solids follows
the curve of m¼ 4.88 as well, despite the accuracy of measurement. The indium particle

Table 4

Parameters used in calculations presented in Fig. 17

Medium Tm(N) Tm

intercept

Data sources

(Refs.)

Al-01 (on SiN) 933.25 [293]

Al-02 [301]

Sn-01 (on SiN) 505.06 [302]

Sn-02 [303]

Au/C 1337.33 [81]

Au/SiO2 [300]

Au/W [80]

Ag 1234 947

In-01 429.76 438.9 [268]

In-02 433 [303]

In-03 443 [304]

Pb-01 600.6 632.6 [305]

Pb-02 600.6 607 [268]

Si-01 1685 1510 [306]

Si-02 [307]

Ge-01 (beginning) 930 910 [308]

Ge-02 (ending) e 1023.3

Ge-03 (recrystallization) e 1260.8

CdS 1678 1346 [13]

Bi-01 544.52 [268]

Bi-02 618.9 [303]

Bi-03 559.9 [176]

Bi-04 587.6 [309]

Bi-05 557.8 [310]

Kr 116 109.2 [311]

O 54.4 [312]

Ne 24.6 [306]

Methyl chloride (m-Cl) 175.6 [311]

In/Al-01 429.76 433 [313]

In/Al-02 429.76 423.8 [303]

Pb/Al-01 933.25 613.2 [263]

Pb/Al-02 [314]

Pb/Al-03 [315]

Pb/Al-04 [316]

Pb/Zn 692.73 [312]

For metals, m¼ 1. For embedded system, the zibci
�m is replaced with a constant a that describes the bond strength en-

hancement due to the alloying at the interfaces. Tm is the intercept of least-root-mean-square linearization of the exper-

imental data, which calibrate the measurements. Atomic sizes are referred to in Appendix A.
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encapsulated in the controlled-pore silica exhibits overheating while the indium embedded in
Vycor glass shows no overheating effect. From the RMSD instability point of view, the inter-
facial binding constrains the RMSD of the interfacial atom to be smaller than that of a bulk
atom [96].

Eq. (37) indicates that the quantity a ¼ zi=zbc�m
i dictates the process of overheating (a> 1,

Tm elevation for chemically capped nanosolids) or undercooling (a< 1, Tm suppression of free-
standing nanosolids). For a capped nanosolid, zi/zb w 1, the a represents the interfacial bond
strengthening as no apparent bond-order loss can be recognized. For a free-standing nanosolid,
there are two possibilities for a> 1. One is that the m increases as zi is reduced and the other is
that the ci is much lower than the prediction [299].

As the particle size is reduced, the surface curvature will increase and the surface atomic CN
will further decrease and the bond should be even shorter. Increasing the particle size, the area
of interface between the particle and the substrate increases. Atoms at the interface perform
quite differently from atoms at the free surface. These artefacts may bring errors in the mea-
surement that deviate from ideal modeling expectations. As we noted, the possible errors affect
the accuracy of the m value and the effective zib ratio in Eq. (37) but not the nature of the phe-
nomenon or the general trend of change. Compared with the accuracy of size determination,
these artefacts may be negligible. From the perspective of equilibration between the thermal
energy of melting and the cohesive energy of an atom at different sites, the proposed BOLS
correlation mechanism could incorporate with the existing models including mechanism of ran-
dom fluctuation melting [88] and could link all the competent factors involved to the effect of
atomic CN imperfection.

5.2.4. Tm oscillation

5.2.4.1. Observations. Numerous studies show that the surface shells are indeed harder than the
bulk interior but the surface melts easier than the core interior of the nanosolid. XRD in ultra-
high vacuum [278] reveals that the Tm of Pb nanosolids drops with crystallite size and favors
the liquid skin melting mechanism. Such melting is demonstrated via the reversible growth of
a 0.5 nm (2 atomic diameters) thick liquid skin on 50 nm-sized crystallites. It is surprising,
however, that sophisticated experimental [266,317] and theoretical [318e320] efforts have un-
covered recently that a freestanding nanosolid at the lower end of the size limit, or clusters con-
taining 10e50 atoms of Gaþ or atoms in group IV-A of the Periodic Table, IV-an elements, melt
at temperatures that are 10e100% or even higher than the bulk Tm(N). For example, Gaþ39e40

clusters were measured to melt at about 550 K, while a Gaþ17 cluster does not melt even up to
700 K compared with the Tm(N) of 303 K [317]. Small Sn clusters with 10e30 atoms melt at
least 50 K above the Tm(N) of 505 K [266]. Advanced DFT MD simulations suggest that Gaþ13

and Gaþ17 clusters melt at 1400 and 650 K [318], and Snn (n¼ 6, 7, 10 and 13) clusters melt at
1300, 2100, 2000, and 1900 K, respectively [320]. For an Sn10 cluster, the structural transition
is calculated to happen at 500 and 1500 K and the structural transition of an Sn20 cluster occurs
at 500 and 1200 K [321]. Recent calorimetric measurements [322] on unsupported Snþn parti-
cles clarified that the Snþ10 and Snþ11 clusters survive up to 1073 K while Sn clusters containing
n> 19 and n< 8 atoms are less thermally stable as melting occurs at temperature around 773 K
or below. Sn19 can remain solid up to 673 K while Sn20 melts below 673 K. Calculations [319]
suggested that the IV-a elements, Cn, Sin, Gen, and Snn (n w 13) clusters melt at temperatures
higher than their Tm(N). The measured melting temperatures for Bi particles [323] of 7 nm in
radius were similar, being up to 50 K above the value predicted by the homogeneous melting
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model. The C13 cluster prefers a monocyclic ring or a tadpole structure which is most probable
to appear in the simulated annealing when the temperature is between 3000 and 3500 K. The-
oretical calculation suggested that at the smallest sizes, carbon atoms tend to form tubes or ful-
lerene rather than tetrahedron diamond [324]. Although the Tm may be overestimated to some
extent for the smallest clusters [320], the calculated Tm elevation follows the trend of
measurement.

The Tm elevation of the smallest Ga and Sn nanosolid is attributed either to the bond nature
alteration from covalent-metallic to pure covalent with slight bond contraction [318,325], or to
the significant geometrical reconstruction as Ge, Si, and Sn clusters are found to be stacks of
stable tricapped triagnal prism units [326]. However, consistent insight into the Tm oscillation
over the whole range of sizes (from single atom to the bulk crystal) is yet lacking though nu-
merous outstanding models have been developed specifically for the Tm elevation or
suppression.

5.2.4.2. Simulation. We may fit the measured Tm oscillation over the whole range of sizes for
Sn and Gaþ clusters by varying the bond character parameter m with atomic CN. Optimization
leads to the relation that expresses the m value over the range from seven at z¼ 2 to one at
z> 4:

mðzÞ ¼ 1þ 12=f1þ exp½ðz� 2Þ=1:5�g

It is seen from Fig. 18 that the Tm curves drop generally with size and then bend up at Kj w 3
(log(Kj) w 0.5 or zi w 3) for higher m values. If the Tm rise originates from the ci deviation
without bond nature change, the bond will contract to ci¼ 0.77¼ 0.082. A 92% bond contrac-
tion is strictly forbidden. Therefore, the m value, or bond nature, must change with CN reduc-
tion. As the smallest clusters are not spherical in shape, the equivalent size specified herein
might be subject to adjustment. It is surprising that evolution of m(z) matches closely the mea-
surement of Gaþ17, Gaþ39e40, Sn19e31 and Sn500 clusters and Sn nanosolids deposited on Si3N4

substrate as well [286]. Calculations [317] show that the Tm transition for Sn6e13 happens at
Sn7 though the estimated Tm is subject to experimental confirmation.

Results indicate that the nature of the SneSn and GaeGa bond indeed evolves from me-
tallic-covalent to pure covalent as atomic CN reduces to much lower values, agreeing with
that proposed by Chacko et al. [318]. This feature also complies with theoretical findings
that the AleAl bond for under-coordinated or distorted Al atoms at grain boundaries
[327] and at free surfaces [328] becomes shorter (w5%) and stronger with some covalent
characteristics [329]. However, bond nature evolution in Alþ49e60 clusters appears not as sig-
nificant as in Sn and Ga, as the Tm for Alþ49e63 is 300 K lower than the Tm(N) of bulk Al.
The abrupt Tm rise (w180 K) for Alþ51e54, Snþ10e11 and Snþ19e20 clusters [334] may be partly
due to the closed shell structures that are highly stable [330,331]. Bond nature evolution
should also cause conductoreinsulator transition such as in a Pd solid containing 10e
100 atoms [12], because of the depressed potential well of traps of all the involved atoms
with low coordination. As anticipated by the BOLS correlation, strong localization of
charges in the surface-trapping region should be responsible for bond nature evolution/alter-
ation and conductivity reduction of small specimens. Results show that bonding to two
neighbors is stronger for an IV-A atom than bonding with three or more atoms due to
the bond nature evolution. This mechanism may explain why a C13 cluster prefers a ring
or a tadpole structure with each atom having two bonds, or the tubes or fullerene rather
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than the densely packed tetrahedron structure, as theoretically predicted [319,324]. It is ex-
pected that, the covalent Si (m¼ 4.88) and C (m¼ 2.56) clusters should also show the Tm

elevation (bending up) at Kj< 3. For a pure covalent system, the bond strength increases as
the bond contracts without bond nature evolution. For Au, however, the value of m remains
unity throughout the course of CN reduction during monatomic chain formation [332].
Therefore, the bond nature evolution may be the unique property of the III-A and IV-A el-
ements with a larger number of electrons as compared with Al (m w 2), Ga (m¼ 6e7), C
(m¼ 2.56), Si (m¼ 4.88), and Sn (m¼ 6e7).

5.2.5. Remarks
Briefly, the BOLS correlation premise has enabled the observed suppression (under-

cooling), elevation (overheating), and oscillation of Tm over the whole range of sizes of var-
ious specimens to be reconciled to the effect of atomic CN imperfection. The modified
cohesive energy of the under-coordinated system also determines the geometrical recon-
struction, surface lattice/phonon instability, and surface energy. Actually, the surface and in-
terfacial energy, surface stress, the local mass density of liquid and solid are all functions of
atomic separation and bond energy that are subject to the BOLS correlation. We relate the
Tm suppression directly to the atomic CN imperfection and its effect on the strength of in-
teratomic bonding, and the Tm enhancement of embedded system to the strengthening of the
interfacial bond. The Tm oscillation over the whole range of size results from atomic CN
variation and its effect on bond strength. Compared with the existing models, the current
BOLS premise is simpler and straightforward involving almost no assumptions or freely ad-
justable variables. The only parameter needed is the m that denotes the bond nature and can
be determined from measurement of other properties. It is seen that in the present premise,
that DTm(Kj) originates from zibci

�m� 1, compared with the RMSD premise in which
e(b� 1) dominates. If zibci

�m< 1, then b> 1. If the EB of a surface atom is weaker, its
RMSD will be larger, and vice versa. For overheating, zibci

�m> 1 and b< 1. Therefore,
the models of RMSD instability, LSN, LNG, surface-phonon instability, and the current
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BOLS are in good accordance. All the modeling variables relating to the melting can be
related functionally to the mean atomic EB, which should provide a natural link among
the various models. The BOLS mechanism quantizes statistically the so-called ‘liquid shell’
structure, as the contribution from individual atomic layers with different atomic CNs is dif-
ferent. The current model also supports the fluctuation for highly disordered system and the
spontaneous melting at the lower end of the size limit. Therefore, all the proposed models
are correct from a certain perspective.

5.3. Phase transition: ferroelectric, ferromagnetic and superconductive TC

5.3.1. Observations
With reduction of a solid size, the phase stability of the solid becomes lower as well. The TC

of ferromagnetic [335e337], ferroelectric [243,338,339], and superconductive [340e342]
nanosolids can be modified by adjusting the shape and size of the nanosolid. The tunable TC

will be an advantage for sensors or switches that can be functioning in a designed temperature
range. However, an understanding of the underlying mechanism for the TC-tunability is yet
primitive though numerous models have been developed.

5.3.1.1. Ferromagnetic TC. For ferromagnetic nanosolids, such as Fe, Co and Ni and their
alloys or compounds [343e345], the TC reduces with the particle size or with the thickness
of the films [335,337,346e353]. The TC of Prussian blue nanowire is also found to be reduced
with respect to Prussian blue bulk [354], resulting from the diminution of the average number
of nearest magnetic interaction neighbors and magnetic exchange interaction constants as the
diameters of nanowires decrease. According to the scaling theory [355], a spinespin correlation
length (SSCL, or x) limitation model [355,356] defines the SSCL as the distance from a point
beyond which there is no further correlation of a physical property associated with that point.
Values for a given property at distances beyond the SSCL can be considered purely random.
The SSCL, depends functionally on temperature as x¼ x0(1�T/TC)�v, where v is a universal
critical exponent. The SSCL limitation premise indicates that the x is limited by the film thick-
ness. If the x exceeds the film thickness Kj, the TC will be lower compared with the bulk value.
The SSCL mechanism gives rise to the power-law form of TC(Kj) that involves two freely
adjustable parameters, l and C (or C0). The l value varies from unity to 1.59 for the mean field
approximation and the three-dimensional Ising model, respectively [347,355,357]:

DTC

�
Kj

�
TCðNÞ

¼
�
C0Kj

��l ð39Þ

In order to match numerically to the measurement of ultrathin films, Eq. (39) was modified
by replacing the reference TC(N) with the Kj-dependent TC(Kj) for normalization [335,358]:

DTC

�
Kj

�
TC

�
Kj

� ¼ �C0Kj

��l0

However, a convergence problem remains at the lower end of the size limit. An alternative
non-continuous form was developed based on the mean field approximation to cover the thinner
scales [359]:
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DTC

�
Kj

�
TCðNÞ

¼

8>><>>:
�
�

xþ 1

2Kj

�l

;
�
Kj > x

�
Kj � 1

2x
� 1;

�
Kj < x

� ð40Þ

Eq. (40) shows that TC varies linearly with Kj and approaches zero at Kj¼ 1 (single atom). If
l s 1, there is a discontinuity at Kj¼ x.

Recently, Nikolaev and Shipilin [360] derived a simple model relating the TC change of
a spherical nanosolid to the reduction of exchange bonds of surface atoms. It is assumed
that, the number of exchange bonds per unit volume inside the bulk is equal to z. For the mag-
netically active surface atoms of a nanosolid, this number amounts to z/2 or less. The TC is as-
sumed proportional to the mean number of exchange bonds per unit volume, and then the
relative change of the TC due to size reduction is:

DTC

�
Kj

�
TCðNÞ

¼ �tDKj

2Kj

ð41Þ

where DKj is the thickness of the layer with half-depleted exchange bonds. The quantity DKj

is an average that characterizes the features of the surface CN-deficient structure of a nano-
solid. If DKj is independent of the particle radius Kj, the TC drops with Kj and the critical KC

at which TC is zero is tDKj/2. This relation characterizes qualitatively the interrelation be-
tween the degree of magnetic structure disorder and the particle size for Fe3O4 spherical
dots [361] by setting the critical thickness DKj of half (for larger size) and two (for the small-
est size) atomic sizes. However, the mechanism for the size dependence of DKj remains yet
unclear.

5.3.1.2. Superconductive TC. Highly dispersed superconducting nanosolids can be coupled
due to the proximity effect when the interparticle spacing is of the order of twice the
penetration length of the superconducting order parameter in the normal phase [362,363].
The electronic energy levels of the sample are discrete, with a mean level spacing of
Kobo gap dK for fine metallic particles [122,364]: dK ¼ 4EF=3nf1=VfK�3

j . As pointed out
by Anderson [365], superconductivity would not be possible when dK becomes larger than
the bulk EG. Based on this suggestion, the relation between the superconducting phase transi-
tion and the energy-level spacing for spherical granules is suggested to follow the relation
[366,367]:

Ln
�
TC

�
Kj

�
=TCðNÞ

�
¼
X�

2=
�
2mj þ 1

��
�
�
tanh

�
ðp=2Þ

��
2mj þ 1

�
2pkBTC=dK

��
� 1
�

Index mj is the magnetic quantum number. Estimation using this relation yields a 2.5 nm
critical size for the disappearance of superconductivity of Pb nanosolid. Experiments of Gia-
ever and Zeller [342] on Sn confirmed the existence of a metastable energy gap only for par-
ticles of sizes larger than 2.5 nm. However, the TC for Pb is detectable when the grown Pb
atomic layers on Si substrate are four and more [368]. The TC suppression of Pb embedded
in the AleCueV matrix measured by Tsai et al. [341] could not fit the above prediction. In-
stead, the data can be fitted to an empirical equation:
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TC

�
Kj

�
¼ TCðNÞexp

�
�KC=Kj

�
with TC(N)¼ 7.2 K for Pb [340]. In the observed size region, due to the finite number of elec-
trons in each particle (between 1000 and 64,000 depending upon the grain size) the conven-
tional BCS approach loses its validity because the bulk BCS theory of superconductivity
assumes an infinite number of electrons. Small size implies fewer electrons at the Fermi surface
and the discreteness of the Kubo levels. Additionally, energy-level spacing may be larger com-
pared to thermal energy kBT. Therefore, the assumption of metallic behavior of these particles
may be subject to examination [115].

Pogrebnyakov et al. [340,369] found that the TC of superconductive MgB2 thin films de-
creases and the residual resistance increases when the thickness of the epitaxial MgB2 thin films
is decreased. At sizes larger than 300 nm, the TC saturates at 41.8 K. The resistivity also satu-
rates to the bulk value of 0.28 Ucm at 300 nm. The origin of the thickness dependence of the
MgB2 film properties is not clear at present. A possible explanation of higher TC is the strain in
the film, while the grain size is not likely to be the direct cause of the thickness dependence
of TC. XRD measurement on a 230 nm-thick film shows a slight lattice expansion of a¼
0.3095� 0.0015 nm, compared with the value of 0.3086 nm for bulk MgB2 [370]. The
measured c lattice constant contracts from 0.3524 to 0.3515 nm. This contraction suggests
that the films are under tensile strain in c-plane epitaxial growth. Hur et al. [371] reported
a higher-than-bulk TC in MgB2 films on boron crystals and suggested that it is possibly due
to tensile strain. Yildirim and Gulseren [372] have predicted an increase in TC by the c-axis
compression in the first-principle calculations. Therefore, understanding of the size-induced
TC suppression is still under debate.

5.3.1.3. Ferroelectric TC. Unlike ferromagnetic and superconductive nanosolids that show
smaller critical sizes for TC¼ 0 K, a ferroelectric nanosolid often shows larger critical size
at which the ferroelectric feature disappears [373]. Zhao et al. [374] observed a progressive re-
duction of tetragonal distortion, heat of transition, TC, and relative dielectric constant on dense
BaTiO3 ceramics with grain size decreasing from 1200 to 50 nm. The correlations between
grain size, extent of tetragonal distortion, and ferroelectric properties strongly support the ex-
istence of an intrinsic size effect. The critical size for disappearance of ferroelectricity has been
estimated to be 10e30 nm. The strong depression of the relative permittivity observed for the
nanocrystalline ceramics can be ascribed to the combination of the intrinsic size effect and of
the size-dependent ‘‘dilution’’ effect of a grain boundary ‘‘dead’’ layer. It has been found [375]
that the remnant polarization of nano-scale Pb(Zr,Ti)O3 thin films decreases from 6 mC/cm2 to
2.5 mC/cm2, while the coercive field increases from 50 kV/cm to 150 kV/cm, with the decrease
in film thickness from 152 to 32 nm. The suppression of ferroelectricity was attributed to the
crystallinity degradation and the residual compressive stress.

Different theoretical approaches have been developed including (i) a microscopic pseudo-
spin theory based on the Ising model in a transverse field, (ii) a classical and macroscopic Lan-
dau theory in which surface effects can be introduced phenomenologically, and (iii) a polariton
model for the very-long-wavelength region. Taking the surface and nonequilibrium energy into
consideration, Zhong et al. [243] extended the Landau-type phenomenological and classical
theory by introducing a surface extrapolation length d to the size-dependent TC suppression
of ferroelectric nanosolids expressed using the Ising model, Jij¼ J/rij

s. s¼ 0 corresponds to
an infinite-range interaction and s¼N corresponds to a nearest-neighbor interaction [376].
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However, the model shows limitations in explaining the thermal properties of PbTiO3 and
PbZrO3 nanosolids. After that, Jiang and Bursill [377] assumed the phenomenological
LandaueGinzburgeDevonshire (LGD) coefficients in the Gibbs energy to change with particle
size to solve this problem. Huang et al. [378] combined the LGD phenomenological theory and
the BOLS correlation to study the size effect of ferroelectrics. The model assumes that the
surface bond contraction occurs only within three outermost nanoferroelectric layers whereas
the core interior remains ferroelectric [379]. Recent experimental results seem to confirm
this assumption. For example, barium titanate particles are found to consist of a shell of cubic
material surrounding a core of tetragonal material [380]. Although such a core-shell structure
has not been reported in the PZT system, an antiferrodistortive reconstruction of the (001)
surface layer of PbTiO3 has been found by in situ X-ray scattering measurements [381]. It is
easy to understand that the rotation of the relatively rigid oxygen octahedra decreases the lattice
parameter or the distance between neighboring PbePb ions [382]. A surface stress is therefore
expected due to the antiferrodistortive reconstruction of the surface. In Huang’s model, such
a surface stress can be treated as a hydrostatic pressure for a nanoparticle or a two-dimensional
stress for a thin film [383].

An empirical equation widely used to fit the TC suppression of ferroelectric nanosolids is
given as [338]

DTC

�
Kj

�
=TCðNÞ ¼ C=

�
Kj �KC

�
ð42Þ

where C and the critical KC are adjustable parameters. One may note that if Kj¼ KC, Eq. (42)
becomes singular. The proper form of the dividend seems to be KjþKC, instead, to shift the
scaling relation towards larger critical size. More recently, Jiang et al. [384] adopted their
model for Tm suppression to the size-dependent TC of the ferroelectric nanosolids, which is ex-
pressed as:(

TC

�
Kj

�
=TCðNÞ ¼ exp

�
� 2S0

�
3RS

�
Kj=KC� 1

���1�
KC ¼ a90

�
2kBab2

��1

where S0 is the transition entropy, RS, the ideal gas constant, a, the thermal expansion coeffi-
cient and b, the compressibility. The constant a90 denotes the density of 90 � domain walls. Nu-
merical match for the TC suppression of BaTiO3 and PbTiO3 nanosolids has been realized with
the documented S0 values. Jiang et al. found a relation that larger KC value corresponds to
a smaller value of S0 in the simulation.

5.3.1.4. Antiferromagnetic transition. Zysler et al. [385] investigated the size and temperature
dependence of the spineflop transition in antiferromagnetic a-Fe2O3 nanosolids. When
a sufficiently large magnetic field is applied along the preferred axis, the so-called spineflop
reorientation occurs, i.e., a 90 � rotation of the sublattice vectors. They found that both the
spineflop field, HSeF (T¼ 0), and the Morin transition temperature (TM) decrease with particle
size in a K�1

j way and tend to vanish below a diameter of 8 nm, for spherical particles [386].
Table 5 summarizes the size-dependent HSeF and TM values. Zysler et al. [385] related the
change particularly to the distribution of CN for surface spins that determines a variety of
reversal paths and in turn affects both the exchange and anisotropy fields. Therefore, the surface
spins can undergo spineflop instability at field that is much lower than the field for bulk.
Weschke et al. [387] measured the thickness dependence of the helical antiferromagnetic
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ordering temperature, called Néel temperature (TN), for Ho films by resonant magnetic soft X-
ray and neutron diffraction and found the TN to decrease with film thickness. The offset thick-
ness is 11 ML for metallic Ho films in comparison with the value of 16 ML for Cr in sputtered,
epitaxial Fe/Cr(001) superlattice [388]. Superconducting quantum interference device (SQUID)
magnetometry and electron magnetic resonance experiments reveal that in the Pr0.5Ca0.5MnO3

nanowires, a ferromagnetic transition occurs at w105 K. The antiferromagnetic transition dis-
appears and the charge ordering transition is suppressed compared with the bulk charge order-
ing transition at 245 K. The antiferromagnetic transition at 175 K [389].

Briefly, the SSCL theory considers the correlation length whereas the CN imperfection
model considers the loss of exchange bonds of atoms in the ferromagnetic surface region for
magnetic TC suppression. A model for the TC suppression of superconductive MgB2 nanosolids
[390] is yet lacking. Mechanisms for the ferroelectric TC suppression are under debate.
Nevertheless, all the models developed insofar could have contributed significantly to the
understanding of TC suppression from various perspectives. Consistent insight and a unification
of size-induced TC suppression of ferromagnetic, ferroelectric, and superconductive nanosolids
as well as the TM and HSeF for antiferromagnetic heminatite are highly desirable. Here, we
extend the BOLS correlation into the Ising model that involves atomic cohesive/exchange
energy, which has led to consistent insight, with a general expression, into the TC suppression
of these nanosolids.

5.3.2. BOLS consideration

5.3.2.1. Ising model. The Hamiltonian of an Ising spin system in an external field B is
expressed as [359]:

Hex ¼
X
hi;ji

JijSiSj � gmBB
XN

i¼1

Sifzid
�1
i

The Hex is identical to the atomic EB if zero external field is applied, B¼ 0. Si and Sj are the
spin operators in site i and site j, respectively. Jij is the exchange strength between spins at site i
and site j, which is inversely proportional to atomic distance. The sum is over all the possible
coordinates, zi. For phase transition, the thermal energy required is in equilibration with a cer-
tain portion of the exchange energy. This mechanism leads to the case being the same as for Tm

suppression as described in Eq. (37).

Table 5

Annealing temperature dependence of crystal size, Morin temperature (TM), and spineflop transition field at T¼
0 (HSeF,0) for the heminatite nanosolids [385]

D/nm TM/K HSeF,0/T

36.4 186 1.7

40.0 200 2.5

82.7 243 5.4

159 261 6.6
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5.3.2.2. High-order CN imperfection. For ferroelectric systems, the exchange energy also fol-
lows the Ising model, but the Sj here represents the quanta of a dipole or an ion (may be called
quasi-dipole) that is responsible for the ferroelectric performance. The difference in the corre-
lation length is that the dipole system is longer than that of a ferromagnetic spinespin system.
Usually, dipoleedipole Van der Vaals interaction follows the r�6 type whereas the superpara-
magnetic interaction follows an r�3 relation. Hence, it is insufficient to count only the exchange
bonds within the nearest neighbors for atoms with distant interaction in a ferroelectric system.
A critical exchange correlation radius KC can be defined to count contribution from all atoms
within the sphere of radius KC. Therefore, the sum in Eq. (37) changes from the zi neighbors to
atoms within the KC sized correlation volume.

For a ferroelectric spherical dot with radius Kj, we need to consider the interaction between
the specific central atom and its surrounding neighbors within the critical volume
VC ¼ 4pK3

C=3, in addition to the BOLS correlation in the surface region. The ferroelectric
property drops down from the bulk value to a value smaller than 5/16 (estimated from
Fig. 19) when one goes from the central atom to the edge along the radius. If the surrounding
volume of the central atom is smaller than the critical VC, the ferroelectric feature of the central
atom attenuates; otherwise, the bulk value remains. For an atom in the ith surface layer, the
number of the exchange bonds loss is proportional to the volume Vvac, that is the volume dif-
ference between the two caps of the VC-sized sphere as illustrated in Fig. 19a. Therefore, the
relative change of the ferroelectric exchange energy of an atom in the ith atomic layer to that of
a bulk atom due to volume loss becomes
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Fig. 19. (a) Schematic illustration of the high-order exchange bonds lost of an atom in a spherical nanosolid with radius

Kj. KC is the critical correlation radius. The Vvac loss (the shaded portion) is calculated by taking the difference in the

volumes of the two spherical caps:

Vvac;i ¼ pðKC þKi �K cos qÞ2
�

KC �
KC þKi �K cos q

3

�
�pðK�K cos qÞ2

�
K�K�K cos q

3

�
where the angle q is determined by the triangle O1O2A. (b) Critical correlation radius KC dependence of the TC shift of

ferroelectric and superconductive alloying nanosolids. For KC¼ 5 example, BOLS lowers the TC by �41.1% (follows

the curve in Fig. 1a) and the high-order bond loss contributes to the TC suppression by �53% and the overall TC shift is

�94%. KC� 4, TC¼ 0 [623].
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DEexc;i

EexcðNÞ
¼ VC�Vvac;i

VC

� 1¼�Vvac;i

VC

¼ dV;i ð43Þ

5.3.2.3. Generalization of TC suppression. Considering the BOLS correlation for the nearest
neighbors and the volume loss of long-order CN imperfection, we have a generalized form
for the TC suppression for ferromagnetic, ferroelectric, and superconductive nanosolids
(m¼ 1 in the Ising model):

DTC

�
Kj

�
TCðNÞ

¼
DEexc

�
Kj

�
EexcðNÞ

¼
P

i�3 gij

�
zibc�1

i � 1
�
¼ DB ðshort-order-CNÞP

i�KC
gijdV;iþDB ¼ DCOH ðlong-order-CNÞ

�
ð44Þ

For a short-order spinespin interaction, it is sufficient to sum over the outermost three
atomic layers whereas for a long-order dipoleedipole interaction the sum should be within
the sphere of the critical volume VC, in addition to the BOLS effect. It is understood now
why DKj in Eq. (41) is not a constant. In the current BOLS premise, the gij is not always pro-
portional to the inverse of the radius, which drops instead from unity to infinitely small when
the particle grows from atomic scale to macroscopic size. Meanwhile, the zi and the ci vary with
the curvature of the sphere. Fig. 19b shows the general KC dependence of the ferroelectric TC

shift involving both volume loss and BOLS effect. For the KC¼ 5 example, bond contraction
lowers the TC by �41.1% and the volume loss contribution lowers the TC by �53% and the
overall TC shift is �94%.

5.3.3. Verification: critical size
Least-root-mean-square linearization of the measured size-dependent TC represented by Eq.

(44) gives the slope B0 and an intercept that corresponds to the bulk TC(N). Compared with Eq.
(44), one would find that B0 ¼KjDCOH for a ferroelectric system. For a ferromagnetic system,
B0 ¼ KjDB¼ constant without needing numerical optimization. Calculations based on Eq. (44)
were conducted using the average bond length (Appendix A) and the TC(N) values as listed in
Table 6.

Fig. 20 shows the match between the predicted curves and the measured TC suppression for
a ferromagnetic nanosolid. For ultrathin films, the measured data are closer to the predicted
curve for a spherical dot. This coincidence indicates that at the beginning of film growth,
the films prefer island patterns that transform gradually into a continuous slab. For a ferroelec-
tric system, we need to optimize the KC value by computation to match theoretical curves to the
measured data. Fig. 21 shows the TC suppression of ferroelectric PbTiO3 [243], SrBi2Ta2O9

[339], BaTiO3 [392] and anti-ferroelectric PbZrO3 [393] nanosolids. For ferroelectric and su-
perconductive nanosolids, TC¼ 0 K occurs at Vvac¼ VC, which means that KC corresponds
not to TC¼ 0 K, but to a value that is much lower than room temperature. The difference in
the optimized KC by different approaches, as compared in Table 6, lies in that the gij in the
current approach is not a constant but changes with particle size.

Comparing the BOLS prediction to the measured TC suppression of superconductive MgB2

nanosolids in Fig. 22 leads to an estimation of the critical radius KC¼ 3.5, which agrees with
the value we determined recently (RC w 1.25 nm) [393]. For the smallest MgB2 crystals, the
relative Bragg intensities of the allowed reflections can only be successfully matched during
Rietveld refinement by introducing statistically distributed B-vacancies, with the refined value
falling from 1 to 2/3. This finding means that the average coordination of Mg to B falls from 12
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to 8, which provides direct evidence for the loss of superconductivity of the under-coordinated
system [395]. Consistency between BOLS prediction with experiment data indicates that the
long-range interaction dominates the superconductive TC. For an AleCueV embedded Pb
nanosolid [341], the KC is around 1, being the same as for a ferromagnetic solid. This finding
may provide possible mechanisms for the origin of the superconductive TC suppression of com-
pound MgB2 and metallic Pb nanosolids. For the antiferromagnetic a-Fe2O3 a spineflop

Table 6

Comparison of the BOLS predicted critical correlation radius (KC) with the R0C derived from other observations

Materials TC(N)/K KC/RC(nm) R0C/nm (Refs.)

Fe 1043 1 0 [337]

Co 1395 1 0 [335]

Ni 631 1 0 [335]

Fe3O4 860 1 0 [361]

PbTiO3 773 4/1.04 6.3 [338], 4.5 [243]

SrBi2Ta2O9 605 4/1.0 1.3 [339]

PbZrO3 513 8/2.3 15 [393]

BaTiO3 403 100/24.3 24.5 [396], 55 [392]

MgB2 41.7 3.5/1.25 1.25 [394]

Pb 7.2 3.5/1.25 1.25 [341]
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transition at a critical size of 8 nm can also be related to the high-order CN imperfection, which
is the same for the ferroelectric and antiferroelectric compound nanosolids.

5.4. Other applications

5.4.1. Diffusivity and reactivity

5.4.1.1. Diffusivity. The kinetics of diffusion processes occurring in nanostructured materials is
a subject of intensive study [397,398]. Although the available database is ambiguous due to
structural varieties during the process of diffusion experiments, there is no doubt regarding
the sharp acceleration of diffusion in these materials [399]. The activation enthalpies for the
interfacial diffusion are comparable to those for surface diffusion, which are much lower
than those for diffusion along grain boundaries [400,401]. Measuring grain-boundary diffusion
fluxes of Cu on creep behavior of coarse-grained and nanostructured Ni samples at 423 K and
573 K [402] revealed that the creep acceleration behavior is grain size dependent, which was
attributed to higher diffusivity in the finer grain material. Experimental studies [403] of the
Fe-tracer diffusion in submicrocrystalline Pd powders revealed that interfacial diffusion occurs
at relatively low temperatures accompanied by a substantial recovery of grain growth. The re-
covery processes and the crystal growth occurring in a main recovery stage at 500 K are trig-
gered by atomic defects. The under-coordinated atoms surrounding the defects become mobile
in this temperature regime, which is suggested to be responsible for the onset of diffusion in the
interfaces.

By means of surface mechanical attrition treatment (SMAT) to a pure iron plate, Wang et al.
[404] fabricated a 5 mm-thick Fe surface layer composed of 10e25 nm sized grains without po-
rosity and contamination on the Fe plate. They measured Cr diffusion kinetics within a temper-
ature range of 573e653 K in the nano-Fe coated plate. Experimental results show that
diffusivity of Cr in the nanocrystalline Fe is 7e9 orders higher in magnitude than that in
a Fe lattice and 4e5 orders higher than that in the grain boundaries (GBs) of a-Fe. The acti-
vation energy (EA) for Cr diffusion in the Fe nanophase is comparable to that of the GB diffu-
sion, but the pre-exponential factor is much higher. The enhanced diffusivity of Cr was
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suggested to originate from a large volume fraction of nonequilibrium GBs and a considerable
amount of triple junctions in the presence of the nanocrystalline Fe samples.

Under the given conditions, copper atoms were not detectable in the coarse-grained Ni even
at a depth of 2 mm. However, the diffusive copper fluxes in nanostructured Ni penetrate into
a depth greater than 25 and 35 mm at 423 and 573 K, respectively [402]. This information leads
to the GB diffusion coefficients of copper in nanostructured nickel derived as follows.

Using Secondary Ion Mass Spectrometry (SIMS), at 423 K, no migration of the GBs in
nanostructured Ni was observed, and hence, the diffusion coefficient, Db, could be determined
using the equation describing the change of the GB impurity concentration versus time t of the
diffusion annealing [405]:

cðx; tÞ ¼ c0erfc
h
x=
�

2
ffiffiffiffiffiffiffi
Dbt
p �i

where c0 is the concentration of copper at the surface. The depth x is the distance from the sur-
face at which log c¼�1 (c¼ 0.1%, which corresponds to the resolution limit of the SIMS
unit). The value of c0 was obtained by extrapolation of the experimental concentration curve
at x / 0. In this case, Db¼ 1� 10�14 m2/s (t¼ 3 h).

Grain growth occurs in nanostructured nickel when the sample is annealed at 573 K and the
grain-boundary migration occurs at the velocity of V w 7� 10�11 m2/s. In this case, the Db fol-
lows [405]:
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cðx;V;bÞ ¼ c0 exp
�
� x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V=Dbbb

p �
Considering the diffusion width of the boundary bb¼ 10�8 m, one can obtain

Db¼ 1.4� 10�12 m2/s, which is two orders higher than that for the same sample annealed at
423 K. These experimental data demonstrate the increase in the GB diffusion coefficient of
copper in nanostructured Ni in comparison with the coarse-grained nickel.

Systematic studies [51] of size-dependent alloy formation of silver-coated gold nanosolids in
aqueous solution at the ambient temperature using XAFS reveal remarkable size-dependent in-
terdiffusion of the two metals at the ambient temperature. The diffusion between Ag and Au is
enhanced when the Au particle size is reduced. For the very small particles (<4.6 nm initial Au-
core size), the two metals are almost randomly distributed within the particle. For larger par-
ticles, the diffusion boundary is only one monolayer. These results cannot be explained either
by enhanced self-diffusion that results from depression of the Tm(Kj) or by surface melting of
the Au nanosolid. It was proposed that defects, such as vacancies, at the bimetallic interface
enhance the radial migration (as well as atomic displacement around the interface) of one metal
into the other [51].

Kim et al. [406] investigated the thickness dependence of Ag resistivity during tempera-
ture ramping as a means to access thermal stability of Ag thin films. In situ four-point probe
analysis is used to determine the onset temperature at which the electrical resistivity deviates
from linearity during the temperature ramping. At the deviation point, the Ag thin films be-
come unstable due to void formation and growth during thermal annealing. In vacuum, Ag
thin films thicker than 85 nm on SiO2 substrates are thermally stable. Using the Arrhenius
relation in terms of onset temperature and film thickness, an EA of 0.326� 0.02 eV is ob-
tained for the onset of Ag agglomeration ramped at a rate of 0.1 �C per second. This value
is consistent with the EA for surface diffusion of Ag in vacuum. Therefore, Ag agglomeration
and surface diffusion share the same EA, both of which should be related to the atomic
cohesion.

The high diffusivity of a nanosolid also enhances diffusion of a liquid into the nanosolid,
as observed first by Li and Cha [407]. Nanosolid surface adsorption and liquid diffusion are
conventionally studied using planar electrodes in the field of catalytic chemistry. Cyclic vol-
tammograms (CV) are often used to study surface adsorption of inorganic and organic mol-
ecules on metal nanosolids. However, normal-sized electrodes cannot study the fast electron
transfer process because the potential scan rate is lower than 1 V/s. Solid ultramicroelectro-
des can conduct fast CV but are not able to study powder nanosolids surface. Li and Cha
[408] found much improved diffusion efficiency (10e104) in molding powder nanosolids
as electrodes. Further, the powder ultramicroelectrode can significantly enhance the mass
transportation rate from solution to the nanosolids’ surface. A mass transportation rate gen-
erated by a 1-mm scale ultramicroelectrode is equivalent to that obtained at a conventional
rotating disc electrode at a speed of 300,000 rounds per minute. The high efficiency of elec-
tronic behavior is general irrespective particular catalytic material [409]. Recently, the pow-
der ultramicroelectrode has been used to biosensor to enhance the enzymatic catalysis
process [410].

5.4.1.2. Chemical reactivity. It is known that nanocrystalline materials possess ultrafine
grains with a large number of grain boundaries that may act as channels for fast atomic
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diffusion [7]. Greatly enhanced atomic diffusivities in nanocrystalline materials relative to
their conventional coarse-grained counterparts have been experimentally confirmed
[8,411]. A large number of grain boundaries with various kinds of nonequilibrium defects
constitute a high excess stored energy that may further facilitate their chemical reactivity. It
has been demonstrated experimentally that chemical reaction (or phase transition) kinetics is
greatly enhanced during mechanical attrition of solids, in which the grain size is signifi-
cantly reduced to nanometer scale and large amount of structural defects are created by
the severe plastic deformation [412], which is associated with the actual temperature
rise.

Nitriding of iron happens when Fe powders were ball-milled in a nitrogen-containing at-
mosphere at the ambient temperature [413,414]. Considerable transient temperature rise (as
high as a few hundred degrees) always accompanies the impacts of the milling balls, which
may contribute to enhancing the chemical reactivity. However, enhanced chemical reactivity
at lower temperatures [50] can happen by converting the surface layer of the metal such as
Fe into nanostructures. Observations show that surface nanocrystallization greatly facilitates
the nitriding process of Fe, which happens in ammonia at much lower temperature (300 �C
for 9 h) compared with nitriding of smooth Fe surface that occurs at 500 �C or higher for
20e80 h [415]. The much-depressed nitriding temperature was attributed to the enhanced
diffusion of nitrogen in the nanocrystalline surface layer compared to the coarse grains.
In conventional nitriding of coarse-grained Fe, diffusion in the Fe lattice dominates. In
the nanocrystalline Fe specimen, however, nitrogen mostly diffuses along Fe grain bound-
aries because of the much smaller EA, being proportional to EB, compared with that for
the lattice diffusion. Nitrogen diffusivity at nanostructured surface layers (5.4� 1010 cm2/s)
at 300 �C is about two orders of magnitude higher than that in a a-Fe lattice
(3.8� 108 cm2/s) at 500 �C. Therefore, the ultrafine-grained Fe phase in the surface layer
provides a large number of defective grain boundaries (and other defects) that enhance
the diffusion. Similarly, other surface chemical treatments by diffusing foreign atoms
(such as chromium or aluminum) are useful in the industry to improve the performance
of engineering materials. Greatly enhanced diffusivity of chromium in the SMAT Fe has
also been observed at 350 �C that is about 300e400 �C lower than the conventional
case. A combined STM and electrochemical reactivity measurements revealed that the cat-
alytic activity towards electrochemical proton reduction is enhanced by more than two or-
ders of magnitude as the diameter of the palladium particles parallel to the support surface
decreases from 200 to 6 nm [416]. The sensitivity of WO3 films to ozone depends on grain
size and porosity: the sensitivity drastically decreases when the grain size increases at
higher oxygen partial pressure during deposition [417]. DFT calculations combined with
MD simulations suggest that the size effect is given by the thickness-variation of the sup-
port-induced strain at the surface of the palladium nanoparticles.

Pollution from automobiles is emitted in the first 5 min after startup. This is because Pt- or
Pd-based catalysts currently used in automobile exhaust cleanup are inactive below a tempera-
ture of 200 �C. Interestingly, low-temperature gold catalysts are very inactive unless the gold is
in the form of particles smaller than w8 nm in diameter [418]. However, self-ignition and self-
supporting combustion of Pt nanoparticles have been observed [419] at room temperature by
exposing the particles to methanol/air or ethanol/air gas mixtures. The reaction is controlled
by varying the fuel/air mixture and reducing particle size. An ordinary camera flash could
burn the SWCNT under the ambient conditions, showing the higher chemical reactivity
for oxidation of the SWCNT [420]. Chen and Goodman [421] discovered recently that a
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1.33 ML (3� 1 reconstructed surface with every third row of Au adding to the fully covered
surface) coverage of Au on TiO2 surface could improve the efficiency of CO oxidation at
room temperature by a factor of 50 times compared with the fully Au covered surface. The
catalytic activity was attributed entirely to the presence of neutral gold atoms on the gold nano-
particles [418]. These surface atoms differ from atoms on bulk gold in three ways that might
enhance their catalytic activity. (i) They have fewer nearest-neighbor atoms and possibly a spe-
cial bonding geometry to other gold atoms that creates a more reactive orbital. (ii) They exhibit
quantum size effects that alter the electronic band structure of gold nanoparticles. (iii) They
undergo electronic modification by interactions with the underlying oxide that cause partial
electron donation to the gold cluster. Another proposal is that positively charged gold ions
on the oxide support are the key to the catalytic activity of these gold catalysts. The finding
of Chen and Goodman [421] provides direct, atomistic evidence for the significance of
bond-order unsaturation on the catalytic effect of gold atoms and offers challenges to determine
the underlying mechanism.

Engineering alloys rely on the formation of protective oxide surfaces such as Al2O3 to
resist corrosion at high temperature. Unfortunately, a relatively large (6 wt.% or higher)
amount of Al or Cr is needed in bulk alloying to form a complete Al2O3 scale, which often
reduces the mechanical strength of the alloys [422]. If too-low Al content is added, com-
plex oxides consisting of Cr2O3, NiCr2O4 and internal Al2O3 could form, which result in
high reactivity and poor oxidation resistance. Gao et al. [423] showed that diffusion and
selective oxidation can be greatly enhanced by nano-structured coatings. With nanocrystal
alloy coatings, the Al content can be substantially reduced to form a complete protective
oxide scale. Experience shows that, when the grain size of Nie20CreAl coatings are
60 nm or smaller, alloys containing w2 wt% Al could form a complete a-Al2O3 scale at
1000 �C in air. Numerical methods suggest a mechanism in which simultaneous lattice
and grain-boundary diffusion dominates the selective oxidation process in the nanograined
structures [424].

5.4.1.3. BOLS consideration. In order to gain consistent insight into the size-enhanced diffusiv-
ity and reactivity, we extend the BOLS correlation to the EA that can be related to the atomic
cohesion, leading to the conclusion that atomic CN imperfection suppressed atomic EB should
be responsible for the EA for atomic diffusion, chemical reaction, and atomic agglomeration
and glide dislocation as well.

The temperature dependence of the diffusion coefficient D is expressed in the Arrhenius
relation:

DðN;TÞ ¼ D0 expð �EAðNÞ=kBTÞ ð45Þ

where the activation enthalpy of diffusion is EA(N) ¼ 1.76 eV and the pre-exponential factor is
D0 ¼ 0.04 cm2 s�1 for gold. It is possible to incorporate the BOLS premise to the interdiffusion
and nano-alloying by letting EA f EB and hence the EA is atomic CN dependent. It is
understandable that, to diffuse an atom into the solid, energy is needed to relax partially the
bonds associated with atom dislocations. Applying Eq. (36) to (45) by considering the size
effect, one has
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Therefore, the nano-diffusivity increases with the CN imperfection reduced atomic EB

and hence the Tm(Kj)/Tm(N) ratio drops in an exponential way. This understanding should
provide a feasible mechanism for the nano-alloying, nano-diffusion, and nano-reaction in
the grain boundaries where under-coordinated atoms dominate. However, oxidation
resistance of a Si nanorod exhibits oscillation features [48]. At the lower end of the size
limit, the Si nanorod can hardly be oxidized, as oxide tetrahedron formation is strongly
subject to the atomic geometrical environment. For instance, oxidation happens preferen-
tially at the densely packed diamond {111} plane rather than at the (110) surface [425].
The high surface curvature of the Si nanorod may provide an environment that resists
the formation of a tetrahedron by the oxygen with Si atoms at the highly curved surface
of a Si nanorod.

Fig. 23 compares the measured size-dependent Tm suppression and diffusion-coefficient
enhancement of silica-encapsulated gold particles [300], and the CO oxidation catalytic
reactivity of Au/TiO2 monatomic chains and Au/oxide [426] nanosolid in comparison with
BOLS prediction of diffusivity. The similarity in the trends of diffusivity and reactivity shows
the correlation between these two identities in terms of activation energy, though the former is
related to atomic dislocation while the latter to charge capturing. The actual link between the
activation energy for atomic dislocation and charge transportation is a challenging topic for fur-
ther study.

5.4.2. Crystal growth

5.4.2.1. Liquidesolid epitaxy. Significant experimental and theoretical efforts aiming at
identifying factors controlling nucleation, growth and subsequent microstructural evolution
of nanocrystalline materials such as silicon have been motivated by the need to obtain
high-quality materials for electronic and optical applications. However, little is yet known
about the initial stages of growth of nanometer-sized crystals from the molten or amorphous
matrix. This important issue largely determines the resulting microstructure of a polycrystal-
line material, which is extremely difficult to study experimentally due to the small size of
the clusters and the small time scale involved. Intensive experiment and MD simulations
have been conducted towards understanding the kinetics and thermodynamics of the homo-
epitaxial melting and solidification of a material. Results on the homoepitaxial growth and
melting of Si, for example, are well understood in terms of the transition-state theory of
crystal growth.

According to transition-state theory, the driving force, FC, for the movement of the liquide
crystal interface is the free energy difference between the liquid and bulk crystal. This differ-
ence is approximately proportional to the magnitude of the undercooling, Tm� T. The velocity
of the moving interface, V, is proportional to the driving force V¼ kFC, where k is the mobility
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of the liquidecrystal interface. This interfacial mobility is determined by the movement of the
atoms in the liquid phase as atoms residing in the crystalline phase are far less mobile. There-
fore, it is usually assumed that this mobility is proportional to the thermally activated atomic
diffusion in the liquid phase. As is well established, Tm suppression happens in a cluster of fi-
nite-size due to atomic CN imperfection, which contributes to the free energy of the liquide
crystal interface. However, the kinetics of the highly curved liquid crystal interface is yet
unclear.

Using the StillingereWeber (SW) empirical potential, Kenlinski [307] studied tempera-
ture and size dependence of the growth and dissolution of Si nanosolids and found that
there are actually no significant differences between the growth of nanosolids and planar
interfaces. However, the Tm of a cluster drops with solid size due to the reduced atomic
EB and the mobility activation energy EA (f atomic EB) of the liquidecrystal interface
is essentially the same as that for liquid diffusion. In the study of growth and melting of
Si, the crystal front velocity was monitored using the fact that the SW potential consists
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of additive two-body and three-body energy terms. The three-body term is zero for the per-
fect-crystal structure at T¼ 0 K, but even at high temperature the three-body term is as-
sumed relatively low in the crystalline phase (e.g. the three-body energy is about 0.1 eV/
atom at T¼ 1200 K). By contrast, the liquid phase is characterized by much larger three-
body energy (�1 eV/atom). Using this large difference, Kenlinski calculated the amount
of crystal and liquid phase present in the simulated cell simply by monitoring the total
three-body energy and using as reference the corresponding values for the bulk liquid
and bulk solid at the same temperature.

The size-dependent Tm(Kj) can be investigated by simulating the growth/melt behavior of
clusters with various initial sizes as a function of temperature. The free energy of the clus-
ter can be approximated by surface and bulk contribution. The surface contribution, US, is
proportional to the product of surface area and the liquidesolid interfacial free energy, gls,
such that US ¼ AglsK

2
j , where A is a geometrical constant of order one (for a spherical

dot, A ¼ 4pd2
0). The bulk contribution, UB, is proportional to the volume of the cluster

and the difference between solid and liquid free energy densities, Du, such that
UB ¼ BDuK3

j , where B is another geometrical constant (for a spherical cluster
B ¼ 4pd3

0=3). The difference between crystal and liquid free energy densities in the vicinity
of the Tm is proportional to the magnitude of undercooling (or overheating), Du -
u0(T� Tm(Kj)), where u0 is a constant (note that Du correctly vanishes at Tm). For a given
temperature, the critical cluster size corresponds to the maximum of the free energy
U¼USþUB. By differentiation of the free energy with respect to the cluster size Kj,
one finds the maximum at T¼ Tm(Kj)�cgsl/Kj, where c is a constant depending on A, B
and u0. The linear dependence of the Tm on the inverse of the crystalline size implies
that the interfacial energy, gsl, does not change significantly with temperature, from the
first-order approximation. In reality, the interfacial energy varies with both size and temper-
ature, as discussed in earlier sections.

In order to understand the temperature dependence of growth rate in terms of undercooling
and thermally activated interfacial mobility, one may assume that [307], in the classical nucle-
ation theory, growth takes place on an atom-by-atom basis. Hence, the average rates of crystal-
lization and dissolution are:

n� ¼ n0 expf� ½ðDu� ðAnþ1 �AnÞgslÞ=ð2kBTÞ� �EA=kBTg

where Anþ1� An is an increase in the interfacial area due to the attachment of an atom
to the crystal. The n is the thermal vibration frequency of the interfacial atom. The
cluster growth velocity resulting from the difference between nþ and n� can be then written
as:

Vgrowwexpð �EA=kBTÞsinhf½Du� ðAnþ1 �AnÞgsl�=ð2kBTÞg
yf½Du� ðAnþ1�AnÞgsl�=ð2kBTÞgexpð �EA=kBTÞ ð47Þ

The argument of the hyperbolic sine is small near the Tm (it is exactly zero at the Tm(Kj)).
Eq. (47) indicates that the rate of the growth/melting is driven by the lowering of the free en-
ergy, Du� (Anþ1� An)gsl, while the interfacial mobility is determined by the EA for diffusion
jumps of the interfacial atoms. Noting that Anþ1� An is proportional to K�1

j and Du¼
u0(T� Tm(Kj)), and then the scaling law for melting applies: DTm(Kj) w gsl/Kj. (Tm(Kj) is
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the temperature at which Vgrow¼ 0). For planar growth the interfacial contribution to the free
energy disappears; thus Vgrow is zero exactly at the Tm(N) (Du¼ 0).

For a given cluster size, the free energy term can be expanded around its Tm(Kj) such that

Vgrow

�
Kj

�
w
��

Tm

�
Kj

�
� T
�

T
�
expð �EA=kBTÞ ð48Þ

This process describes the kinetics of liquidenanosolid dissolution and growth. The EA ob-
tained from the best fits are 0.75� 0.05 eV for 2.0 and 2.6 nm solids and 0.85� 0.05 eV for
3.5 nm solids, respectively. This result complies with the BOLS expectation that the mean
atomic EB increases with solid size. Incorporating the BOLS correlation to the Tm(Kj) and
EA(Kj), Eq. (48) becomes

DEA

�
Kj

�
EAðNÞ

¼
DTm

�
Kj

�
TmðNÞ

¼ DB

VgrowðDÞw½ðTmðNÞð1þDBÞ � TÞ=T�expf� ½EAðNÞð1þDBÞ�=kBTg
ð49Þ

The exponential part is the same to the diffusivity (see Eq. (46)). Results in Fig. 24a show
the mobility of the liquidesolid interface that is determined by diffusion in the adjacent bulk
liquid, which is exactly the case of homoepitaxial growth.

5.4.2.2. Vapor phase deposition. The understanding of size-dependent melting may provide
guidelines for growing nanosolids on heated substrates in vapor deposition. For a given sub-
strate temperature (TS), there will be a minimum critical size of the grown particle. Thus,
any particle larger than this size will be deposited without change in size. On the other
hand, if the incident cluster size is smaller than the critical size, the particles will melt upon
deposition and they will coagulate to produce clusters equal to the critical size or larger. If
the TS is higher than the Tm, the arriving clusters may merge and then evaporate associated
with size reduction of the coagulated solid [203]. This intuitively implies that the deposition
temperature should be as low as possible if one wants to obtain smaller particles. This mech-
anism also applies to the lower sinterability of nanosolids. As found by Hu et al. [53,54], the
solid size of an oxide increases with annealing temperature and agglomeration happens at
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a certain size range at room temperature in the process of ball milling. Recent experimental
investigation [428] revealed that the topmost Bi layers on graphite start to lose long-range order
at 10e15 K below the Bi bulk melting point, 544.52 K, whereas crystallization occurs from the
melt w125 K below the Tm(N), which shows the temperature difference between melting and
solidification of the same surface.

Normally, the TS(Kj) is around 0.3 times the Tm(Kj) [427,429]. The TS dependence of the
critical size KC can be estimated from the Tm(Kj) expression:

TSðt;KCÞ ¼ 0:3Tm

�
t;Kj

�
¼ 0:3TmðNÞð1þDBÞ

DByD0B=KC

which gives the thermally stable critical size:

KC ¼
�D0B

1� TS

�
t;Kj

�
½0:3TmðNÞ�

¼
t
P

3 ci

�
1� zibc�m

i

�
1� TS

�
t;Kj

�
½0:3TmðNÞ�

ð50Þ

It is readily calculated that the constant D0B ¼ �2:96 for a spherical metallic dot (m¼ 1;
t¼ 3; KC> 3). The critical size and hence the number of atoms in the deposited nanosolid de-
pends on the TS

�
t;Kj

�
0:3TmðNÞ ratio. The RC (¼KCd ) at TS can be estimated with the known

atomic size d and Tm(N) as illustrated in Fig. 24b showing agreement between predictions and
experimental results [430]. This relation predicts that a monatomic layer of metals (t¼ 1)
could only grow at TS¼ 0 K or nearby. Guo et al. has observed that Pd monolayer could hardly
form on Si surface at 4 K [368]. The RC (KCd0) at TS can be estimated with the known atomic
size d0 and Tm(N) as illustrated in Fig. 24b.

5.4.2.3. Multilayer growth: atom hungering. The growth of nanostructured multilayer thin films
depends largely on how the adatoms aggregate in forming islands of various shapes in the sub-
monolayers. However, little was known about the detailed processes of nucleation and growth in
the presence of surfactant at an atomic scale until recently when Wang and coworkers [431,432]
initiated and verified a reaction-limited aggregation mechanism, which forms one of the key
competitive factors dominating the process of crystal growth. Using first-principle total-energy
calculations, they show that an adatom can easily climb up at monatomic-layer-high steps on sev-
eral representative fcc metal (110) surfaces via a place exchange mechanism. Inclusion of such
novel processes of adatom climbing in kinetic Monte Carlo simulations of Al(110) homoepitaxy
as a prototypical model system can lead to the existence of an intriguing faceting instability. A
fractal-to-compact island shape transition can be induced by either decreasing the growth tem-
perature or increasing the deposition flux, agreeing with experimental observations. Recent ad-
vancements [433,434] in investigating the formation and decay of surface-based nanostructures
and in identifying the key rate processes in kinetics-driven atomic processes have further con-
firmed the novel concept of adatoms ascending at step edges and faceting on fcc metals.

The current BOLS correlation premise might provide a possible complementary mechanism
from the perspective of bond making and breaking for the adatom climbing and exchanging po-
sition. The thermodynamic process of crystal growth is subject to the competition between
atomic cohesion and thermal activation. Bombardment by the energetic deposition flux also sup-
plies energy to the atom participating in the growth. The adatom tends to find a location with op-
timal total energy that is the sum of binding and heating energies and hence to cross ascend or
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descend the step edge in the process of multilayer superlattice growth. At a given temperature, the
magnitude of the total energy of an atom with z coordinate is described by (Section 2):

EtotalðTÞ ¼
X

z

½h1lðTm � TÞ þ h2l�

Relocation of the adatom from one site to another with a net gain in the Etotal(T ) could be the
force driving the process as such. The gain of Etotal(T ) is subject to the difference of atomic CN,
the specific heat per bond, h1l, the melting point of the bond, and the 1/z fold entropy for at-
omization from the molten phase, h2l. Therefore, the exchanging of positions occurs because
of nonequility of binding energy for the exchange specimens. Adatoms ascending or descend-
ing across the step edge where the atomic CN is lower can be a clear indication that the ther-
mally activated bond broken is nonsimultaneous and that atoms with fewer bonds at the tip of
an edge are generally less stable. However, for Ga and Sn atoms, the Tm becomes higher when
the atomic CN is reduced [317e320], as discussed in Section 5.2.4. Therefore, it could be pos-
sible to observe that Ga and Sn atoms grow preferably at the tip of an edge under certain con-
ditions, as the binding of such atoms with 2e3 bonds is stronger than even that in the bulk.

5.5. Summary

The BOLS correlation has enabled the thermodynamic behavior of a nanosolid to be consis-
tently formulated and understood in terms of atomic CN imperfection and its effect on atomic
cohesion. It is understood that the difference between the cohesive energy of an atom at the
surface and that of an atom inside the solid determines the fall or rise of the Tm of a surface
and a nanosolid. The approach is in good accordance with existing models based on classical
and molecular thermodynamics. Combination of these models should provide deeper insight
into the physical origin and the general trends of the melting behavior of a nanosolid.

The Curie temperature suppression for ferromagnetic, ferroelectric, and superconducting
nanosolids follows the same trend of Tm suppression that is dictated by the BOLS correlation
and the effect of high-order CN imperfection, as well as the criterion of thermal-vibrationeex-
change-interaction energy equilibration. At TC, the atomic thermal vibration energy overcomes
a portion of the atomic EB, which triggers the orderedisorder transition of the spinespin ex-
change interaction. Numerical match between predictions and measurements for a number of
specimens reveals that the short spinespin correlation dominates the exchange interaction in
the ferromagnetic Fe, Co, Ni, and Fe3O2 nanosolids, whereas the long-range interaction dom-
inates the exchange energy for the ferroelectric PbTiO3, PbZrO3, SrBi2Ta2O9, and BaTiO3, and
the superconductive MgB2 nanosolids. Consistency between predictions and experimental ob-
servations on the TC suppression of the considered nanosolids evidences the validity of the cur-
rent premise, which has also been extended to the cases of nano-diffusivity, nano-reactivity and
the EA for atomic dislocation and crystal growth.

6. Lattice dynamics: acoustic and optic phonons

6.1. Background

Vibration of atoms at a surface is of high interest because the behavior of phonons influences
directly the electrical and optical properties in semiconductor materials, such as electrone
phonon coupling, photoabsorption and photoemission, as well as transport dynamics in devices
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[435]. With miniaturization of a solid down to the nanometer scale, the transverse and the
longitudinal optical (TO/LO) Raman modes shift towards lower frequency (or called optical
mode softening) [436], accompanied with generation of low-frequency Raman (LFR) acoustic
modes at wave numbers of a few or a few tens cm�1. The LFR peak shifts up (called acoustic
mode hardening) towards higher frequency when the solid size is being reduced [437,438].
Most of the theoretical studies of phonon modes are based on the continuum dielectric mech-
anism [439,440]. A microscopic lattice-dynamical calculation has already been developed
[438,441]. However, the underlying mechanism behind the red and blue Raman shift is under
debate with the possible mechanisms summarized as follows.

The size-dependent Raman shifts can be generalized empirically as [438,436]

u
�
Kj

�
¼ uðNÞ þAf

�
d0=Kj

�k

where Af and k are adjustable parameters used to fit the measured data. For the optical redshift,
Af< 0. For Si, as an example, u(N)¼ 520 cm�1 corresponding to the wavelength of
2� 104 nm. The index k varies from 1.08 to 1.44. The d0 is the lattice size that should contract
with the solid dimension [677]. For the LFR mode blueshift, Af> 0, k¼ 1. The LFR mode dis-
appears for large particles because u(N)¼ 0.

6.1.1. Acoustic phonon hardening

6.1.1.1. Quadrupolar vibration. The LFR peaks have always been attributed to acoustic modes
associated with the vibration of the individual nanoparticle as a whole. The phonon energies are
size dependent and vary with materials of the host matrix. The LFR scattering from silver nano-
clusters embedded in porous alumina [442] and SiO2 [443] and has been suggested to arise
from the quadrupolar vibration modes that are enhanced by the excitation of the surface
plasmas of the encapsulated Ag particles. The selection of modes by LFR scattering is due
to the stronger plasmonephonon coupling for these modes. For an Ag particle smaller than
4 nm, the size dependence of the peak frequency can be well explained by Lamb’s theory
[444], which gives vibrational frequencies of a homogeneous elastic body in a spherical
form. The mechanism for LFR mode enhancement is analogous to the case of surface-plasma
enhanced Raman scattering from molecules adsorbed on rough metal surfaces. The surface
acoustic phonons can be described as the eigen frequencies of a homogeneous elastic sphere
under stress-free boundary conditions, which give rise to a low-frequency u that is in the range
of a few to a few tens of cm�1 in the vibrational spectra. These modes are suggested to corre-
spond to spheroidal and torsional modes of vibrations of a spherical or an ellipsoidal particle.
Spheroidal motions are associated with dilation and strongly depend on the cluster material
through vt and vl, where vt and vl are the transverse and longitudinal sound velocities, respec-
tively. The sound velocity in a medium depends functionally on the Young’s modulus and the
mass density, i.e., v w (Y/r)0.5 w OEb where Eb is the cohesive energy per coordinate [283]. No
volume change is assumed in the torsional motion of the particle. These modes are character-
ized by two indices l and n, where l is the angular-momentum quantum number and n is the
branch number and n¼ 0 represents the surface modes. It has been shown that spheroidal
modes with l¼ 0 and 2 are Raman active and the torsional modes are Raman inactive [445].
The surface quadrupole mode (l¼ 2) appears in both polarized and depolarized geometry,
whereas the surface symmetrical mode (l¼ 0) appears only in the polarized geometry. The
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relation between the particle size and the frequency of the polarized acoustic phonon can be
established from [446]:

sinðxÞ ¼ 4n2
eff j1ðxÞ

with complex argument,

x¼ Rðuþ iGÞ=nl ð51Þ

where n and G are the phonon frequency and bandwidth, respectively, for the polarized-confined
acoustic phonon of the first order. The term j1(x) is the spherical Bessel function of the first kind
with order one, vl is the longitudinal sound velocity in the nanoparticle, and neff is an effective
internal acoustic index given by

n2
eff ¼ n2

p� fc

�
n2

m� ðkxÞ2=f4½1� iðkxÞ�g
�

ð52Þ

where np and nm are the ratios of transverse-to-longitudinal sound velocities in the particle and
in the matrix, respectively, k is the ratio between the longitudinal sound velocities in the particle
and in the matrix, and fc is a coupling constant between the particle and the matrix, given by

fc ¼ rm=
�
k2rp

�
with rm and rp being the mass densities for the matrix and for the particle, respectively. By
substituting neff in Eq. (52) into Eq. (51), the relation between particle radius R and the phonon
frequency v can be obtained from the real part of Eq. (51). The eigen frequencies for the tor-
sional modes and the spheroidal modes with n¼ 0 can be written as [447]:�

u1
t ¼ 0:815vt=Rc; u2

t ¼ 0:4vt=Rc ðtortionalÞ
u0

s ¼ 0:18vl=Rc; u1
s ¼ 0:585vl=Rc; u2

s ¼ 0:42vl=Rc ðspheroidalÞ

where c is the velocity of light in vacuum. For bulk Ag, vt¼ 1660 m/s and vl¼ 3650 m/s, the u

is around 102 cm�1 level. This approach fits well the measured LFR data for Ag embedded in
Al2O3 and SiO2 matrices [446,447].

Zi et al. [448] calculated the Raman scattering from acoustic phonons in Si nanocrystals by
a lattice-dynamical model. The polarized and depolarized low-frequency Raman peaks were
ascribed as confined LA-like and TA-like acoustic phonons, respectively. They found that
the effects of the matrix are important, which will lead to a redshift for both polarized and de-
polarized Raman peaks. Their approaches improve the fit to the measurement compared with
calculations using Lamb’s model. Atomistic simulations [449] suggested that the morphology
of nanoscopic Ag grains (in crystalline, twined icosahedra, Mark’s decahedra, and irregular
nanograins) introduces a high degree of complexity into the phonon spectra, total and partial
vibrational density of states, and phonon localization. For the low-energy, single-crystalline
grains present nearly pure torsional and radial phonon modes. When compared to faceted grains
of the same size, high-energy, spherical modes that present regular protrusions on the surface
have a smaller acoustic gap and a higher total DOS. The twined icosahedra have a breathing
mode. Nanograins with grain boundaries and surface disorder do not have degenerate frequen-
cies and the acoustic gap is significantly reduced. These nanograins are the only ones that ex-
hibit low-frequency DOS.
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6.1.1.2. Lattice strain. The blueshift of LFR mode has also been attributed to the effect of
lattice contraction induced stain. CdSxSe1�x nanocrystals embedded in a borosilicate (B2O3e
SiO2) glass matrix [450] have been found to experience size-dependent compressive strain.
The lattice strain causes the surface tension to increase when the crystal size is reduced. The
observed blueshift of acoustic phonon energies was suggested to be the consequence of the
compressive stress overcoming the redshift caused by phonon confinement with negative
dispersion. Liang et al. [451] also presented a model for the Raman blueshift by relating the
frequency shift to the bond strength and bond length that are functions of the entropy, latent
heat of fusion, and the melting point.

6.1.2. Optical phonon softening
The high-frequency Raman shift has usually been suggested to be activated by surface dis-

order [452], and explained in terms of surface stress [453,454] or phonon quantum confinement
[455,456], as well as surface chemical passivation. The Raman shifts of TiO2 particles are at-
tributed to the effects of decreasing particle size on the force constants and vibrational ampli-
tudes of the nearest-neighbor bonds [457]. However, the effect of stress can usually be ignored
for hydrogenated silicon [458,459], in which hydrogen atoms terminate the surface dangling
bonds, which reduce the bond strains and hence the residual stress. The phonon confinement
model [455] attributes the redshift of the asymmetric Raman line to relaxation of the q-vector
selection rule for the excitation of the Raman active phonons due to their localization. The re-
laxation of the momentum conservation rule arises from the finite crystalline size and the di-
ameter distribution of the nanosolid in the films. When the size is decreased, the rule of
momentum conservation will be relaxed and the Raman active modes will not be limited at
the center of the Brillouin zone [453]. A Gaussian-type phonon confinement model [456]
that has been used to fit the experimental data indicates that strong phonon damping is present,
whereas calculations [460] using the correlation functions of the local dielectric constant ignore
the role of phonon damping in the nanosolid. The large surface-to-volume ratio of a nanodot
strongly affects the optical properties mainly due to introducing surface polarization and sur-
face states [461]. Using a phenomenological Gaussian envelope function of phonon amplitudes,
Tanaka et al. [462] show that the size dependence originated from the relaxation of the q¼ 0
selection rule based on the phonon confinement argument with negative phonon dispersion. The
phonon energies for all the glasses are reduced, the values of the phonon energies of CdSe
nanodots are found to be quite different for different host glasses. The currently available
models for the optical redshift are based on assumptions that the materials are homogeneous
and isotropic, which is valid only in the long-wavelength limit. When the size of the nanosolid
is in the range of a few nanometers, the continuum dielectric models exhibit limitations.

Hwang et al. [253] indicated that the effect of lattice contraction must be considered to ex-
plain the observed differences in the redshift of phonon energies for CdSe nanodots embedded
in different glass matrices. To obtain the phonon frequency as a function of the dot radius Kj

with contribution of lattice contraction, it was assumed that

u
�
Kj

�
¼ uL þDuD

�
Kj

�
þDuC

�
Kj

�
ð53Þ

where uL is the LO phonon frequency of the bulk, DuD(Kj), the peak shift due to phonon dis-
persion and DuC(Kj), the peak shift due to lattice contraction. The phonon dispersion DuD(Kj)
is given by
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DuD

�
Kj

�
¼
�

u2
L� b2

L

�
mnp

Kjd0

�2�1=2

�uLy�
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b2
L

2uL

��
mnp

Kjd0

�2

ð54Þ

where the parameter bL describes the phonon dispersion assumed to be parabolic and mnp is the
nonzero npth root of the equation of tan(mnp)¼ mnp. The phonon frequency shift due to the lat-
tice contraction DuC

�
Kj

�
is given as [450]:

DuC

�
Kj

�
¼ uL
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g is the Grüneisen parameter, a0 and a are the linear thermal expansion coefficients of the host
glass and the nanodot, respectively, T and Tg are the testing and the heat-treatment tempera-
tures, respectively, bc and sN are the compressibility and the surface tension of the bulk, re-
spectively, and b, the parameter describing the size-dependent surface tension of the crystal.
The surface tension for bulk crystals is assumed small. The first term describes the lattice con-
traction by thermal expansion mismatch between the glass matrix and the crystal, and the sec-
ond term arises from the increase of surface tension with the decrease of crystal size.
Substituting Eq. (55) into Eq. (54), the phonon frequency change at a given temperature is
obtained

Du
�
Kj

�
uL

¼�3gða0 � aÞ
�
T � Tg

�
�
"

1

2

�
bLmnp

uL

�2

�gbCb

#�
Kjd0

��2¼ A�BK�2
j ð56Þ

For a free surface, a0 ¼ a and b¼ 0. There are some difficulties, however, to use this equa-
tion, as remarked on by Hwang et al. [463] since the thermal expansion coefficient within the
temperature range T� Tg is hardly detectable. The value of B in Eq. (56) is given by the dif-
ference of the phonon negative dispersion and the size-dependent surface tension. Thus, a pos-
itive value of B indicates that the phonon negative dispersion exceeds the size-dependent
surface tension and consequently causes the redshift of phonon frequency. On the contrary,
if the size-dependent surface tension is stronger than the phonon negative dispersion, blueshift
of phonon frequency occurs. In case of balance of the two effects, i.e., B¼ 0, the size depen-
dence disappears. Furthermore, the parameter b introduced by the size-dependent surface ten-
sion is also unknown. At the lower end of the size limit, the u

�
Kj

�
/�N diverges in a K�2

j

way. Therefore, the existing models could hardly reproduce the Raman frequency shifts satis-
factorily near the lower end of the size limit.
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6.2. Principles

6.2.1. Vibration modes
Raman scattering is known to arise from the radiating dipole moment induced in a system by

the electric field of incident electromagnetic radiation. The laws of momentum and energy con-
servation govern the interaction between a phonon and a photon. When we consider a solid con-
taining numerous Bravais unit cells and each cell contains n atoms, there will be 3n modes of
vibrations. Among the 3n modes, there will be three acoustic modes, LA, TA1 and TA2 and
3(n� 1) optical modes. The acoustic mode represents the in-phase motion of the mass center
of the unit cell or the entire solid. Therefore, the LFR should arise from the vibration of the
entire nanosolid interacting with the host matrix. For a freestanding nanosolid, the LFR should
correspond to intercluster interaction. The optical mode is the relative motion of the individual
atoms in a complex unit cell that contains more than one atom. For elemental solids with a sim-
ple such as the fcc structure of Ag, there presents only acoustic modes. The structure for silicon
or diamond is an interlock of two fcc structures that contains in each cell two atoms in non-
equivalent positions, so there will be three acoustic modes and three optical modes.

6.2.2. Lattice vibration frequency
The total energy Etotal that sums the lattice thermal vibration and interatomic binding can

be expressed in a Taylor’s series, as given in Eq. (33) (Section 5). When the atom is in an
equilibrium position, the bond energy is Eb. The second-order term corresponds to the
Harmonic vibration energy, in which, the force constant k ¼ d2uðrÞ=dr2

		
d
fEb=d2

0 and k0 ¼
d3uðrÞ=dr3

		
d0

fEb=d3
0. The latter is in the dimension of stress. The vibration amplitude is

x¼ r e d0. The high-order terms correspond to the nonlinear contribution that can be negligible
in the first-order approximation. For a single bond, the k and k0 are strengthened; for an under-
coordinated atom, the resultant k could be lower because of the reduced CN. Since the short-
range interaction on each atom results from its neighboring coordinating atoms, the atomic
vibrating dislocation is the contribution from all the surrounding coordinates, z. Considering
the vibration amplitude x	 d0, it is convenient and reasonable to take the mean contribution
from each coordinate to the force constant and to the magnitude of dislocation as the first-order
approximation, i.e.,

k1 ¼ k2 ¼/¼ kz ¼ miðcuÞ2

and

x1 ¼ x2 ¼/¼ xz ¼ ðr� d0Þ=z

Therefore, the total energy of a certain atom with z coordinates is the sum over all coordi-
nates [464]:

Ec ¼
X

z

�
�Ebþ

mc2u2

2

�
r� d0

z

�2

þ/

�
¼�zEbþ

zd2uðrÞ
2!dr2

				
d0

ðr� d0Þ2þ/ ð57Þ

where m is the reduced mass of the dimer atoms and c is the speed of light. This relation leads to
an expression for the phonon frequency as a function of atomic CN, bond length, and bond
energy
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u¼ z

c

�
d2uðrÞ
mdr2

				
d0

�1
2

f
zðEbÞ1=2

d0

; and
ui

u
¼ zibc

�ðm=2þ1Þ
i ð58Þ

6.2.3. Size dependence
Combining Eqs. (58) and (59) gives the size-dependent redshift of optical mode of a nano-

solid [where Q(N)¼u(N)�u(1)]:

u
�
Kj

�
�uð1Þ ¼ ½uðNÞ �uð1Þ�ð1þDRÞ

or;
u
�
Kj

�
�uðNÞ

uðNÞ �uð1Þ ¼ DR < 0

DR ¼
X
i�3

gij

�
ui

ub

� 1

�
¼
X
i�3

gij

�
zibc

�ðm=2þ1Þ
i � 1

� ð59Þ

where u0 and ui correspond to the vibration frequency of an atom inside the bulk and in the ith
surface atomic shell, respectively. u(1) is the vibrational frequency of an isolated dimer, which
is the reference point for the optical redshift upon nanosolid and bulk formation. The frequency
decreases from the dimer value with the number of atomic CN and then reaches the bulk value
(z¼ 12) that is experimentally detectable.

6.3. Verification

6.3.1. Optical modes and dimer vibration
In experiment, one can only measure u(N) and u(Kj) in Eq. (59). However, with the known

m value derived from the measurement of other quantities such as the melting point or core-
level shift, one can determine u(1) and the bulk shift u(N)�u(1) by matching the
measured data of size dependence to the theoretically predicted line:

Du
�
Kj

�
¼

8<:
�A0

Kk
j

ðMeasurementÞ;

¼ DR½uðNÞ �uð1Þ� ðTheoryÞ
ð60Þ

Hence, the frequency shift from the dimer bond vibration to the bulk value,
uðNÞ � uð1Þh� A0=

�
DRKj

�
, can be obtained. The matching of the prediction with the mea-

surement indicates that k¼ 1 because DRfK�1
j . Fig. 25 shows that the BOLS predictions match

exceedingly well with the theoretically calculated and the experimentally measured optical red-
shift of a number of samples, which therefore justifies the validity of the approximation. The
derived information about the corresponding dimer vibration is given in Table 7.

6.3.2. Acoustic modes and intercluster interaction
Fig. 26 shows the least-square-mean-root fitting of the size-dependent LFR frequency for

different nanosolids. The LFR frequency depends linearly on the inverse Kj

Du
�
Kj

�
¼ u

�
Kj

�
�uðNÞ ¼ �A0

Kj
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The zero intercept at the vertical axis, uðNÞ ¼ 0, indicates that when the Kj approaches
infinity, the LFR peaks disappear, which implies that the LFR modes and their blueshifts orig-
inate from vibration of the individual nanoparticle as a whole, as represented in the quadruple
vibration mechanism. It seems to be unnecessary to involve the bond strain at the interface to
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Fig. 25. Comparison of the predictions with observations on the size-dependent TO/LO phonon frequency shift of nano-

silicon. Theoretical results: Si-1 was calculated using correlation length model [465]; Si-3 (dot) and Si-4 (rod) were

calculated using the bulk dispersion relation of phonons [466]; Si-5 was calculated from the lattice-dynamic matrix

[438]; Si-7 was calculated using phonon confinement model [467], and Si-8 (rod) and Si-9 (dot) were calculated using

bond polarizability model [436]. Si-2 [468], Si-6 [469], Si-10 and Si-11 [453] are measured data. (b) CdS0.65Se0.35-1,

CdS0.65Se0.35 (in glass)-LO2, CdS0.65Se0.35-2, CdS0.65Se0.35 (in glass)-LO1 [470], CdSe-1 CdSe (in B2O3SiO2)-LO,

CdSe-2 CdSe (in SiO2)-LO and CdSe-3 CdSe (in GeO2)-LO [463], CdSe-4 CdSe (in GeO2)-LO [462], (c) CeO2-1

[471], SnO2-1 [472], SnO2-2 [452], and InP-1 [473] are all measurements.

Table 7

Vibration frequencies of isolated dimers of various nanosolids and their redshift upon bulk formation derived from sim-

ulating the size-dependent redshift of Raman optical modes, as shown in Fig. 25

Material Mode d0 (nm) A0 u(N)

(cm�1)

u(1)

(cm�1)

u(N)�u(1)

(cm�1)

CdS0.65Se0.35 LO1 CdSe-like 0.286 �23.9 203.4 158.8 44.6

LO2 CdS-like 0.286 �24.3 303 257.7 45.3

CdSe LO 0.294 �7.76 210 195.2 14.8

CeO2 0.22 �20.89 464.5 415.1 49.4

SnO2 A1g 0.202 �14.11 638 602.4 35.6

InP LO 0.294 �7.06 347 333.5 13.5

Si 0.2632 �5.32 520.0 502.3 17.7
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the LFR modes. Compared with the sophisticated lattice-dynamics calculations in which the
polarized and depolarized scattering processes are considered, the current derivatives treat
the nanoparticle as a whole and give information about the strength of the interparticle interac-
tion, as summarized in Table 8. This result implies that the mechanical coupling between CeO2

nanoclusters can be assumed to play a key role in the LFR [474]. The slope values for Si
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nanosolid are 97.77, 45.57 and 33.78 for the A1, T2 and E modes, corresponding to the stretch-
ing (LA) and bending (TA) modes, respectively.

6.3.3. Surface atom vibration
According to Einstein’s relation, it can be derived that mðcuxÞ2=2z ¼ kBT. At a given tem-

perature, the vibrational amplitude and frequency of a given atom are correlated as xfz1=2u�1,
which is CN dependent. The frequency and magnitude of vibration for a surface atom at the
surface (z¼ 4) or a metallic monatomic chain (MC with z¼ 2) can be derived as

u1

ub

¼ zibc
�ðm=2þ1Þ
1 ¼

�
0:88�3:44=3¼ 0:517 ðSiÞ
0:88�3=2=3¼ 0:404 ðMetalÞ

x1

xb

¼ ðz1=zbÞ1=2
ub=u1 ¼ ðzb=z1Þ1=2c

ðm=2þ1Þ
1 ¼

� ffiffiffi
3
p
� 0:883:44 ¼ 1:09 ðSiÞffiffiffi

3
p
� 0:883=2 ¼ 1:43 ðMetalÞ ð61Þ

The vibrational amplitude of an atom at the surface or an MC is indeed greater than that of
a bulk atom while the frequency is lower. The magnitude and frequency are sensitive to the m
value and vary insignificantly with the curvature of a spherical dot when Kj> 3. This result ver-
ifies the assumption [41,96] that the vibration amplitude of a surface atom is always greater
than the bulk value and it keeps constant at all particle sizes.

6.4. Summary

In summary, a combination of the BOLS correlation and the scaling relation has enabled us
to correlate the size-created and size-hardened LFR acoustic phonons to the inter-grain inter-
action and the optical phonon softening to the CN imperfection reduced cohesive energy of
atoms near the surface edge. The optical softening and acoustic hardening are realized in
a K�1

j fashion. Decoding the measured size dependence of the Raman optical redshift has de-
rived vibrational information on Si, InP, CdS, CdSe, TiO2, CeO2, and SnO2 dimers and their
bulk shifts, which is beyond the scope of direct measurement. As the approach proceeds in
a way from a bond-by-bond, atom-by-atom, shell-by-shell approach, no other constraints for
the continuum medium are applied. The striking significance is that we are able to verify the

Table 8

Linearization of the LFR acoustic modes of various nanosolids to give information about the sound velocity in the

specific solid

Sample A0

Ag-a and Ag-b 23.6� 0.72

Ag-c 18.2� 0.56

TiO-a, TiO-b 105.5� 0.13

SnO-a 93.5� 5.43

CdSe-1-a 146.1� 6.27

CdSe-1-b 83.8� 2.84

CdSe-1-c 46.7� 1.39

CdSSe-a 129.4� 1.18

CdSSe-b 58.4� 0.76

Si 97.77

Si 45.57

Si 33.78
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correlation between the magnitude and frequency of the vibration of the lower-coordinated
atoms. Consistency between the BOLS predictions and observations also verifies the validity
of other possible models that incorporate the size-induced Raman shift from different perspec-
tives. The findings gained herewith and progress made so far by the practitioner and coworkers
give further evidence of the impact of bond-order loss and the essentiality and validity of the
BOLS correlation mechanism in describing the behavior of low-dimensional systems.

7. Photon emission and absorption

7.1. Background

For the particular concern of the photoelectronic properties, nanostructured semiconductors
exhibit the general trends of the entire band-structure change associated with the reduced di-
mensions of the solid [44]. The observable changes may be summarized as follows:

(i) The band gap expands with reducing particle size, which gives rise to the blueshift in the
PL and photo-absorbance (PA) spectra of nanometric semiconductors such as Si oxides
[73,478,479,480], IIIeV [481] (GaN [482,483], InAs [484], GaP, and InP [485,486])
and IIeVI (CdS [487e489], ZnS [490], CdSe [491,492], ZnTe [493], CdTe/CdZnTe
[494]) compounds.

(ii) The energies of PL and PA involve the contribution from electronephonon coupling that
shifts the optical band gap EG from the true EG by the well-known value of Stokes shift
arising from electronephonon interaction that also changes with solid size [47].

(iii) The energy levels of the core bands and the adsorbate-induced chemical shifts move si-
multaneously towards higher binding energy (in absolute value). XPS measurements
revealed that the main core-level peaks and the oxide satellites of Cu-2p3/2 [495]
(�932.1, �940.1 eV), Sn-3d (�484.4, �486.7 eV) [496], Sn-4d (�26, �31 eV), Ta-4f5/2

(�23.4, �26.8 eV) and Ta-4f7/2 (�31.6, �36.5 eV) [496], move simultaneously up and
the amounts of change depend on the original core-level position and particle size. These
dedicated observations confirm that the particle size and oxidation have important effects
on the core-level shift of nanometric compounds, which is of great value in understanding
the nature of nanometric systems.

(iv) Because of EG expansion, the complex dielectric constant of a nanometric semiconductor
is significantly suppressed [497], which forms enormous impact in electronic and optical
devices. The reduction of dielectric constant can enhance the Coulomb interaction among
electrons, holes, and ionized shallow impurities in nanometric devices, and enhances the
exciton binding energy [498].

Therefore, it would be more appropriate in modeling practice of the Hamiltonian related
properties to consider the simultaneous change of all the properties relating to the Hamiltonian
rather than simply separate one phenomenon at a time from others.

7.2. Outstanding models

7.2.1. Quantum confinement
Among the numerous models for the PL blueshift, ‘‘quantum confinement (QC)’’ theory [69]

has been accepted as an elegant solution. Efros and Efros [70] first proposed, in 1982, this
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concept based on the experimental findings of the size effect on the blueshift in the main ex-
citon absorption of CuCl (w3 nm across) nanocrystallites [499]. The confinement effect on the
band gap, EG, of a nanosolid of radius R was expressed as [70]:

EGðRÞ ¼ EGðNÞ þp2Z2=
�
2mR2

�
ð62Þ

where m
�
1=m ¼ 1=m
h þ 1=m
e

�
, being the reduced mass of an electronehole (eeh) pair, is an

adjustable parameter. Eq. (62) indicates that the EG expansion arises from the kinetic energy of
the eeh pairs that are separated by a distance of the particle dimension, R, or the quantum well
size. In order to improve the simulations, Brus [71] and Kayanuma [72] further extended the
QC theory by including the Coulomb interaction of an eeh pair of R separation and the corre-
lation energy ER being the Rydberg (spatial correlation) energy for the bulk semiconductor. The
modified form is given as:

EGðRÞ ¼ EGðNÞ þp2Z2=
�
2mR2

�
� 1:786e2=ð3rRÞ þ 0:284ER

where,

ER ¼ me4=
�
232

r 32
0Z2
�
¼ 13:56m=32

r me ðeVÞ ð63Þ

The effective dielectric constant 3r and the effective mass, m, describe the effect of the ho-
mogeneous medium in the quantum box, which is a mono-trapping central potential extended
from that of a single atom by expanding atomic size to the dimension of the solid. The dictating
factor for the QC convention is the production of eeh pairs as their kinetic energy and potential
energy dominate the EG expansion. For CdS, as an example [72,500], it was estimated that
3r¼ 5.5, m
e ¼ 0:19, and m
h ¼ 0:8.

According to the QC theory, electrons in the conduction band and holes in the valence band
are confined spatially by the potential barrier of the surface, or trapped by the potential well of
the quantum box. Because of the confinement of both the electrons and the holes, the lowest
energy optical transition from the valence to the conduction band increases in energy, effec-
tively increasing the EG. The sum of kinetic and potential energy of the freely moving carriers
is responsible for the EG expansion and therefore the width of the confined EG grows as the
characteristic dimensions of the crystallite decrease.

Later development of the QC theory shows that the relation of DEG f R�n (n¼ 1.16 [501],
1.3 [491], and 1.37 [485]) fits better the size-dependent PL blueshift and the n values vary from
source to source. Nevertheless, it is important to recognize that the QC premise is indeed a very
helpful first-order approximation, and can be used to estimate changes in energy levels, exciton
and related energies, as a function of dot size. However, at the lower end of the size limit, the
QC theoretical curve diverges from the true situation that the EG can never be larger than the
separation of the involved energy levels of an isolated atom.

Most recently, Wang and Zunger [502] showed that the optical emission based on the
size of quantum dot (QD) depends on changes to dielectric function of the material near
the QD surface rather than the overall size of the dot. Measured microscopically, the dielec-
tric function in the core interior of a QD is the same as it is in the bulk material, but in
a small dot, the differences are large near the grain boundary. Therefore, the surface shells
of the QD are core C independent, agreeing with the present approaches, as discussed in
Section 2.
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7.2.2. Other schemes
A free-exciton collision model [73] proposed for the PL blueshift suggests that the EG

expansion arises from the contribution of thermally activated phonons in the grain
boundaries rather than the QC effect. During PL measurement, the excitation laser heats
the free-excitons that then collide with the boundaries of the nanometer-sized fragments.
The laser heating the free-excitons up to the temperature in excess of the activation energy
required for the self-trapping gives rise to the extremely hot self-trapping excitons (STEs).
Because the resulting temperature of the STEs is much higher than the lattice temperature,
the cooling of the STEs is dominated by the emission of phonons. However, if the
STE temperature comes into equilibrium with the lattice temperature, the absorption of
lattice phonons becomes possible. As a result, the blueshift of the STE-PL band is sug-
gested to originate from the activation of hot-phonon-assisted electronic transitions. The
blueshift of the STE-PL band depends on the temperature of laser-heated free-excitons
that in turn is determined by the size of nanometer-sized fragments. This situation arises
because the temperature (kinetic energy) of the laser-heated free-exciton increases with
the number of collisions with the boundary of confined regions, which tends to be higher
with decreasing size of the fragments in nanoscale materials (silica was considered only).
The energy gained from laser heating of the exciton increases with decreasing nanosolid
diameter in an exp(1/R) form. Based on the analysis, Glinka et al. [73] indicated that
the size-dependent PL blueshift of a nanosolid in general does not need to be related
always to the QC effect.

Other phenomenological models for the blueshift in PL of nanosolids include the impurity
centers [74], surface states [503], surface alloying [75], cluster interaction and oxidation effect
[77]. However, all the models mentioned above are good for the blueshift in the PL and cover
various possible sources. These models have their limitations, however, that could explain
neither change of Hamiltonian as the origin nor other quantities relating to the Hamiltonain,
such as the core-level shift and dielectric suppression, which should be intrinsic to
nanostructures.

7.3. BOLS consideration

7.3.1. Band formation
Fig. 27 illustrates the evolution of the energy levels of a single atom to the energy bands of

a bulk solid containing Nj atoms. Electrons of a single atom confined by the intra-atomic trap-
ping potential, Vatom(r)¼ constant or �N, move around the central ion core in a standing-wave
form inside the potential well. The corresponding eigen wave functions and the eigen energies
are:

fnðrÞfsin2ð2pnr=d0Þ; and EðnÞ ¼ 2ðnpZÞ2=
�
med

2
0

�
;n¼ 1;2;3;.

where the atomic diameter d0 corresponds to the dimension of the potential well of the isolated
atom. The branch numbers (n) correspond to different energy levels. The energy separation
between the closest two levels depends on (nþ 1)2� n2¼ 2nþ 1.

When a system contains two atoms, the single energy level splits into two separate sublevels
and the separation between the sublevels is determined by the interatomic binding energy.
Meanwhile, the presence of interatomic interaction shifts the center of the two levels down.
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Increasing the number of atoms up to Nj, the single energy level will expand into a band within
which there are Nj sublevels. The number of atoms Nj in the solid determines the number of the
sublevels in a particular energy band. What distinguishes a nanosolid from a bulk solid is that
for the former the Nj is accountable, while for the latter the Nj is too large to be accounted.
Therefore, the classical band theories are valid for a single nanometric solid that contains
any number of atoms. As detected with XPS, the DOS of a core band for a nanosolid exhibits
band-like features rather than the discrete spectral lines of a single atom. If the Nj is sufficiently
small, the separation between the sublevels is resolvable. The energy-level spacing of the suc-
cessive sublevels in the valence band, known as the Kubo gap (dK¼ 4EF/3Nj), decreases with
increasing number of valence electrons of the system [12]. For a system containing 1000 silver
atoms, the Kubo gap would be 5e10 meV. At room temperature, kBT y 25 meV, a 3-nm par-
ticle containing 500 atoms or more would be metallic (kBT> dK). At low temperatures, how-
ever, the level spacings especially in a small particle may become comparable to kBT or
higher, rendering them nonmetallic [12]. Because of the presence of the dK in an individual
nanosolid, properties such as electron conductivity and magnetic susceptibility exhibit quan-
tized features [504]. The resultant discreteness of energy sublevels also brings about fundamen-
tal changes in the characteristic spectral features of the nanosolids, especially those related to
the valence band.

According to the band theory [283], the Hamiltonian for an electron inside a solid is in the
form:

bH ¼ bH0þ bH0 ¼ �Z2V2

2m
þVatomðrÞ þVcryðrþRCÞ ð64Þ

where the Vatom(r) is the intra-atomic trapping potential of an isolated atom and
the bH0 ¼ VcryðrÞ ¼ Vcryðr þ RCÞ is the periodic potential of the crystal, i.e., the
interatomic binding potential or crystal potential. RC is the lattice constant. According to the
nearly-free-electron approximation, the EG originates from the crystal potential and the width
of the gap is simply twice that of the first Fourier coefficient of the crystal potential
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Fig. 27. Evolution of a single energy level into the band structure when particle grows from a single atom to a bulk solid

that contains N atoms. Indicated is the work function f, band gap EG, core level shift DEn, and bandwidth EB. The num-

ber of allowed sublevels in a certain band equals the number of atoms of the solid. The sublevel spacing is described by

the Kubo gap, 4EF/3Nj, with EF being the Fermi level of the bulk [505].
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EG ¼ 2jV1ðklÞj ð65Þ

The energy dispersion of an electron in the nth core band follows the relation:

EnðkÞ ¼ Enð1Þ þDEnðNÞ þDEBðkl;RC; zÞ ¼ Enð1Þ � ðbþ 2aÞ þ 4aUðkl;RC; zÞ ð66Þ

where

� Enð1Þ ¼ hfnðrÞjbH0jfnðrÞi is the energy of the core electron of an isolated atom.
� b ¼ �hfnðrÞjVcryðrÞjfnðrÞi is the energy of interaction between the crystal potential and

the specific core electron at site r.
� a ¼ �hfnðrÞjVcryðrÞjfnðr � RCÞi is the energy of exchange interaction between crystal po-

tential and the overlapping neighboring electrons.
� For an fcc structure example, the structure factor Uðkl;RCÞ ¼

P
z sin2ðklRC=2Þ:

� The sum is over all the contributing coordinates (z) surrounding the specific atom in the
solid.

Eqs. (65) and (66) indicate clearly that the EG, the energy shift DEn(N)¼�(bþ 2a) of the
En(1) and the bandwidth DEB (last term in Eq. (66)) are all functions of the crystal potential.
Any perturbation to the crystal potential will vary these quantities. Without the crystal poten-
tial, neither the EG expansion nor the core-level shift would be possible; without the interatomic
binding, neither a solid nor even a liquid would form.

7.3.2. Hamiltonian perturbation
Considering an assembly composed of n particles of mean size Kj and with each particle,

there are Nj atoms, the total binding energy, V(r, n, Nj) [18]:

V
�
r;n;Nj

�
¼
X

n

X
lsi

X
i

vðrliÞ ¼
n

2

�
Nj

X
i¼1

vðrliÞ þ
X
ksj

V
�
Kkj

��
y

n

2

h
N2

j vðd0Þ þ nV
�
Kj

�i
ð67Þ

V(r, n, Nj) sums over all the nNj atoms and the n particles. The high order rli is a certain
fold of the nearest atomic spacing, d0. Besides, interaction between the nearest clusters, k
and j, V(Kkj), should be taken into account. If Kkj is considerably large (such as the case of
porous Si, or highly dispersed particles), the last term is negligible, which is the case of an
isolated particle. Normally, the intercluster interaction, V(Kj), is much weaker than the
interatomic interaction. For example, if the cluster is taken as an electrical dipole or a magnetic
dipole, the Van der Waals or the super-paramagnetic potential is much weaker. If the interclus-
ter interaction cannot be neglected, Eq. (67) can be developed as follows using the shell
structure:
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The sum is over the outermost three atomic shells of the nanosolid. Vcry(d0, n, Nj) is the crys-
tal potential of the system without the effect of atomic CN imperfection or the intercluster in-
teraction. The pair interatomic binding energy at equilibrium atomic separation,
vðdiÞfEi ¼ c�m

i Eb. This leads to the perturbation to the crystal binding energy (the energy den-
sity in the relaxed region rather than the atomic cohesive energy) upon assembly of the nano-
solids, as given. The perturbation covers the weighted sum of contribution from the individual
surface layers

�
c�m

i � 1
�

over the outermost three atomic layers of a nanosolid, and the inter-
cluster interaction, dkj(Kj), that is negligible if the particle size is sufficiently large.

The total potential in Eq. (64) becomes VðDHÞ ¼ VatomðrÞ þ VcryðrÞ½1þ DH�. In conjunction
with the corresponding Bloch wave functions, the atomic trapping potential, Vatom(r), defines
the discrete core-level energies of an isolated atom, En(1). The crystal binding Vcry(r) defines
not only the EG, but also the shift of the core-level energy away from the original position,
DEn(N)¼ En(N)� En(1), as well as other quantities such as the bandwidth and band tails.
The dimensionless DH, being independent of the particular form of the interatomic potential,
is the contribution from binding energy density in the relaxed surface region.

The perturbation to the Hamiltonian will cause the changes of EG and En(Kj), which follows
the scaling relation:

DEG

�
Kj

�
EGðNÞ

¼
DEn

�
Kj

�
�DEnðNÞ

DEnðNÞ
¼ DH ð69Þ

We now turn to look at the possible mechanisms that could modify the crystal potential,
Vcry(r), that depends functionally on atomic distance and the nature of the chemical bond.
Bond formation transports charge among the bonding constituents. Different types of inter-
atomic potential describe different kinds of chemical bonds. If the atomic distance, or bond
length, relaxes spontaneously, the crystal potential will be enhanced. Chemical reaction in
which charge transport dominates not only reduces the ‘‘screening’’ effect of the core electrons
but also alters the nature of the bond. Therefore, shortened bond length and altered bond nature
will enhance the binding energy and, consequently, the crystal potential of the solid. On the
other hand, chemical reaction will cause repopulation of electrons in the valence band, which
will expand the EG extrinsically [125,506].

In the quantum theory for condensed matter, the key elements are the Hamiltonian and the
Bloch wave functions. Nanosolid densification may modify the wave functions slightly as, in
this case, no chemical reaction occurs. In the first-order approximation, we may ignore the
size effect on the wave function shrinkage. Therefore, the Hamiltonian becomes of key
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importance. The potential energy of the Hamiltonian in various modeling consideration is dif-
ferent, and may be compared as follows:

V ¼

8>>>><>>>>:
VatomðrÞ; ðr � r0Þ; isolated-atom
VdotðrÞ ¼ VatomðrÞ; ðr � RÞ; QC-I
VdotðrÞ þVeehðRÞ þEKðRÞ; ðr � RÞ; QC-II
VatomðrÞ þVcryðrÞ; ð �N< r < NÞ; Extended-solid
VatomðrÞ þVcryðrÞ � ð1þDHÞ; ðr � RÞ; BOLS-perturbation

ð70Þ

The major difference between the QC theory and the BOLS correlation for a nanosolid lies
in that:

(i) The QC effect being an artifact of measurement, is dictated by the presence of eeh pairs
that are produced during the measurement. Production of eeh pairs is crucial to trigger the
function of the QC theory. The Coulomb potential energy for the eeh pair, Veeh, is of or-
der about 10�1 eV [507], which is negligibly small compared to the interatomic binding
energy (1e7 eV). Furthermore, the radiation recombination of the eeh pair occurs de-
pending on the overlap extent of wave functions of the eeh pair. The localization length
of a carrier, R0, is about several Bohr radii [126]. The probability of eeh recombination is
proportional to exp(�2reeh/R0). If the eeh separation, reeh, is considerably larger than the
localization length, R0, the probability of the radiation recombination is extremely small.
On the other hand, the involved dielectric constant 3r is no longer constant but it is size
dependent [498,497].

(ii) The BOLS correlation is dictated, however, by the fact of atomic CN imperfection and its
consequences on the Hamiltonian, which focus on the surface shells rather than the entire
solid. The BOLS premise adds its perturbation to the crystal potential of an extended
solid without eeh pair or the correlation energy being involved. The intra-atomic trap-
ping, Vatom, is responsible for the discrete energy levels of an isolated atom. As trapping
centers, the Vatom localizes electrons to spend most time moving inside the Vatom in the
form of standing waves. The interatomic binding or crystal potential, Vcry, is crucial to
binding atoms to form a solid. Therefore, the Vcry can never be removed or replaced
with other alternatives in dealing with a system containing multiple atoms. Despite the
numerical convergence of the EG at the lower end of the size limit, the BOLS premise
is able to formulate not only the entire band-structure change (band gap expansion, the
core-level shift, the core bandwidth and band tails) but also other properties such as the
strength of electronephonon coupling.

7.4. Verification: photon emission and absorption

7.4.1. Electronephonon coupling
The PL or PA energy is not the band gap but they are determined by the joint effect of crystal

binding and electronephonon coupling. Fig. 28 illustrates the effect of electronephonon (eep)
coupling and crystal binding on the EPL and EPA. The energies of the ground state (E1) and the
excited state (E2) are expressed as [126]:�

E1ðqÞ ¼ Aq2

E2ðqÞ ¼ Aðq� q0Þ2þEG
ð71Þ
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Constant A is the slope of the parabolas. The q is in the dimension of a wave-vector. The
vertical distance between the two minima is the real EG that depends functionally on the crystal
potential. The lateral displacement (q0) originates from the eep coupling that can be strength-
ened by enhancing lattice vibration. Therefore, the blueshift in the EPL and in the EPA is the
joint contribution from the change of crystal binding and eep coupling. At a surface, the
CN imperfection-enhanced bond strength affects both the frequency and magnitude [96,41]
of lattice vibration. Hence, at a surface, the eep coupling and hence the Stokes shift will be
enhanced.

In the process of carrier formation and recombination, an electron is excited by a photon
with EGþW energy from the ground minimum to the excited state with the creation of an elec-
tronehole pair. The excited electron then undergoes a thermalization and moves to the mini-
mum of the excited state, and eventually transmits to the ground combining with the hole.
The carrier recombination is associated with emission of a photon with energy EPL¼ EG�W.
The transition processes (eeh pair production and recombination) follow the rule of momentum
and energy conservation though the conservation law may be subject to relaxation for the short
ordered nanosolid. Such conservation law relaxation is responsible for the broad peaks in the
PA and PL.

The insertion illustrates the Stokes shift, 2W ¼ 2Aq2
0, from EPL to EPA. The q0 is inversely

proportional to atomic distance di, and hence, Wi¼ A/(cidi)
2, in the surface region. Based on

Fig. 28. Mechanisms for EPA and EPL of a nanosemiconductor, involving crystal binding (EG) and electronephonon

coupling (W). Insertion illustrates the Stokes shift from EPA to EPL [126]. An electron is excited by absorbing a photon

with energy EGþW from the ground minimum to the excited state and then undergoes a thermalization to the excited

minimum, and then transmits to the ground emitting a photon with energy EG�W [126].
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this premise, the blueshift of the EPL, the EPA, and the Stokes shift can be correlated to the CN
imperfection-induced bond contraction [508]:

DEPL

�
Kj

�
EPLðNÞ

DEPA

�
Kj

�
EPAðNÞ

9>>=>>;¼
DEG

�
Kj

�
HDW

�
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�
EGðNÞHWðNÞ y

X
i�3
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��
c�m

i � 1
�
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c�2

i � 1
��

�
�
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EGðNÞd2
;

WðNÞ
EGðNÞ

z
0:007

1:12
z0

�
ð72Þ

Compared with the bulk EG(N)¼ 1.12 eV, the W(N) w 0.007 eV obtained using empirical
tight-binding calculations [509] is negligible. One can easily calculate the size-dependent EPL,
EPA, and EG¼ (EPLþ EPA)/2 as well using Eq. (72). Fitting the measured data gives the values
of m and A for a specific semiconductor.

7.4.2. EG expansion
The size dependence of both the EPL(Kj) and EPA(Kj) of porous silicon (p-Si) fabricated

using electrochemical method has been obtained [508]. The room temperature reflectivity
(Fig. 29a) varies with size in the photon energy range of 200e900 nm wavelength, which is
related to the change of dimension and geometry of columns and voids on the p-Si surface.
The absorption coefficient was obtained by fitting the reflection spectra using the Scout soft-
ware package [510]. The EPA values were extracted from the absorption spectra (Fig. 29b) using
the Tauc plot method [511,512]. The PL and XPS DE2p profiles are given in Fig. 29c and d,
compared with the predicted size dependence.

Matching the predictions in Eq. (72) with the measured EPA and EPL data (Fig. 30a)
gives coefficient B¼ 0.91 and m¼ 4.88 that refines the original value m¼ 4 of which
the eep interaction was not considered [45]. The refined form is able to discriminate the
effect of eep coupling (B¼ 0.91) from the effect of crystal binding (m¼ 4.88) on the EPL

and EPA.
Most strikingly, without triggering electronephonon interaction or electronehole produc-

tion, STM/S measurement [48] reveals that the band gap varies from 1.1 to 3.5 eV when the
diameter of a Si nanorod is reduced from 7.0 to 1.3 nm and that the surface SieSi bond
contracts by w12% from the bulk value (0.263 nm) to w0.23 nm. The STS findings concur
convincingly with the BOLS premise: CN imperfection shortens the remaining bonds of the
under-coordinated atoms spontaneously with an associated EG expansion. It is important to
note that STS collects localized DOS information without needing any energetic stimulus.
The bias (jVbj< 2 eV) between the tip and the sample surface is not sufficiently large to break
the SieSi bond. What happens upon being biased is that the tip introduces holes or electrons
into the sample rather than produces electronehole pairs inside the specimen. As such, neither
electron excitation from the ground to the excited states nor electronehole pair production or
carrier recombination occurs during STS/M measurement. What contributes to the STS-EG are
states occupied by the covalent bonding electrons and the empty states that are strongly
localized at the probed site rather than the Coulomb interaction between the excited
electronehole or kinetic energies of the mobile carriers moving inside, or being confined by,
the nanosolid. Without causing eeh production and recombination [506], STS-EG continues
expanding upon the size being reduced. A surface hydride may form upon the sample being
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passivated. However, hydride formation reduces the midgap impurity DOS and hence improves
the quantum efficiency in the irradiation recombination, and hence, the surface hydride
formation could never expand the EG [126]. As shown in Fig. 30b, the size-enlarged EG of
Si nanorods (STS derived) [46] and Si nanodots (mean value of EPA and EPL) follows the
BOLS prediction, which involves no events of electronehole interaction, eep coupling, or
quantum confinement.

7.4.3. Nanocompound photoluminescence
Table 9 lists the parameters used in simulating the size dependence of the PL blueshift of

nanometric compound semiconductors. The bond length in the bulk takes the values of covalent
bond of the corresponding materials (Appendix A). Fig. 31 compares the predictions with the
relative PL shift observed for InP, InAs, CdS, and CdSe nanosolids. It can be seen that the curve
of m¼ 4 gives generally a better fit of the PL spectra of these compounds without involving the
eep coupling. This trend also agrees with the EG expansion determined by XPS from the Si:H
nanosolids [16]. The deviation of theory from experiment may arise from the accuracy in
determining the shape and size of the particles or from the uncertainty of chemical reaction.
The extent of reaction determines the EG that was used as a scale to normalize the entire set
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Fig. 29. (a) Reflection and (b) absorption spectra of PS samples with different particle sizes measured at ambient tem-

perature. EPA is obtained with the Tauc plot fitting of the reflection and absorption data. Size dependence of (c) PL spec-

tra and (d) E-2p core-level shift in particle size range of R¼ 1.4e2.1 nm [508].
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of the PL data. The scattered and broad distribution of the measured data for InP, InAs, CdS,
and CdSe should be due to the same reason. However, all the data follow the similar trend of
m¼ 4e6. The cluster interaction appears to play an insignificant role in the PL blueshift, which
coincides with BOLS predictions, as discussed in Section 7.3.2. The general trends of the pre-
dicted PL peak shift show that the size-induced frequency shift varies little with the materials or
with the particular crystal structures (Wurtzite and zinc-blend structures in Fig. 31b), as noted
by Yoffe [17].
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Fig. 30. Comparison between predictions (solid lines) and the measured size dependence. (a) The EPA blueshift of PS

with data-1 [511], data-2 [513], data-3 [514], data-4 [515], and data-5 [45]. (b) The EPL blueshift of nano-Si. Data-1

[458], data-2 [516], data-3 [509], data-4 [517], data-5 [518], data-6 [519], data-7 [520], and data-8 [515] are calculation

results. Data-9 [515], data-10 [513], data-11 [478], data-12 [521], and data-13 [45] are measurements. (c) The EG-

expansion measured using STS [48] and optical method, data-1 (EG¼ EPA e W ) [456] and data-2 (EG¼ (EPLþ
EPA)/2) [45]. (d) The core level shift of Si [47].

Table 9

Summary of the simulating parameters for the EG expansion of nanometric semiconductors

EG (bulk) (eV) EG(N) (eV)

Si 1.12 1.12

InP 1.45/1.34 1.45

InAs 0.35 0.9

CdS e 2.2

CdSe 1.75 1.75
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It should be noted that the EG of the bulk compound varies with the extent of chemical re-
action [522,523]. For example, the EG for the SiOx varies from 1.12 (Si) to 9.0 (SiO2) eV.
Therefore, it is not realistic to fit the measured data perfectly without considering the effect
of surface passivation. Our attention, however, should focus on the trends of change and their
origins. We may compare predictions with experimental observations on the PL blueshift of
nanometric semiconductors near the lower end of the size as shown in Figs. 30 and 31. Agree-
ment with PL shift of Si, CdS-I [487], CdSe-I [524], CdSe-II [525], CdSe-III [526], CdSe-IV
[527], and CdSe-V [528] nanosolids (D< 5 nm) has been realized. The QC theoretical curves
of D�l (1155�D�1 and 80850�D�2) are also compared, which match the PL data only at
larger particle size. Fig. 31 compares the BOLS prediction and the measured PL shift of InP
nanosolids [485,529,530], and the curves of R�1.04 and 100� (5.8D2þ 27.2Dþ 10.4)�1 forms
reported by others [531].

The extent of bond contraction varies slightly from CdS to CdSe, as a refinement of the
BOLS correlation. The difference should be due to the difference in electronic configuration
or the covalent bond length between S (3p4, 0.104 nm) and Se (4p4, 0.114 nm), which is beyond
the scope of BOLS correlation. Copper-doped zinc oxide nanowires range from 30 to 100 nm in
diameter and show broad and continuous PL spectra extending from the ultraviolet to the red
region at room temperature, depending on the excitation wavelength, which is different from
that of the bulk [532]. The mechanism of the excitation wavelength dependence of the PL
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emission of CueZnO2 is complicated, which should be the joint effect of size and oxidation
[533] and Cu doping may add new levels for transition.

7.5. Bandwidth and band tails

7.5.1. Bandwidth
The predicted size-dependent bandwidth derived in Section 7.3.2 indicates that the band-

width is determined by both the crystal potential and the effective atomic CN and the band-
width shrinks with reducing particle size:

DEB

�
Kj

�
EBðNÞ

¼
X
i�3

gij

�
Dai

a
þDz

z

�
ð73Þ

which agrees with the trends measured using XPS from CuO surface [535]. The observed peak
intensity increases and the peak-base width (rather than the full width at half maximum that
describes the distribution of the occupied DOS in the core band) decreases with reducing par-
ticle size. It is understandable that the number of electrons is conserved in each of the deeper
band, as the core electrons do not involve the charge transportation in a process of chemical
reaction [3]. If the z reduces to one or two, the bandwidth will approach the single energy level
of an isolated atom.

7.5.2. Surface states and band tails: Urbach edge
For an isolated nanosolid or a surface, there are two kinds of surface states. One is the dan-

gling bonds or surface impurities, which add impurity states within the EG of semiconductors.
Termination of the dangling bonds by H adsorption could minimize the impurity states. The
other is the contracted bonds localized in the relaxed surface region, which offset the entire
band structure associated with EG enlargement and the presence of band tails.

The difference between an assembly of nanosolids and a bulk solid in amorphous state is the
distribution of defects. In the amorphous phase, the randomly distributed CN deficiency causes
the bond length and angle of the specific atom to distort in a disordered way, which adds traps
randomly in depth inside the bulk. In an amorphous solid, the number of the under-coordinated
atoms is hardly controllable as the amorphous state depends heavily on the processing condi-
tions. For a nanosolid or nanocrystallite, CN deficiency only happens in an orderly way at the
surface and the number of sites of CN deficiency is controllable by adjusting the shape and size
of the nanosolids.

The CN deficiency in both amorphous and nanosolid states bends the energy near the con-
duction and the valence band edges with production of band tails occupied by the localized
states. The resultant of the two band tails gives the Urbach edge appearing in the photoabsorp-
tion spectra [126]. According to the BOLS premise, the Urbach edge of a nanosolid resulting
from bond contraction due to the CN imperfection in the surface region is comparable to the
random traps inside the amorphous bulk solid. The deepened potential traps near the surface
edges are responsible for the localization of carriers in the band tails of nanosolids. Therefore,
the CN imperfection enhanced interatomic interaction in the surface skin of a nanosolid should
also produce such band tails that are identical to the band tails of an amorphous solid though the
tail states originate from different sites in real space. As expected, such Urbach edges have been
identified from the photoabsorption spectra of InAs [484], InP [485], and the XPS measurement
of Si:H nanosolids [16].
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7.6. Summary

We have thus developed a consistent understanding of the factors dominating the entire
band-structure change of nanostructured solids by incorporating the BOLS correlation to the
Hamiltonian of an extended solid of which the Hamiltonian contains the intra-atomic trapping
and the interatomic binding interactions. Introducing the effect of CN imperfection to the con-
vention of an extended solid in the surface skin has led to a new Hamiltonian that revolves the
entire band structure of a nanometric semiconductor. This approach allows us to discriminate
the contribution from crystal binding from the effect of eep coupling in determining the EG

expansion and PL blueshift. In addition, we have shown that the conventional band theories
are still valid for a nanosolid that contains numerous atoms in the form of multiple trapping
centers in the energy box. It is anticipated that the spontaneous contraction of chemical bonds
at the surface is the origin of the size dependency of a nanosolid as all the detectable quantities
are functions of interatomic binding energy. Therefore, the CN imperfection induced bond con-
traction and the rise in the surface-to-volume ratio with reducing particle size cause the change
of the band features of nanometric semiconductors and the performance of electrons, phonons,
and photons in the small particles. Agreement between modeling predictions and the observed
size dependence in the PL of Si and some nanometric IIIeV and IIeVI semiconductors are fur-
ther evidence of the significance of atomic CN imperfection and the BOLS correlation.

8. Electronic structure

8.1. Core bands: intra-atomic trapping and crystal binding

8.1.1. Observations
Unlike the valence DOS that provides direct information about charge transportation kinetics

during reaction [3], the energy shift of a core level of an isolated atom gives profound information
about the intensity of crystal binding that is dominated by interatomic interaction. Alteration of
bond nature and variation of bond length will affect the crystal potential and hence shift the core
level by a certain extent towards normally higher binding energy if the processes are spontaneous.
Being able to discriminate the crystal binding (core-level shift) from the atomic trapping (core
level of an isolated atom) of a core electron under various physical and chemical environments
is a great challenge, which is beyond the scope of direct measurement using currently available
probing technologies. Combining the most advanced laser cooling technology and XPS, one can
measure the energy separation between different energy levels of the slowly moving gaseous
atoms trapped by the laser beams but, up to now, the individual core-level energy of an statically
isolated atom cannot be obtained [536]. What one can measure using XPS are the convoluted
broad peaks of the core bands contributing from atomic trapping, crystal binding, crystal orien-
tation, surface relaxation or nanosolid formation and the effect of surface passivation.

In addition to the well-known chemical shift caused by the core-hole ‘screening’ due to charge
transportation in reaction, relaxed atomic layer spacings at a surface can split the core-level of
a specimen into a few components, as illustrated in Fig. 32. However, the assignment for the com-
ponents induced by surface relaxation is quite confusing, as summarized in Table 10, due to the
lack of guidelines for determining which peak arises from the surface and which one comes from
the bulk. With the widely used sign convention, a positive shift relates the high-energy compo-
nent to the surface contribution (Si, i¼ 1, 2,.,B) while the low-energy component relates to the
bulk origin (B) (Fig. 32). The resultant peak is often located in between the components and the
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exact position of the resultant peak varies with experimental conditions, which is perhaps why the
recorded values for the core-level energy of a specimen vary from source to source. XPS mea-
surements [495,537e540] reveal that the intensity of the low-energy component often increases
with the incident beam energy or with decreasing the angle between the incident beam and the surface
normal in the XPS measurement (Fig. 32). The intensity of the low-energy component also increases
with decreasing the surface atomic density under the same beam conditions (energy and incident an-
gle). For example, at 390 eV beam energy, two 3d5/2 components at 334.35 and 334.92 eV have been
identified from Pd(110, 100, 111) surfaces. The lower 334.35 eV peak intensity decreases with the var-
iation of the surface geometry from (110) to (111) [541] (with atomic density n110:n100:n111¼ 1/
O2:1:2/O3). The 306.42 eV component of the Rh(111) 3d5/2 level measured under 380 eV beam
energy is relatively higher than the same peak of Rh(110) measured using 370 eV beam energy

Fig. 32. Illustration of the positive shift (S1, S2,., B) of the core-band components with respect to the energy level of an

isolated atom, En(1). DEn(Si)¼DEn(N)[1þDi]. Measurements show that the intensities of the low-energy bulk com-

ponent often decrease with incident beam energy and with the increase of the angle between the incident beam and

surface normal.

Table 10

Specifications and the possible origins of the surface-induced core-level splitting

Specification (jEnj: high / low) Samples

Positive shift:

S1, S2, ., and B

Nb(001) [495,538], graphite [537],

Tb(0001)-4f [539], Ta(001)-4f [540],

Ta(110) [542], Mg(1010) [543], Ga(0001) [544]

Negative shift:

B, S4, S3, S2, and S1

B, S2, S3, S4, and S1

Be(0001) [545], Be(1010) [543,546,547],

Ru(1010) [548], Mo(110) [549],

Al(001) [550], W(110) [551], W(320) [552],

Pd(110,100, 111) [541]

Mixed shift:

S1, B, Sdimer-up, Sdimer-down

S2, B, S1

S1, B, S2

S2, S3þ S4, S1, B

Si(111) [553], Si(113) [554]

Ge(001) [555]

Ru(0001) [556]

Beð1010Þ [557]
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compared with the high-energy component at 307.18 eV [541]. The energy of individual compo-
nent should be intrinsic disregarding the surface atomic density but the resultant peak changes
with crystal orientation due to the contribution from the individual component. The dependence
of the low-energy-component intensity on the beam conditions and atomic density implies that
the surface relaxation induces most likely a positive shift in the XPS measurement due to the var-
ied penetration depth of the incident beams.

Upon reacting with electronegative elements such as oxygen, the core-level also splits with the
production of high-energy satellites. This well-known ‘chemical shift’ arises from core-hole pro-
duction due to bond formation that weakens the ‘screening’ of the crystal potential acting on the
specific core electrons. Interestingly, the effects of surface relaxation and chemical reaction on
the core-level shift can be distinguished easily. For instance, two distinct Ru-3d5/2 core-level
components were resolved from a clean Ru(0001) surface due to the relaxation. Both components
then shift up simultaneously further by up to 1.0 eV upon oxygen adsorption [553]. The Rh-3d5/2

core-level of Rh(100) surface has a split of 0.65 eV relative to the main peak of the bulk, while
with oxygen addition both of the components shift 0.40 eV further towards high binding energy
[558]. XPS spectra in Fig. 33c shows the Ta-4f spectra taken after removing about 30% (upper)
and 50% (lower) of the surface nanoparticles of a gate device by sputtering [496]. The first pair of
doublets (Ta-4f5/2 and Ta-4f7/2) at (23.4 and 26.8 eV) arises from TaSix and Ta2O5, respectively.
The second pair of doublets (at 31.6 and 34.5 eV) is the corresponding satellites due to the size
effect. This size effect that can be weakened by removing the nanoparticles causes a simultaneous
shift of both the oxide coated nanoparticle and its metallic environment by about 8 eV (bold ar-
row). These observations confirm that both surface relaxation and catalytic reaction could shift
the core-level positively by an amount that may vary depending not only on the original core-
level position but also on the extent of reaction.

When a solid reduces its size down to the nanometer scale, the entire core-level features (both the
main peak and the chemical satellites) move simultaneously towards higher binding energy and the
amounts of shift depend on not only the original core-level position but also the shape and size of the
particle. This trend has been confirmed using XPS to study the size dependence of the main core-
level peaks and the oxide satellites, as introduced in Section 8.1. The trend of Au-4f core-level shift
coincides with the change of the inverse capacitance of the Au particles measured using STS [559].
Compared with the mono-peak of S-2p and S-2s core bands of a bulk solid, ZnS and CdS nanosolids
exhibit three components of each the S-2p and S-2s core band [185,560]. These components have
been ascribed as the contribution, from high to low binding energy, from the outmost capping layer
(0.2e0.3 nm thick), surface layer (0.2e0.3 nm thick), and the core of the nanosolid, as shown in
Fig. 33a and b. This specification is in accordance with the surface positive shift. The energy value
of each component changes insignificantly with particle size but the resultant peak varies consider-
ably with the atomic portions of the capping, surface and the core of the nanosolid. For example,
when the particle size is reduced, the intensity of the core component decreases while the capping
component increases, which follows the size dependence of the surface-to-volume ratio of a nano-
solid. This convention has enabled an effective method of determining the particle size to be devel-
oped [186,560], which is competent with transition electron microscopy (TEM) and XRD.

Generally, the core-level shift of a nanosolid follows the scaling relation with a slope B that changes
depending on surface treatment, particle dimensionality and particleesubstrate interaction [561].
Photoemission from highly oriented pyrolytic graphite (HOPG) [537] shows two C1s components sep-
arated in binding energy by 0.12 eV. The higher binding-energy component of the C1s is ascribed to
electrons of atoms in the outermost atomic layer and the other to the bulk. The Cu-2p3/2 peak of Cu
nanosolids deposited on HOPG and CYLC (polymer) substrates [562], the Au-4f peak of Au
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nanosolids deposited on octanedithiol [559], TiO2 [563] and Pt(001) [564] substrates as well as the
Pd/HOPG [504] follow exactly the scaling relation. Therefore, for purely physical reasons (without
charge transport being involved), surface relaxation and nanosolid formation play an equivalent but
as yet unclear role in splitting and shifting the core levels of a specimen.

Fig. 33. XPS spectra (a) S-2p and (b) S-2s of CdS nanosolids show the core (1), surface (2) and capping (3) features.

The intensity of feature (1) decreases whereas the intensities of features (2) and (3) increase with the decreases of par-

ticle size. XPS profiles in (c) show both the size and oxidation effect on the core-level shift of Ta oxide [185,560].
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8.1.2. Outstanding models
The underlying mechanism for the surface- and size-induced core-level shift is under debate

with the following major arguments:

(i) The high-energy component of the core-level shift was attributed to the surface interlayer
contraction [540]. For Nb(001)-3d3/2 as an example, the first layer spacing was found to
contract by 12% with an associated 0.50 eV core-level shift [495]. A (10� 3)% contrac-
tion of the first layer spacing has caused the Ta(001)-4f5/2(7/2) level to shift by 0.75 eV
[540]. The corresponding positive shift was explained as the enhanced interlayer charge
density and the enhanced resonant diffraction of the incident light irradiation due to the
surface bond contraction [495,540].

(ii) The size-induced Cu-2p core-level shift of a CuO nanosolid was ascribed as the size-
enhanced ionicity of copper and oxygen [535]. This suggestion means that an oxygen
atom bonds more strongly to the Cu atoms in a nanosolid than does the oxygen atom
to the Cu atoms inside the bulk.

(iii) The size-enhanced Sn-3d, Sn-4d and Ta-4f core-level shift of the OeSn and OeTa cov-
ered metallic clusters was considered as the contribution from the interfacial dipole for-
mation between the substrate and the particles [496]. The number of dipoles or the
momentum of the dipoles was expected to increase with reducing particle size.

(iv) The thermo-chemical or the ‘initial (neutral, un-ionized specimen with n electrons)efinal
(radiation beam ionized specimen with n� 1 electrons) states’ model [538,539] defines
the core-level shift as the difference in cohesive energy that is needed to remove a core
electron either from a surface atom or from a bulk atom. The surface atom is assumed
as a ‘Zþ 1 impurity’ sitting on the substrate metal of Z atomic number. The final states
of atoms at a flat surface or at the curved surface of a nanosolid were expected to in-
crease/decrease while the initial states would decrease/increase when the particle size is
reduced. This model has been generally accepted though a negative or mixed surface shift
is often derived by the model in theoretical calculations.

(v) Experimental investigations [565,566] have shown that the ‘initialefinal states’ effects
cannot explain all the observations and that a metal-to-nonmetal transition mechanism
was therefore suggested to occur with a progressive decrease in cluster size [12]. The in-
crease in the core-level binding energy in small particles was also attributed to the poor
screening of the core-hole and hence a manifestation of the size-induced metalenonmetal
transition that happens at particle sizes in the range of 1e2 nm diameter consisting of
300� 100 atoms [504]. However, the metaleinsulator transition for Au nanoparticles de-
posited on diamond is excluded based on an XPS observation and the occurrence of the
band offset was assigned to the range of cluster sizes [567].

(vi) Yang and Wu [568] investigated the core-level shifts in sparse Au clusters on oxides, Au/
MgO(001) and Au/TiO2(110), with a varying coverage and in the presence of surface ox-
ygen vacancies, by using the DFT full-potential-linearized augmented plane-wave
method. The final-state effects are treated self-consistently by moving one core electron
to the valence band. They concluded that it is not the final-state contribution but the pres-
ence of surface O vacancies that causes the positive core-level shifts in Au nanosolids.

Briefly, signs show that surface relaxation and nanosolid formation share indeed a common
yet unclear origin in splitting and shifting the core-level to higher binding energy. However,
definition of the components is quite confusing and the origin for the surface- and size-induced
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core-level shift is under debate. Therefore, consistent understanding of the effect of surface re-
laxation and nanosolid formation on the core-level shift is therefore highly desirable. The
BOLS correlation mechanism allows us to unify the core-level shift to the origin of atomic
CN imperfection and the associated rise of binding energy density in the relaxed surface region
on the electronic properties of a surface and a nanosolid. The BOLS correlation favors strongly
the mechanisms of (i), (ii), (v), and (vi) with the bond order deficiency as origin.

8.1.3. BOLS consideration
According to the band theory and the BOLS correlation, the surface relaxation induced and

the size-induced shift of the energy level of an isolated atom En(1) follows the same relation
(l¼ i, j ) to the EG(N) expansion:8<:VðDlÞ ¼ VatomðrÞ þVcryðrÞ½1þDl� ðaÞ

EnðDlÞ ¼ Enð1Þ þ ½EnðNÞ �Enð1Þ�ð1þDlÞ; or
EnðDlÞ ¼ EnðNÞ þ ½EnðNÞ �Enð1Þ�Dl ðbÞ

ð74Þ

where EnðNÞ � Enð1Þ ¼ DEnðNÞ plays an equivalent role of EG(N) in determining the relative
band gap expansion and it is independent of crystal size, surface relaxation, or chemical reac-
tion. Dl can be expressed as

Dl ¼

8><>:DiðSiÞ ¼
Ei�Eb

Eb

¼ c�m
i � 1 ðsurfaceÞ

Dj

�
Kj

�
¼
P

i�3 gijDi ðnanosolidÞ
ð75Þ

Dl is the contribution from interlayer bond contraction (Di) or its sum over the outmost two
or three atomic layers (Dj). At the lower end of the size limit, the perturbation to the Hamilto-
nian of a nanosolid relates directly to the behavior of a single bond, being the case of the out-
ermost surface layer and a monatomic chain. Thus, we have the relation for the relaxed surface

EnðDlÞ �Enð1Þ
EnðDl0 Þ �Enð1Þ

¼ 1þDl

1þDl0
; ðl0slÞ; or

EnðDlÞ �EnðNÞ
EnðDl0 Þ �EnðNÞ

¼ Dl

Dl0
; ðl0slÞ

ð76Þ

Not surprisingly, given an XPS profile with clearly identified En(Di) and En(N) components
of a surface (l¼ i¼ 1, 2,.,B), or a set XPS data collected from a certain type of nanosolid of
different sizes (l¼ j¼ 1, 2,.), one can easily calculate the energy level of an isolated atom,
En(1), and the bulk shift, DEv(N) as well, with the following relations derived from Eq. (76):8<:Enð1Þ ¼ ð1þDl0 ÞEnðDlÞ � ð1þDlÞEnðDl0 Þ

Dl0 �Dl

; ðlsl0Þ
DEnðNÞ ¼ EnðNÞ �Enð1Þ

or

Enð1Þ ¼ EnðNÞ �
EnðDlÞ �EnðNÞ

Dl

ð77Þ
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If l (>2) components are given, the En(1) and the DEn(N) should take the mean value of the
C2

l ¼ l!=½ðl� 2Þ!2!� possible combinations with a standard deviation s as both En(1) and
DEn(N) are independent of particle dimension or surface relaxation. Chemical reaction
changes neither of these two quantities. Accuracy of determination is subject strictly to the
XPS data calibration and the bond length that may not always follow exactly the BOLS spec-
ification (Section 2). Nevertheless, furnished with this approach, we would be able to elucidate,
in principle, the core-level positions of an isolated atom and the strength of bulk crystal binding
using the conventional XPS measurement.

8.1.4. Verification

8.1.4.1. Surfaces. The En(1) and DEn(N) values of several surfaces have been derived based
on the available XPS database and Eq. (77). As listed in Table 11, the small deviation s

values evidence that the BOLS correlation describes adequately the real situations and
that the parameters of m and zi represent the true situations. Interestingly, a slight refine-
ment of the mid-component En(S2) within the XPS resolution reduces the s values to
less than 0.1%, which indicates that the XPS precision is critical and the developed method
is sensitive and reliable.

Results show that the crystal binding is stronger to the electrons in the outer shells than to
the electrons in the inner ones. For example, the binding to the C-1s electrons is weaker
(w0.8 eV) than the binding to the Be-1s (w5.6 eV) electrons. The former is screened by the
four electrons (2s22p2) and the latter by the two 2s2 electrons only.

8.1.4.2. Nanosolids. BOLS prediction yields a simpler form for elucidating the En(1) from a set
of data of size-dependent core-level shifts, which follows the scaling law (Eq. (13) in Section 2).
The Q(N)¼DEn(N)�DEn(1)¼ B/(Dj� Kj) varies simply with the parameter m and the given
dimensionality (t) and size (Kj) of the solid because DjfK�1

j . There are only two independent
variables, m and DEn(N), in the calculations. If a certain known quantity Q(N) in the scaling
law, such as the Tm(N) or the EG(N), and the measured size-dependent Q(Kj) of the considered
system are given, the m can be readily obtained by equilibrating both the theoretical and

Table 11

Calculated atomic En(1), bulk shift DEn(N), and the standard deviation s for different surfaces based on available XPS

database

Surface XPS components Calculation results

En(S1) En(S2)-refined En(N) En(1) DEn(N) s (%)

Poly C 1s [537] 284.42 e 284.30 e

Pd-3d5/2 [541] 334.92 e 334.35 330.34 4.01 e

Rh-3d5/2 [541] 307.18 e 306.42 301.17 5.35 e

Ru(0001) 3d1/2[556] 280.21 279.955 279.73 276.344 3.3856 0.003

W(110) 4f7/2 [551] 31.50 31.335 31.19 29.006 2.1835 0.003

Nb(100) 3d5/2[495] 202.80 202.54 202.31 198.856 3.4544 0.002

Beð1010Þ 1s [546] 111.85 111.475 111.1 105.817 5.2835 0.002

Be(0001) 1s [545] 111.9 111.48 111.1 105.465 5.6350 0.007

For elemental surface, m¼ 1. z1¼ 4, z2¼ 6 and z3¼ 8 are used in calculation. Refinement of the En(S2) within XPS

resolution reduces the s to <0.1%, indicating the importance of accuracy in XPS calibration.
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experimental scaling law. With the determined m, any other unknown quantities Q(N) such as
the crystal binding intensity, DEn(N), of the same system, and hence the energy level of an iso-
lated atom, En(1), can be determined uniquely with the above relations.

The DEn(N) and En(1) for Cu-2p, Au-4f and Pd-3d were calculated by using Eq. (13).
Fig. 34 compares the predicted (solid) curves with the measured size dependence of the
core-level shifts of these samples (scattered data). In order to find the intercepts and slopes
in the scaling relation, all the experimental results were linearized with the least-root-mean-
square optimization method. Intercepts at vertical axis provide calibration of the measurement
as the intercepts reflect the space charging effect or the system error. The slopes are the major
concern in the current decoding exercises. The En(1) and DEn(N) of Cu-2p can be obtained by
calculating the Cu/HOPG system with m¼ 1 using Eq. (13). The reason to take m¼ 1 is that Cu
atoms hardly react with the carbon surface at room temperature [569], and that m¼ 1 always
holds for elemental metallic solid. Decoding gives rise to the atomic trapping energy
E2p(1)¼�931.0 eV for the Cu-2p electrons of an isolated Cu atom and the bulk crystal binding
energy DE2p(N)¼�1.70 eV for an extended Cu solid. Taking the obtained Cu-DE2p(N) value
as reference in simulating the measured size-dependent DE2p(Kj) for Cu on CYCL gives
m¼ 1.82, which adds the contribution from the reactivity of Cu to CYCL polymer substrate
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Fig. 34. Comparison of the BOLS prediction with the measured size dependence of the core-level shift. (a) Thiol-capped
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to the m¼ 1. Therefore, the change of m value provides information about particleesubstrate
interaction.

For the Au nanosolid, m¼ 1 has been confirmed in decoding the size-dependent melting
temperature of Au on C and on W substrates [80]. Fitting the measured DE4f(Kj) of Au on octan
with m¼ 1 gives E4f(1)¼�81.50 eV for an isolated Au atom and DE4f(N)¼�2.86 eV for the
Au bulk bonding. Simulations with the derived DE4f(N)¼�2.86 eV as reference reveal that
Au growth on TiO2 and on Pt(001) substrates proceeds in a layer-by-layer mode, agreeing
with the growth modes as reported by the initial researchers [563,564]. Simulating the XPS
data of both Pd surfaces [541] and Pd/HOPG nanosolids [504] led to the value of DEPd-3d

(N)¼�4.00� 0.02 eV and EPd-3d(1)¼�330.34 eV [570]. Incorporating an m¼ 4.88 value
into the simulation of the measured size dependence of the Si-2p level shift gives
E2p(1)¼�96.74 eV for a Si atom and DE2p(N)¼�2.46 eV for Si bulk.

Calculation results from counting the capping, surface and the core of the ZnS and CdS
nanosolids show that the crystal binding to S-2p of ZnS is stronger than that of CdS, as com-
pared in Table 12, because the ZneS bond [30] is shorter than the CdeS [48] bond. En(1)
should not change under any circumstance. However, the crystal binding to the same levels
of an atom may be offset when the atom forms compounds with different elemental atoms. Sur-
face charging also affects the measurement. Therefore, the measured S-2s and S-2p peaks of
CdS should shift up or down consistently against the same peaks of ZnS. Compared with
the measured S-2s and S-2p peaks from CdS, it can be found that the S-2p peak from ZnS
goes slightly down while the S-2s peak floats up with respect to those of CdS. This may cause
the E2p(1) values of S in the two samples to vary slightly.

Assuming m¼ 4 for OeCu, we can use the measured data [535] to estimate the E2p(1) and
the DE2p(N) of bulk Cu and bulk CuO, as given in Table 12. The estimated values seem to
be too large to be reasonably compared with those obtained from Cu/HOPG or Cu/CYCL.
As mentioned earlier, the accuracy is strictly subject to the precision of the XPS data. The
modeling predictions agree also with the trends of the core-level shift for OeSn and OeTa
compound nanosolids, of which both the satellites and the main peaks in the XPS profiles shift
towards higher binding energy with reducing particle size (Table 13).

8.1.4.3. Conductoreinsulator transition. In the current modeling approach, we have found that
the interfacial bond nature (character m) changes with atomic CN. For instance, the m value for
Sn and Ga nanosolids increases from one to seven when the solid size decreases from the bulk
to the lower end of the size limit, as shown in Section 5.3. For an isolated metallic nanosolid,

Table 12

Calculated atomic En, bulk shift DEC(N) and the standard deviation s for different nanosolids based on the available

XPS database. (For compounds, m¼ 4, z1¼ 4, z2¼ 6, and z3¼ 8 are used in calculation)

Nanosolid XPS measurement Calculated

En (cap) En (surf) En (core) En(1) DEn(N) s

CdS-S 2p3/2 [560] 163.9 162.7 161.7 158.56 3.14 0.002

ZnS-S 2p [185] 164.0 162.4 161.4 157.69 3.71 0.002

CdS-S 2s [560] 226.0 224.7 223.8 220.66 3.14 0.001

ZnS-S 2s [185] 229.0 227.3 226.3 222.32 3.92 0.001

CuO-Cu 2p3/2 [535] 936.0/934.9 (4/6 nm) 932.9 (25 nm) 932.1 (bulk) 919.47 12.63 0.36 (2.8%)

CuO-Cu 2p3/2 refined data 935.95/934.85 (4/6 nm) 932.95 (25 nm) 932.1 (bulk) 919.58 12.52 0.30 (2.4%)
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the metallic bond suffers from relaxation due to CN imperfection but no change in its nature if
no chemical process is involved. Metalenonmetal transition may happen at a certain critical
size, 1e2 nm. Such transition was suggested to originate from the Kubo-gap expansion in
which no bond character is involved. However, from the bond relaxation point of view, the
bonds in the surface skin become shorter and stronger and the trapping potential wells become
deeper. The BOLS correlation indicates that it is the deepened trapping potential well that con-
fines the moving electrons to be more localized, and hence, the conductivity of the metallic
nanosolid becomes lower [571]. At the lower end of the size limit (1e2 nm) no core exists,
all the bonds will contract by 20e30% associated with 30e50% deepening of the trapping po-
tential wells, see Fig. 5 in Section 2. As a complementary mechanism to the Kubo-gap expan-
sion, the BOLS correlation may provide a scenario in real space to explain why the conductivity
drops and how the conductoreinsulator transforms for a metallic nanosolid.

8.1.4.4. Electroaffinity versus valence DOS shift. Potential well suppression and energy densi-
fication in the skin of a solid will perturb the Hamiltonian that determines the entire band struc-
ture and related properties, including electroaffinity, 3. The electroaffinity is defined as the
separation between the vacuum level, E0, and the conduction band edge, which represents
the ability of holding the bonding electrons. In comparison, the difference in electronegativity
between two elements represents the capability of the more electronegative element catching
electrons from the less electronegative one. One specimen with a larger value of 3 has higher
tendency to hold the caught electrons more firmly.

The enlargement of electroaffinity of the specimen results from the conduction band shift
and the band gap expansion (for semiconductors only, which is not shown in the diagram).
The affinity change follows the relation:

D3
�
t;Kj

�
¼ DEC

�
t;Kj

�
�DECðNÞ �DEG

�
t;Kj

�
2

¼ ½DECðNÞ �DEGðNÞ=2� �DH

�
t;Kj

�
ð78Þ

The conduction band edge drops sharply from the EC(1) value of an isolated atom to a max-
imum at EC(Kj w 1.5), and then recovers in a K�1

j manner until the bulk value of DEC(N) is
reached. The value of Kj¼ 1.5 corresponds to zi¼ 2, which is the case of a monatomic chain
(t¼ 1) or a unit cell (t¼ 3) containing 13 atoms of an fcc structure, for instance. Measurement
[572] using X-ray absorption spectroscopy has recently clarified that the occupied E2p DOS
shifts positively by w0.9 eV from the E2p(1) value of 573.5 eV monotonically to the E2p(13)
value of 574.4 eV. With the DEC(N) data obtained as above [123,562], the maximal D3M value,
or the valence DOS shift of the conduction band, of Cu3d (DE3d(N)¼ 2.12 eV, D3M¼ 0.99 eV)

Table 13

The En(1) of isolated Au, Cu and Si atoms and the crystal binding energy of DEn(N) obtained from decoding the size-

dependent En(Kj) of the corresponding nanosolids

Au/octan Au/TiO2 Au/Pt Cu/HOPG Cu/CYCL Si Pd

m 1 1.82 4.88 1

t 3 1 1 3 3 3 3

d0/nm 0.288 0.256 0.263 0.273

En(N)/eV �84.37(4f) �932.7(2p) �99.20(2p) �334.35(3d)

En(1)/eV �81.504 �81.506 �81.504 �931.0 �96.74 �330.34

DEn(N)/eV �2.866 �2.864 �2.866 �1.70 �2.46 �3.98



106 C.Q. Sun / Progress in Solid State Chemistry 35 (2007) 1e159
and Au4f (DE3d(N)¼ 2.87 eV; D3M¼ 1.34 eV) nanospheres can be derived using the parame-
ters of t¼ 3, m¼ 1.0, and DH(1.5)¼ 0.7�1�1¼ 43%. For a semiconductor Si nanosphere
(t¼ 3 and m¼ 4.88), the electroaffinity will be enlarged by DH(1.5)¼ 0.7�4.88e1¼ 470%.
Employing the DE2p(N)¼ 2.46 eVand EG(N)¼ 1.12 eV, the estimated D3M for Si at least is
5.8 eV. The actual D3M for Si should be larger as the DE3p(N) for the conduction band is larger
than the DE2p(N). If the m increases with reducing zi, the D3M value becomes enormous. At
a flat surface (zi¼ 4), the energy level will shift positively by 0.88�1e1¼ 13.6% for metals
and 0.88�4.88e1¼ 87% for Si. The enlarged electroaffinity may further explain why the
bond nature alteration occurs in the III-A nanosolids and why the IV-A covalent bond becomes
even stronger at zi� 3.

8.2. Work function

8.2.1. Chemical modulation
The work function (F) of a specimen is the energy required to get an electron from or to add an

electron into the surface. The F or the threshold in cold-cathode field emission of materials such
as diamond, diamond like carbon (a-C) or carbon nanotubes (CNTs), can be chemically modu-
lated/enhanced by doping the materials with proper impurities as well as by geometric enhance-
ment of the emitters [573]. It has been realized that co-doping O or N with low-F metals to form
metal dipoles at the surface could be a promising route [574,575] in lowering the F at the surface.
For example, ZnO nanopins and Ga-doped ZnO nanorods show a low field emission threshold
w2.0 V/mm at a current density of 0.1 mA cm�1 [576,577]. The lone-pair-induced antibonding
dipole states that are located at energy levels higher than the Fermi level are responsible for
the F reduction. However, the production of the H-type bond at the surface due to O or N over-
dosing may have detrimental effects on the F reduction, such as the case of carbon nanotubes
with over-doped oxygen [577]. Lower doses of oxygen to the tubes improve significantly the field
emission characteristics while overdosing with oxygen makes electron emission difficult. There-
fore, appropriate amounts of impurity density are necessary [575] to avoid H-bond like formation
that narrows the antibonding band [3,579]. The chemical effect on the F has been intensively dis-
cussed in the previous reports on the electronic process of oxidation and nitridation [3,4].

8.2.2. Geometric modulation
The current BOLS correlation argument indicates that the bond contraction not only deepens

the atomic potential well but also enhances the charge density in the relaxed surface region. The
confined electrons near the surface edge are denser and more localized. For an isolated nano-
solid of size Kj, the F satisfies (V f dt):

F¼ E0 �EF; and EFfn2=3 ¼ ðNe=VÞ2=3fðdÞ�2t=3 ð79Þ

The total number of electrons Ne of a nanosolid is conserved. At the lower end of the size limit
of a spherical or semispherical dot (R w 1 nm, t¼ 3), the average bond length is around 20%
shorter than the bulk value and hence the F will reduce from the original value by 30% (EF shifts
up by 0.8�2e1), according to Eq. (79). Using He-II ultraviolet beam source of 21.2 eV, Abbott
et al. [580] measured the F of diamond {111} surface to be about 4.8 eVat grain size of 108 mm,
as shown in Fig. 35a. The F of the diamond decreases with particle size to a minimum of 3.2 eVat
an average grain size of about 4 mm, and then the F recovers to a maximum of 5.1 eVat a diamond
particle size of 0.32 mm. Kelvin force probe microscopy detected that work function of single
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InAs dot on GaAs(001) is lower than that of an InAs wetting layer, and increases with decreasing
dot height [581]. Rouse et al. [267] measured at room temperature that the field-emission thresh-
old decreases from 3.8 to 3.4 V/mm for polycrystalline diamond films on molybdenum tips as the
diamond average grain size increases from 0.25 to 6 mm. They related the F change to the in-
creases of negative electron affinity within the grain due to increased surface hydrogen bonding
and with perhaps a contribution from surface defect states. The F of Na particles around 0.4e
2.0 nm size was measured to vary inversely with the size R and lowered the bulk value from
2.75 to 2.25 eV (by 18%) [582]. The majority of the nanotubes have a F of 4.6e4.8 eV at the
tips, which is 0.2e0.4 eV lower than that of carbon (graphite) bulk. A small fraction of the nano-
tubes have a F value of w5.6 eV, about 0.6 eV higher than that of carbon (graphite). This discrep-
ancy is suggested to arise from the metallic and semiconductive characteristics of the nanotubes.
The average F of porous Si with different crystalline columnar dimensions was measured using
a retarding field diode method and shown to increase as the crystalline size decreases [583]. The
variation of the F was attributed to the etching effect and the formation of impurity SieH, SieO,
and SieHeO bonds at the surface [583].

It appears that the measured size-dependent F change for diamond is in conflict with
the BOLS prediction. However, one needs to note that if the emitters are packed too
closely, the system is identical to a smooth surface. It has been found [584] that hydrogen-
rich or oxygen-containing CVD precursors could promote electron emission from discrete
diamond particles and non-continuous diamond films but not for high quality and continuous
diamond films, nanocrystalline diamond, and glassy carbon coatings even if they contain con-
ductive graphitic carbon. The F at the tips of individual multi-walled carbon nanotubes was
measured using a TEM to show no significant dependence on the diameter of the nanotubes
in the range of 14e55 nm [585]. Although the calibrated diamond particles are much larger
the curvature of the tips should be much higher. The particle size corresponds only to the sep-
aration of the sharp emitters. This phenomenon indicates the significance of CN imperfection
on the F reduction that is subject to the separation between the nanoparticles and surface chem-
ical states.

8.2.3. Hydrophobicehydrophilic transition
The wettability that governs the surface chemical states and geometric structures is an

important factor influencing the properties of functional materials. Special wettabilities, such
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as superhydrophilicity and superhydrophobicity, have aroused great interest in recent years
because of their advantages in applications, such as anti-contamination, anti-oxidation, and
prevention of current conduction. Superhydrophobicity and superhydrophobicity have been
observed on as grown and alkylfluorosilane (NaF) modified carbon nanotubes [586] and other
aligned nanostructures [587]. Interestingly, reversible switching between superhydrophilicity
and superhydrophobicity through constructing special surface structures on the respective
surfaces becomes possible by surface conditioning [588,589]. On a poly(N-isopropylacryla-
mide)-modified rough silicon substrate [588], switching from superhydrophobicity to superhy-
drophilicity can be achieved at temperatures 302e313 K because of the inverse competition
between intermolecular and intramolecular hydrogen bonding in the polymer chains. However,
on an aligned ZnO nanorod surface [589], switching can be achieved by UV irradiation
(365� 10 nm) and dark aging, which is considered the result of the reversible generation
and annihilation of the photo-generated surface oxygen vacancies.

The combination of the BOLS and the BBB correlation premises may provide a possible
complementary mechanism in terms of bond formation and relaxation for the superhydrophi-
licity and superhydrophobicity [586e589]. As demonstrated, charge densification in the relaxed
flat or curved surface region could lower the local work function by as much as 30% at the ex-
pense of raising the chemical potential (EF) of the nanosolid. Furthermore, sp-orbital hybridiza-
tion of electronegative elements such as N, O, and F will produce nonbonding lone pairs that
polarize electrons of the neighboring atoms to form antibonding dipoles. Dipole formation
lowers the local work function by about 1.2 eV for N and O involvement. The joint effect of
nanostructures and antibonding states could be responsible for the superhydrophobicity arising
from the raised chemical potential. By warming up the passivated samples to a certain temper-
ature [590], irradiated by light of a certain wavelength, or bombarded by energetic beams, de-
hybridization occurs. An external stimulus such as heating breaks the lone pairs and hence the
antibonding dipoles, as observed for the OeCu(001) surface of which the lone-pair DOS fea-
ture disappears upon annealing at ‘‘dull red color’’. The lone-pair DOS feature of the annealed
OeCu(001) surface is restored after cooling down and aging for a while or for some time. If
overdosed with electronegative additives to the surface, H-like bonds may form, which reduces
the number of antibonding dipoles and hence restore the work function, as the dipoles become
positive ions due to charge transport. This happens for carbon nanotubes overdosed with oxy-
gen [578]. A small amount of oxygen lowers the work function while overdosing with oxygen
raises the work function to a value that is even higher than the undoped case. Changing the dos-
age of electronegative elements could be a new manner in which to switch the superhydrophi-
licity and superhydrophobicity nature, and further experimental verification of this is required.

8.2.4. Mechanical modulation
Amorphous carbon (a-C) films have a uniquely intrinsic stress (w12 GPa) that is almost one

order of magnitude higher than those found in other amorphous materials such as a-Si, a-Ge, or
metals (<1 GPa) [591]. Although it is known from theoretical studies [592] that by applying
pressure to a material one can modify its electronic properties, e.g., band structure, resistivity,
work function, etc., the influence of the intrinsic stress on the electron emission properties of
a material has not been clear. Poa et al. [191,591] investigated electron emission from highly
compressive carbon films obtained by bombardment in a noble gas plasma and found a corre-
lation between the stress and the threshold field for electron emission, as shown in Fig. 36. By
carefully controlling deposition conditions, they varied the internal stresses from 1 to 12 GPa,
which is associated with suppression of the electron emission threshold field. The lowering of
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the threshold field is related to the enhanced stress that pushes the p and the p* bands together
with a reduced gap between them to even an overlap by gathering the sp2 clusters closer to each
other. Such a band overlap increases the electron conductivity and hence the drop of the thresh-
old. On the other hand, the ‘‘c-axis’’ spacing of the sp2 clusters is likely to be smaller than that
of crystalline graphite under the intrinsic stress. The reduced lattice spacing will densify the
charge in the compressed region, which suppresses internally the threshold field. Applying
an external stress by bending a-C films or carbon nanotubes has the same effect on reducing
the threshold for electron emission [593]. However, the threshold will restore when it reduces
to a certain value if further stress is applied.

Using extended near-edge XAFS, Lacerda et al. [594] investigated the effect of trapping noble
gases (Ar, Kr, and Xe) in an a-C matrix on the internal stress of the a-C films. When an internal
stress of 1e11 GPa is generated by controlling the size of the pores within which noble gases are
trapped, they found an approximate1 eV lowering of the core-level binding energy of the entrap-
ped gases associated with 0.05 nm expansion of the atomic distance of the noble gases. For Ar
(Xe), the first interatomic separation varies from 0.24 (0.29) nm to 0.29 (0.32) nm in the
1e11-GPa pressure range. This enhancement indicates clearly that the gas entrapped pores
expand and the interfacial CeC bonds contract. An external pressure around 11 GPa could sup-
press the interplanar distance of microcrystalline graphite by w15% [595], gathering the core/
valence electrons and carbon atoms closer together. The resistivity of a-C films decreases
when the external hydrostatic pressure is increased [596]. These results are in agreement with
the recent work of Umemoto et al. [597] who proposed a dense, metallic, and rigid form of gra-
phitic carbon with characteristics being very similar to the findings of Poa et al. However, the
spontaneous lattice contraction could raise the resistivity, instead, as the densified charges are
strongly trapped within the lowered potential well though both the intrinsic and extrinsic pressure
could densify the mass, charge, and the stress (energy) of a highly sp2 rich a-C film.

We may suggest a possible mechanism for the intrinsic and extrinsic stress enhanced thresh-
old field of carbon films. Nanopore formation creates under-coordinated atoms at the interfaces
between the gas-trapped pores and the a-C matrix. The CN imperfection induced lattice con-
traction of the host matrix will apply to the pores and hence act to expand the atomic distance
between the inter-trapped atoms. The bond expansion is associated with weakening of
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interatomic binding of the noble gas atoms confined in the pores, as observed. The interfacial
CeC bond contraction leads to simultaneous enhancement of both the charge density and the
internal stress, associated with a drop of the local work function by as high as 30%, as derived
in the previous section. Therefore, the internal stress affects the work function by enhancing the
local charge density trapped in the deep potential well. From this perspective, an sp2 cluster
with a shortened bond (�0.142 nm) would be beneficial to the field emission properties
when compared with an sp3 cluster (0.154 nm bond length) despite the less localized Van
der Waals bond electrons that should add a DOS feature in the midgap. Therefore, atomic
CN imperfection enhances the charge density and hence the magnitude of the N(E).

In contrast, external stress could raise the atomic binding and the total energy between a pair of
atoms, being the same in effect as heating and thus weakening the bond. Therefore, heating or
pressing should raise the N(E) higher and, as a consequence, minimize the gap between the p
and p* bands, as proposed by Poa et al. Overstressing the specimen tends to break bonds so
that dangling bonds are formed, which adds DOS features in the midgap despite the enlarged
gap between the emitter and the grid in the measurement. This understanding may provide a pos-
sible mechanism for the threshold recovery, which occurs upon being overstressed. Therefore,
this mechanism for the external pressure lowered F should differ from that of intrinsic pressure
though the effects are the same. The intrinsic stress amplifies the N(E) magnitude and raises the
resistivity; whereas the external one ‘‘pumps’’ the N(E) up, and raises the conductivity. Lu and
coworkers [8,58] have demonstrated that for an as grown nanosolid, the resistivity increases with
the inverse of solid size but, under stretching, the electrical conductivity remains comparable to
that of bulk copper, which could be evidence for the recommended effect of intrinsic and extrinsic
stress on the conductivity behavior of a metallic nanosolid.

8.3. Summary

The BOLS correlation premise has enabled us to unify the core-level physical shift induced
by surface relaxation and nanosolid formation into the same origin of atomic CN imperfection.
The mechanism of surface interlayer relaxation [540] induced positive shift and the specifica-
tion of the capping and surface layers in CdS and ZnS nanosolids are highly favored. Atomic
CN imperfection also enhances the ionicity of the constituent atoms such as oxygen and metals
[535]. The artifacts added to the XPS spectrum due to photovoltaic effects in experiments and
the excited final states could be removed by proper calibration of the data. The CN imperfection
enhanced binding strength acts on the core electrons of an atom disregarding the atomic states
whether it is in the neutral initial or the ionized final state.

In addition, we have developed an effective yet straightforward method to determine the
core-level energies of an isolated atom and hence to discriminate the contribution of crystal
binding from the effect of atomic trapping to the core electrons at energy levels shifted by
bulk formation, surface relaxation or nanosolid formation. The developed method not only
allows the predicted size dependence of core-level shift to match with observations but also en-
ables conventional XPS to provide comprehensive information about the behavior of electrons
in the deeper shells of an isolated atom and the influence of crystal formation.

Understanding of the effect of intrinsic and extrinsic stress and factors controlling work
function, resistivity, and the intrinsic stress should provide guidelines for materials design
and fabrication for applications of electron emission and superhydrophilicityesuperhydropho-
bicity transition.
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9. Dielectric suppression

9.1. Background

The complex dielectric constant, 3rðuÞ ¼ Re
�
3rðNÞ

�
þ i Im

�
30rðuÞ

�
, is a direct measure of

electron polarization response to external electric field, which has enormous impact on the elec-
trical and optical performance of a solid and related devices. For example, low 3r(N) media are
required for the replacement of Al with Cu in microelectronic circuitry to prevent the ‘cross-
talk’ between connections while media of higher 3r(N) are required for the miniaturized con-
ductoremetaleoxideesemiconductor gate devices. Miniaturizing a semiconductor solid to
nanometer scale often causes the 3r(Kj) to decrease [502,598]. The 3r(Kj) reduction enhances
the Coulomb interaction between charged particles such as electrons, holes, and ionized shal-
low impurities in nanometric devices, leading to abnormal responses. The increase of exciton
activation energy in nanosemiconductors due to 3r(Kj) reduction would significantly influence
optical absorption and transport properties of the devices. Both the ac conductivity and dielec-
tric susceptibility of amorphous Se films drop with thickness in the range of 15e850 [599]. The
complex dielectric constant decreases when the frequency is increased and the temperature is
decreased in the range of 300 and 350 K. Carrier motion is suggested to be the dominant mech-
anism in both ac polarization and dc conduction. A thermodynamic analysis [600] suggests
a drastic variation in the polarization near the dislocation due to the coupling of the stress field
of the dislocation and the polarization. These polarization gradients result in strong depolariz-
ing fields that suppress the polarization in a region that extends over several nanometers. In ep-
itaxial ferroelectric films, these polarization gradients should result in the formation of dead
layers that severely degrade ferroelectric properties. The detrimental effect of such regions
will be enhanced in ultrathin ferroelectric thin films, and hence play a critical and extrinsic
role in size effect studies of ferroelectrics. A progressive reduction of tetragonal distortion,
heat of transition, Curie temperature, and relative dielectric constant has been observed on
dense BaTiO3 ceramics with grain size decreasing from 1200 to 50 nm [374]. From experimen-
tal trends it is estimated that the critical size for disappearance of ferroelectricity is 10e30 nm.
The strong depression of the relative permittivity observed for the nanocrystalline ceramics can
be ascribed to the combination of the intrinsic size effect and of the size-dependent ‘‘dilution’’
effect of a grain boundary ‘‘dead’’ layer.

The relative changes of the dielectric susceptibility, c ¼ 3r � 1, have been modeled as:

Dc
�
Kj

�
=cðNÞ ¼

8>>>>><>>>>>:

�
h
1þ

�
Kj=a

�l
i�1

ðPennÞ
�2DEG

�
Kj

�
EGðNÞ

ðTsuÞ

�2

1� ðE=EGðNÞÞ2
�

DEG

�
Kj

�
EGðNÞ

�
ðChenÞ

where a and l in the Penn’s empirical model [601] are freely adjustable parameters that vary
from situation to situation as listed in Table 14. Tsu and Babic [602] related the susceptibility
change directly to the offset of EG(Kj). Considering the contribution from incident photon en-
ergy, E¼ Zu, Chen et al. [603,604] modified Tsu’s model and studied the dielectric response of
nanosolid Si embedded in a SiO2 matrix using ellipsometry. They suggested that the dielectric
suppression varies with the photon beam energy that should be lower than the intrinsic EG(N)
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of Si. Delerue et al [605] deposited PbSe nanocrystals of several nanometers in height on an
Au(111) substrate and measured the thickness-dependent dielectric function. Compared with
electronic structure calculations of the imaginary part of the dielectric function of PbSe nano-
crystals they suggested that the size-dependent variation of the dielectric function is affected by
quantum confinement at well-identifiable points in the Brillouin zone, instead of the bandegap
transition. The size-induced decrease of the average dielectric response is also suggested to be
mainly due to the breaking of the polarizable bonds at the surface [606] rather than the EG ex-
pansion or quantum confinement. A recent calculation [607] of the microscopic dielectric re-
sponse function for quantum dots using first-principle methods suggests that the response is
bulk-like inside the quantum dots, and the reduction of the macroscopic dielectric constants
is a surface effect. This indicates that the quantum dots are more ‘‘superficial’’ than first thought
in terms of quantum confinement [608]. A theoretical study [609] of the third-order suscepti-
bility for an Ag dielectric composite suggests the saturation of optical transitions between dis-
crete states of conduction electrons in metal dots. Saturation effects lead to a decrease of the
local field enhancement factor that is of particular importance for surface-enhanced phenom-
ena, such as Raman scattering and nonlinear optical responses.

One may note that the modified models [602,603] suit only the cases where
DEG

�
Kj

�
=EGðNÞ < 0:5, otherwise c < 0, which is physically forbidden, as commented by

Chen. Generally, the EG often expands beyond this critical value such as the case of Si nanorods
with EG¼ 3.5 eV [46]. Therefore, understanding of dielectric suppression of nanosolid
semiconductors is still under debate. Furthermore, the size dependence of the imaginary part
of the dielectric constant and of the photoabsorption coefficient needs yet to be established.
Therefore, deeper and consistent insight into the origin and a clearer and complete expression
for the size dependence of the complex dielectric constant of a nanosolid semiconductor is
necessary.

9.2. BOLS consideration

9.2.1. Electron polarization
Electronic polarization through a process of transition from the lower ground states (valence

band or the midgap impurity states) to the upper excited states in the conduction band takes the
responsibility for complex dielectrics. This process is subject to the selection rule of energy and
momentum conservation, which determines the optical response of semiconductors and reflects
how strongly the electrons in ground states are coupling with the excited states that shift with
lattice phonon frequencies [515]. Therefore, the 3r of a semiconductor is directly related to its
band gap EG at zero temperature, as no lattice vibration occurs at 0 K.

Table 14

Simulation results in Penn’s model

3r (bulk) a/nm l

CdSe [180] 6.2 0.75 1.2

Si-a [497,602] 11.4 2.2 2

Si-b [610] 11.4 1.84 1.18

Si-c [610] 10.38 0.85 1.25

Si-d [610] 9.5 0.69 1.37
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Since the involvement of electronephonon coupling, electron excitation from the ground
states to the excited upper states is complicated, as illustrated in Fig. 28. The energy for photon
absorption, or energy difference between the upper excited state E2(q) and the lower ground
state E1(q), at q is given as:

Zu¼ E2ðqÞ �E1ðqÞ ¼ EG�Aq2
0þ 2Aqq0 ¼ EPLþ 2Aqq0 ð80Þ

The imaginary part, 30rðuÞ, describes the electromagnetic wave absorption and is responsible
for the energy loss of incident irradiation through the mechanism of electron polarization. The
30rðuÞ can be obtained by inserting the gradient of Eq. (80) into the relation [283,611]

30rðuÞ ¼
F

u2

Z
ds

fCV

jV½ECðqÞ �EVðqÞ�j
¼ pFfCV

Au2
q¼ pFfCV

2A2

Zu�EPL

q0u2
f

Zu�EPL

q0u2

where the gradient and the elemental area for integral are derived as follows [612]:

V½ECðqÞ �EVðqÞ� ¼ 2Aq0

ds¼ 2pq0dq
ð81Þ

The s is the area difference of the two curved surfaces in q space of the upper excited band
and the lower ground band. F is a constant. fCV, the probability of inter-subband (Kubo gap)
transition, is size dependent. However, the size-induced change of transition probability be-
tween the sublevels is negligibly small, and for the first-order approximation, fCV is taken as
constant.

9.2.2. Complex dielectrics

9.2.2.1. Dielectric susceptibility. The KramerseKronig relation correlates the real part to the
imaginary part of the complex dielectric function by [613]

3rðNÞ � 1¼ c¼ 2

p

Z N

u0

30rðuÞ
u

duðu0 ¼ EPL=ZÞ ¼ FfCV

A2q0

Z N

u0

Zu�EPL

u3
du

¼ G

q0EPL

;
�
G¼ Z2FfCV=2A2

�
ð82Þ

where Zu� EPL ¼ 2Aqq0 as given in Eq. (80). Hence, the size-suppressed dielectric suscepti-
bility depends functionally on the characteristics of eep interaction and the PL energy. Using
the relation of DEPL

�
Kj

�
=EPLðNÞ ¼ DH � BDeep (Section 7), the size-induced relative change

of both the c and the 30rðuÞ can be obtained as:
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where B is the eep coupling coefficient. DH and Deep represent the contribution
from the CN-imperfection perturbed Hamiltonian and the eep coupling in the



114 C.Q. Sun / Progress in Solid State Chemistry 35 (2007) 1e159
relaxed surface skin. The last term is the bond length change (q f d�1). They are given as
[45]:

(
DH ¼

P
i�3 gij

�
c�m

i � 1
�
; ðHamiltonian-perturbationÞ

Deep ¼
P

i�3 gij

�
c�2

i � 1
�
; ðeep-couplingÞ

Dd ¼
P

i�3 gijðci� 1Þ; ðbond-contractionÞ
ð84Þ

For a spherical silicon dot, B¼ 0.91, m¼ 4.88, z2¼ 6, and z3¼ 12. Compared with the re-
lations given in Eq. (83), the complex dielectric performance of a nanosolid semiconductor de-
pends functionally on crystal binding and eep coupling. The imaginary dielectric constant
depends also functionally on the photon energy. Both components drop with solid size, which
follow the BOLS correlation.

9.2.2.2. Direct and indirect band transition. For direct and indirect band gap optical transition,
the 30rðuÞ can be traditionally simplified as [498,614]:

30rðuÞ ¼

8<:
B0

u2
ðZu�EGÞ1=2 ðdirect�EGÞ

A0ðTÞðZu�EGÞ2 ðindirect�EGÞ
B0 ¼ p

�
2m=Z2

�3
2fcv; AðZu> EGÞ

ð85Þ

where A0(T ), containing parameters for band structure and temperature describes the momen-
tum contribution of phonons to the indirect EG transition. The probability of interband transi-
tion, fcv and A0(T ), should also vary with the particle size. It would be reasonable to assume that
the size-induced transition-probability change is negligibly small despite the availability of the
exact correlation of the transition probability to the Kubo gaps.

Compared with Eq. (83), the traditional form of size-dependent 30r varies with the EG and the
incident beam energy:

D
�
30r
�
Kj;u

��
30rðN;uÞ ¼

a0EGðNÞ
EGðNÞ � Zu

�
DEG

�
Kj

�
EGðNÞ

�
¼ a0EGðNÞ

EGðNÞ � Zu
DH ð86Þ

where a0 ¼ 1/2 and 2 correspond to direct and indirect EG transition, respectively. The tradi-
tional form at a certain optical energy, Zu > EGðNÞ, decreases with EG expansion, DH, without
involvement of bond contraction and eep interaction.

9.2.2.3. Photon absorption. The absorption coefficient, a, the refractive index, n (¼O3r), and
the complex dielectric function are correlated as aðuÞ ¼ 2p30rðuÞ=nl, and the transmittance
of light is given as Tfexpð�axÞ, where x is the thickness of the medium for light transmission.
This relation leads to the size-induced change of a as:
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Da
�
Kj;u

�
aðN;uÞ ¼

D30r
�
Kj;u

�
30rðN;uÞ �

D3r

�
Kj

�
23rðNÞ

¼�
�

cðNÞ
cðNÞþ1

þ a0EGðNÞ
Zu�EGðNÞ

�
DH ðconventionÞ

or ¼
�

cðNÞ
2½cðNÞþ1��

EPLðNÞ
Zu�EPLðNÞ

�
�
�
DH�BDeep

�
þ cðNÞþ2

2½cðNÞþ1��Dd ðBOLSÞ

ð87Þ

The traditional form
�
Dc
�
Kj

�
=cðNÞ ¼ �2DH

�
discriminates the direct and indirect EG

transition by the a0 while the BOLS form
�
Dc
�
Kj

�
=cðNÞ ¼ Dd �

�
DH � BDeep

��
counts the

contribution from eep coupling, lattice relaxation, and crystal binding.

9.3. Verification

9.3.1. Dielectric suppression
It is possible to discriminate the dielectric contribution of the nanosolid Si backbone from

the measured effective 3eff of p-Si by matching the prediction with the measured impedance
spectra. p-Si samples were prepared and their impedance was measured at ambient temperature
in the frequency range of 50 Hze1.0 MHz under 100 mV potential. Silver paste was used for an
ohmic contact. The samples were then dried at 353 K for 1 h to make the experimental data
reproducible.

The impedance behavior can be described by Debye’s formula for a serial-parallel resistor-ca-
pacitor (RC) circuit [615] with elements that correspond to the dielectric behavior of different
components. The high temperature impedance behavior can be described by a series of triple par-
allel RC circuit elements [615] that correspond to the dielectric behavior of grain interior, grain
boundary and electrode/film interface, respectively, as shown in Fig. 37. The complex impedance
response commonly exhibits semicircular forms in the measured ColeeCole plot [616] as shown
in Fig. 38. At higher temperatures, two or more semicircles present corresponding different tran-
sition mechanisms [617]. The grain-boundary resistance is normally higher than the grain interior

Ag paste 
Si substrate 

Ag paste 
Diamond/PS films

(a)

(b)

RB RG RE

CECGCB

Fig. 37. Effective circuits for the impedance measurement of a sample containing several components.
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and the electrode/film interface resistance is higher than that of the boundary. The larger radius of
the ColeeCole plot in frequency space corresponds to contribution from a constituent of lower
resistance. Therefore, the first semicircle in the high-frequency region can be attributed to the
behavior of grain interior while the intermediate and tertiary semicircles in the lower frequency
region correspond to the grain boundary and the electrode/film interface, respectively.

The fitting procedure used here is the same as the one described by Kleitz and Kennedy
[618]. The complex impedance Z* measured by RCL meter can be expressed as:8<:

Z
 ¼ Z0 � jZ00

Z0 ¼
X

l

Rl

1þu2R2
l C2

l

; Z00 ¼
X

l

uR2
l Cl

1þu2R2
l C2

l

ð88Þ

where u is the angular frequency. The resistance Rl represents ionic or electronic conduction
mechanisms, while the capacitance Cl represents the polarizability of the sample from different
components labeled l, which are related to grain interior, grain boundary, and electrode or
interface [612]. Curves AeE in Fig. 38(a) denote the responses of different samples (Table 15)
measured at the ambient temperature. The complex impedance plots show only one depressed
single semicircular arc, indicating that only one primary mechanism, corresponding to the
bulk grain behavior, dominates the polarization and easy path for conductance within the
specimen. The second intercept on the lateral real axis made by the semicircle corresponds

Fig. 38. Simulated and measured (a) size and (b) temperature dependence of ColeeCole plots of p-Si and the RC par-

allel circuit model (inset) for typical dielectric materials [612]. The intercepts of the semicircles shift away from the

orgion, indicating that solid size reduction or temperature depression increases the nanograin resistance, due to the po-

tential well depression that traps the electrons in the surface skins.
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to the resistance in the bulk grain. As it is seen, the intercept of the semicircles shifts away
from the origin as the solid size decreases, indicating an increase of the nanograin resistance,
due to the lowering of the atomic potential well that traps the electrons in the surface region.

The capacitance and dielectric constant is extracted by using the relation: Z00 ¼ 1/(uC ) from
the data measured in the high-frequency range of 105e106 Hz [619]. The bulk grain capaci-
tance C of the sample is given by the slope of the straight line determined by the variation
of Z00 as a function of 1/u. Then, the effective dielectric constant 3eff of the porous structure
is calculated based on the equation 3eff¼ Cx/(30S ). With the measured 3eff, we can calculate
the 3nano-Si based on the Looygenga approximation [620]:

3
1=3
eff ¼ ð1� pÞ31=3

nano-Siþ p3
1=3
air

where 3air (z1) is the dielectric constant of air and p is the porosity of the p-Si. Results in Table
15 show that the 3nano-Si decreases with solid size.

Fig. 39(b) compares the 3nano-Si derived herein and other sophisticated calculations of nano-
solid Si and the third-order dielectric susceptibility of Ag nanodots [605]. Although the dielec-
tric susceptibility does not follow the BOLS prediction, it shows the suppressed trend.
Consistency in trends between BOLS predictions and the measured results evidences that the
BOLS correlation describes adequately the true situation in which the 3nano-Si suppression is
dictated by atomic CN imperfection. Other factors may contribute to dielectric suppression,
which makes the prediction deviate from measurement compared with other simulations re-
ported in previous sections. The apparent factors are the accuracy and uniformity of the shape

Table 15

Summary of the D-dependent 3nano-Si derived from the measured EPL, porosity, and 3eff, p-Si

Sample D (nm) EPL (eV) Porosity (%) 3eff 3nano-Si

A 1.7 2.08 85 1.43 6.27

B 2.0 1.82 76 1.84 7.29

C 2.1 1.81 71 2.11 7.7

D 2.2 1.79 68 2.28 7.86

E 2.4 1.76 66 2.45 8.29
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Fig. 39. Comparison of the BOLS predictions with the sophisticated calculation and measurement results on the size-

dependent dielectric constants of (a) silicon nanosolids with calculated data-1, 2, 3 [610]; data-4 and 5 [502]; and data-6

[612]; and (b) the third-order dielectric susceptibility of Ag nanosolid [609]. Note that a logarithmic y-axis has been

used for clarity.



118 C.Q. Sun / Progress in Solid State Chemistry 35 (2007) 1e159
and size of porous Si and the porosity. Atomic CN at a negatively curved surface of a pore is
higher than that at the positively curved surface of a dot. As the numerical solution sums the
contribution from crystal binding (EG expansion), electronephonon coupling, and bond con-
traction, errors accumulate from the three aspects, contributing to the observed deviation. How-
ever, from a physical and chemical insight point of view, the first (main) order approximation
would be acceptable as other artifacts from measurement or from impurities are hardly
controllable.

9.3.2. Blueshift of photoabsorption
The coefficient of photon absorption is calculated based on the following relation:

Da
�
Kj;u

�
aðN;uÞ ¼

D30r
�
Kj;u

�
30rðN;uÞ �

D3r

�
Kj

�
23rðNÞ

¼�
�

cðNÞ
cðNÞþ1

þ a0EGðNÞ
Zu�EGðNÞ

�
DH ðconventionÞ

or ¼
�

cðNÞ
2½cðNÞþ1��

EPLðNÞ
Zu�EPLðNÞ

�
�
�
DH�BDeep

�
þ cðNÞþ2

2½cðNÞþ1��Dd ðBOLSÞ

ð87Þ

For Si, c(N)¼ 10.4 and EPL(N) w EG(N)¼ 1.12 eV. It is surprising that, as shown in
Fig. 40, a blueshift of the absorption edge takes place for the nano-Si. The threshold of ab-
sorption for the indirect band gap is slightly higher than that of the direct band gap materials.
Such a blueshift of absorption edges should be advantageous in designing devices for optical
communication of nanometer-scaled wires, tubes or superlattice structures. The lowered ab-
sorption coefficient and refractive index make a nanometer-sized adsorbate more transparent,
which may form the basis of quantum lasers, as observed at room temperature from nano-
structured ZnO tubes which emit ultraviolet laser at 393� 3 nm under 355 nm optical excita-
tion [621].
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9.4. Summary

The BOLS correlation has enabled us to derive numerical solutions for the first time to
unify the complex dielectric constants and the coefficient of photoabsorption of nanosemicon-
ductors to the often-overlooked event of atomic CN imperfection and its effect on crystal
binding and electronephonon coupling. The solution applies to the whole range of measuring
energies. The dielectric constant drops dramatically at the surface edge of the solid due to
bond-order loss. This mechanism can be used to trap and amplify light within the nanosolid
by internal reflection, which may form a possible mechanism for random lasers. Understand-
ing could be of use in designing photonic crystals with thermal and electrical tunability for
optical switches and in fabricating wave guides for light trapping and amplifying device ap-
plications [622].

In addition, the BOLS correlation has also allowed us to formulate and understand the dielectric
suppression, dispersion, and conductivity and dielectric transition of nanosemiconductors. The ef-
fects of temperature and frequency on the dielectric transition and relaxation of nanosolid Si and
nanodiamond were also examined, which derives the activation energy for conductivity and di-
electric transition of both nanodiamond and nanosilicon, giving information about the impurity
midgap states of the corresponding systems. Interested readers may refer to Refs. [612,617].

10. Magnetic modulation

10.1. Background

10.1.1. Observations
When a ferromagnetic solid is reduced to the nanometer scale, the magnetic properties of the

solid will change. For example, the Curie temperature TC drops [349,623,624] and the coerciv-
ity (HC) increases for embedded nanograins; whereas for an isolated nanosolid, the HC drops
[625e628]. Generally, the saturation magnetization (MS) increases at low temperature with
quantized features, whereas the MS drops at ambient temperatures when the solid size is re-
duced [629e632]. When the size of the ferromagnetic (Pt/Co)eantiferromagnet (FeMn) cou-
pled nanostructure is reduced, the exchange biasing field and the blocking temperature
decrease while the HC increases [633,634]. Fig. 41a and b shows the magnetic oscillation of
small Ni and Rh particles at temperatures close to 0 K.

10.1.1.1. Surface magnetron. In the case of surfaces and thin films, the magnetic moment of an
atom (mi) in the surface region is larger than the corresponding bulk value (mb) [635,636]. For
instance, compared to the bcc Fe bulk moment of 2.2 mB, the m for a surface Fe atom has been
found theoretically to be enhanced by: (i) 15% to 2.54 mB for 1 monolayer (ML) Fe on 5 ML
W(110) and (ii) 29% to 2.84 mB for 2 ML Fe on 5 ML W(110) surface. The significant surface
relaxation (�12%) of Fe(310) [140] and Ni(210) [141] surfaces has also been found to enhance
the atomic m by up to 27%. The mB is the Bohr magneton.

10.1.1.2. Nanosolid at low temperature. The surface effects become stronger in the case of
a nanosolid since a larger fraction of atoms of the system is located at the curved surface.
However, controversy remains in the measured trend of the MS(Kj) values [629e
632,637e640]. One trend in measurement shows that at temperatures below 200 K, the
MS(Kj) increases with the inverse of size [640e644]. For example, the MS per atom of Fe,
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Co and Ni (at 78e120 K) was measured [644] to increase up to the value of the free atom when
the solid size was reduced to a cluster that contains 30 atoms or less. As the size is increased up
to 700 atoms, the magnetic moment approaches the bulk limit. The MS of Ni clusters also in-
creases inversely with size at temperatures between 73 and 198 K [341]. Con particles of 1.8e
4.4 nm sizes carry magnetic moments that are w20% higher than the bulk value [341].The mo-
ment of a Co surface atom is enhanced by 32% compared to the bulk value of 1.73 mB [645]. In
the temperature range of 77e570 K, the MS of FeeNi alloy films increase gradually when the
film thickness is decreased from 75 to 35 nm [646]. In a Stern-Gerlach experiment conducted at
w20 K, Cox et al. [638] measured the magnetic properties of isolated iron-atom clusters con-
taining 2e17 atoms and Fe monoxide and dioxide clusters and found that the spin per atom of
iron clusters was larger than that of the bulk counterpart. It was therefore widely accepted that
size reduction could enhance the magnetization of the small ferromagnetic particles.

10.1.1.3. Nanosolid at ambient temperature. Since the observation of Cox in 1985 [638], nu-
merous experiments have been conducted on various ferromagnetic nanosolids. Repeating
the same SterneGerlach deflections of Fe clusters in a molecular beam, Heer et al. [629] found
instead that the average magnetic moments for small iron clusters (50e230 atoms) drops with
the number of atoms when the molecular beam nozzle temperatures are around 300 K. This
trend is similar to those observed at room temperature of Co [632], Pd96Fe4 [631,630],
Pd97.1Fe2.9 [631], NiFe2O4 [23] and Ni3Fe [637] alloy particles. Similarly, a remarkable reduc-
tion of magnetization for FeeNi invar alloy (<40 nm) [649] and Ni thin films has been
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Fig. 41. Size dependence of magnetic moments of (a) Nin [647] and (b) Rhn [648] particles measured at low temperature

shows the size-enhanced and quantized MS(Nj) with oscillating features; (c) cobalt particles [632] and (d) Ni thin films

[627] measured at room temperature show size-tailed MS(Kj), instead.
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observed at room temperature [627,650]. The MS for Fe3O4 thin films [651] drops rapidly when
the film decreases from 70 nm. For g-Fe2O3 nanoparticles, coercivity rises whereas the satura-
tion magnetization drops with increasing particle size [652]. Fig. 41c and d shows the magnetic
suppression of Co clusters [632,637] and Ni films. Small Pd100�xFex, grains with x¼ 4, 6, 8, 12
and a radius of approximately 5 nm at 4.2, 100, and 295 K show typical superparamagnetic fea-
tures with MS values that are substantially smaller than those observed for the bulk [630]. How-
ever, for MnBi films [653], the magnetic momentum changes with neither thickness nor
chemical composition. Therefore, it was surprising that some measurements give conflicting
data and show magnetic elevation whereas some show suppression without taking the operating
temperature into consideration.

10.1.1.4. Coercive performance. An isolated magnetic domain or highly dispersed ones often
show no hysteresis at any temperature. When the size of an isolated ferromagnetic solid is re-
duced to a certain critical size, the coercivity of the isolated nanosolid will approach zero [654].
Fe69Ni9CO2 powders of 10e15 nm grain sizes show almost no hysteresis, being indicative of
superparamagnetic characteristics [655]. However, when the particles get closer together, the
superparamagnetic behavior vanishes and the coercivity is present [654,656]. The coercivity in-
creases with the inverse of grain size, which follows a HC w 1/Kj relation [626,654,657]. Inves-
tigation on the Fe74.5�xCuxNb3Si13.5B9 (x¼ 0e1 at.%) ribbons with grain sizes between 10 and
300 nm suggests that the HC increases following a K6

j dependence and then drops in a 1/Kj fash-
ion at the critical size of 50 nm. A similar trend of transition has been observed for Fe, Ni, and
Co metal films, with corresponding critical sizes of 20, 40, and 30 nm [658]. Fig. 42a shows the
size-enhanced HC of Ni thin films consisting of 3e10 nm grains. Panel b shows the CN imper-
fection enhanced magnetization of Ni, Fe, and Co particles and panel c the Monte Carlo sim-
ulated MS(T, Nj) profiles [659].

10.1.2. Possible mechanisms

10.1.2.1. Magnetization. A number of outstanding theories have been developed to explain the
unusual behavior of ferromagnetic nanosolids, in particular the oscillatory behavior at low-T
(see Fig. 41a, b) [640,644] and the inconsistent trends of MS measured at different temperature
ranges. Several shell structural models have been proposed for the size-enhanced magnetization
[644,661] and suggested that the magnetic moment of an individual atom is determined by its
atomic CN [661]. By assuming bulk-like structures (such as fcc and bcc) and different global
cluster shapes (cube, octahedron, cube octahedron), the average magnetic moment was found to
oscillate with the cluster size, coinciding with observations. Therefore, the magnetic ‘‘shell
structure’’ reflects the progressive formation of concentric atomic layers [662].

Without considering the effect of temperature, the magnetic properties of transition metals
are described by using a simple rectangular d-band approximation [642] together with the sec-
ond-moment approximation, as the first-order approximation [663]. It was assumed that the d-
band splitting between the major and the minor spin caused by exchange interaction is invariant
for the cluster to the bulk solid, leading to the following expression [636]:

mi

mb

¼
�

mdim=mb; if zi � zbðmb=mdimÞ
2

ðzb=ziÞ1=2
; otherwise

ð89Þ
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where mdim is the magnetic moment of one atom with one neighbor [659]. In the case of Fe,
mb¼ 2.22 mB [115] and mdim¼ 3.2 mB [660]. If zb¼ 12, the step function transits at
zi¼ 5.775e6. The magnetic moment of an atom will take the dimer value if its CN is 6
or less. Considering the geometrical arrangement of atoms in different lattice structures of
various shapes, the oscillation features could be reproduced using the shell structure
[636,664]. Calculations using the tight-binding theory [660] also show that the magnetic
moment of Fe, Co, and Ni atoms increases towards the atomic value when the CN is reduced,
as shown in Fig. 42b.

The MS suppression at mid-T was explained with the following mechanisms:

(i) Surface spins are weakly coupled and more disordered at ambient temperatures compared
to the bulk spins. The magnetization is then dominated by the interior bulk spins that drop
in number when the solid size is decreased [665].

(ii) TC suppression of the nanosolid lowers the MS. In the shell structure, the surface layer is
magnetically molten, which contributes little to the total MS of the system [659].

(iii) The anomalous behavior of Fe3O2 was explained in terms of the redistribution of Fe3þ

ions, depending on the particle size [652]. The increase of coercive field with decreasing
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particle size was also attributed to the lattice strain that increases with the decrease of par-
ticle size [666].

(iv) In contrast, Monte Carlo simulations, as shown in Fig. 42c, suggest that the MS of a small
cluster is never higher than the bulk value due to the reduction of exchange bonds of the
surface atoms. Based on an assumption that the clusters undergo a super-paramagnetic re-
laxation, Khanna and Linderoth [667] derived that the effective MS of small Fe and Co
clusters decreases with size, which was explained as a consequence of fluctuations due
to thermal vibration and rotation effects on the domain when considered as a giant spinner.

10.1.2.2. Coercivity. It is known that both the inter-spin interaction within a domain and the
inter-grain interaction within a solid composed of nanograins can be described using the
same Ising model, or other approaches such as the mean field approximation as well. We prefer
using the Ising model, as it is sufficient for the first-order approximation. Considering a domain
as a giant spinner with a moment J, the exchange energy of the spinner (Eexc,i) interacting with
its z nearest giant spin neighbors follows the Ising relation. The di is then replaced with grain
diameter, Dj (also structural correlation length), if uniform grain size is assumed. The HC(Dj)
transition from D6

j to D�1
j can be expressed as [668]:

HCw
1

20

K4
2D6

j

A3M0

0HCf
1

2
HSfE0excfzD�1

j

where K2 is the strength of local uniaxial anisotropy, M0, the magnitude of the local magneti-
zation vector and A is the exchange stiffness parameter. The former corresponds to the random
anisotropy mechanism of domain-wall pinning at grain boundaries; the latter relates herewith to
the inter-grain and grainesubstrate interaction, which dominates the anisotropy energy [668].

A model is highly desirable to reconcile the size and temperature dependence of MS(Kj, T )
and the MS(Kj w 0, T w 0) oscillation in experimental and theoretical observations. Here we
show that incorporating the BOLS mechanism to the Ising model could reproduce all the ob-
served trends using MC calculations and hence reconcile the discrepancy in the unusual mag-
netic behavior of a ferromagnetic nanosolid of different shapes and crystal structures at
different temperatures.

10.2. BOLS consideration

10.2.1. Charge localization
The CN imperfection-enhanced bond energy deepens the atomic trapping potential well of

the under-coordinated atom from one unit to c�m
i . Electrons inside the trap are then more lo-

calized. If the localization probability is proportional to the trapping well depth, then the
densely localized electrons contribute to the mi of the under-coordinated atom. The correspond-
ing change of the mean m(Kj) varies monotonically with the coefficient of bond contraction:

8<:
miðziÞ ¼ c�m

i mb

Dm
�
Kj

�
mb

¼
X

i�3 rij

�
c�m

i � 1
� ð90Þ



124 C.Q. Sun / Progress in Solid State Chemistry 35 (2007) 1e159
The effective magnetic momentum along the applied field direction of a zi coordinated
atom is miz¼ JgJmB. Note that the Lande g-factor ( gJ¼ 1e2) is a function of the orbital
(L) and spin (Sp) angular momentum: gJ¼ 1þ [J(Jþ 1)þSp(Spþ 1)�L(Lþ 1)]/[2J(Jþ 1)],
which is also affected by the CN imperfection. However, in the first-order approximation,
we neglect this effect that may influence the precision of m parameterization. For a dimer
Fe atom (zi¼ 2, ci w 0.7), mi¼ 0.7�1, mb¼ 3.25 mB, which is 1.43 times the bulk value,
agreeing with measured value of mdim¼ 3.2 mB. Compared with the model given in Eq.
(89), here we use a smooth function rather than a step transiting at zi w 6, in spite of the
difference in physical origin. As the effective CN of an atom at a flat or a curved surface
is 4 or lower, the BOLS premise predicts a 0.88�1¼ 112% or higher magnetic enhancement
of a surface atom at 0 K, agreeing with theoretical predictions [141,139]. Therefore, it is rea-
sonable to suggest that it is the very atomic CN imperfection deepened atomic potential that
traps the electrons with high probability of localization to contribute to the mi of the under-
coordinated atom. By taking the effect of atomic CN imperfection and the pronounced por-
tion of surface atoms into consideration, the magnetic properties of the ferromagnetic nano-
solids should differ from those of the bulk.

10.2.2. Brillouin function
The inter-spin interaction dominates the order of the spin system and hence the MS

and TC. At low temperatures, the total angular moment of an atom changes its direction in
a quantum tunneling process [669]. At higher temperatures, the spin direction will fluctuate
due to thermal agitation. The easiness of fluctuation is determined by the strength of inter-
spin coupling that varies with atomic CN as well. Because of fluctuation, the magnetic
momentum will reduce and eventually vanish at the TC. In the first-order approximation to
the size and temperature dependence of the mS(T, Kj), we use the concept of ‘‘molecular
field’’ [666], to describe the spontaneous magnetization at T in terms of Brillouin function,
BJ( y):8>>><>>>:

mðTÞ ¼ gJJmBBJðyÞ
BJðyÞ ¼

2J þ 1

2J
coth

2Jþ 1

2J
y� 1

2J
coth

y

2J

y ¼ JgJmB

kBT
Hm

ð91Þ

where gJ is the Lande’s g-factor, J is the total angular momentum and Eexc w Ecoh is the mo-
lecular field. When T approaches 0.8 TC, m(T ) z mS(T ) [670]. Therefore, the mS(Kj, T ) can be
obtained by replacing the bulk J and Hm with the size-dependent J(Kj) and Eexc(Kj) that are
given as:

Eexc

�
Kj

�
¼ EexcðNÞ

�
1þ

X
i�3 gij

�
zibc�m

i � 1
��

J
�
Kj

�
¼ J

�
1þ

X
i�3 rij

�
c�m

i � 1
�� ð92Þ

Differentiating Eq. (91) against Eexc(Kj) leads to the size and temperature dependent
mS(Kj, T ):
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�
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�
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�
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��
�

DEexc

�
Kj

�
EexcðNÞ

¼ aðTÞ
X
i�3

gi

�
zibc�m

i � 1
�

ð93Þ

parameter a(T ) is also material dependent. Eq. (93) indicates that for a specific ferromagnetic
solid and at a given temperature, the mS(Kj, T ) changes with the atomic cohesive energy.
One needs to note that Eq. (93) does not apply to an isolated atom without exchange
interaction being involved though the isolated atom possesses intrinsically higher magnetic
momentum.

10.3. Verification

10.3.1. Ni films at ambient temperature
Ni films with grain sizes in the range of 3e10 nm were grown on Si(100) substrates using

physical vapor deposition. The grain size was calibrated using XRD profiles and Scherrer’s
equation. The in-plane magnetic properties were measured using vibrational sample magnetom-
eter at room temperature [627].

Figs. 41d and 42a compare the predicted (with m = 1) and the measured size dependence of
the MS and the HC for the Ni films. The match of MS(Kj) at 300 K is realized with a(J, T )¼ 4.0.
When the particle size is reduced to Kj¼ 5 (Dj¼ 2.5 nm), MS¼ 0. This result is consistent with
the findings of the size induced TC suppression of ferromagnetic nanosolids, as discussed in
Section 5.3.3. For a Ni particle of Kj¼ 5, the TC drops by w 51% from 631 K to 309 K and
the MS is not detectable [623] (Fig. 43).

10.3.2. Monte Carlo simulation
In order to examine the model consideration, Monte Carlo simulation was carried out

based on the BOLS incorporated Ising convention in comparison with the modified Bril-
louin function. The atomic CN imperfection enhanced magnetic moment was taken into
consideration by varying the spin value S0i for each atom. We employed six kinds of nano-
solids to investigate the size, shape, and crystal structure effects on the mS at various tem-
peratures. The fcc spherical dots are formed in such a way that layers of successive atoms
are added to the initial central atom. Fig. 44a shows, for example, the fcc spherical dot
containing N141 atoms with S¼ 9 shells and Kj¼ 3.3 atomic size. Here we only consider
those clusters with completely closed outermost shells as a convention. The rod and the
plate systems are also formed based on the fcc lattice along the h100i direction. The length
of the rod is maintained at Kj¼ 28.3 and variation of this has an insignificant effect on the
result. The radius of the rod ranges from S¼ 1 to 11 (Kj¼ 0.5e3.66). The width and length
of the plate are maintained at Kj¼ 28.3. The thickness ranges from S¼ 1 to 14 (Kj¼ 0.5e
5.1). Fig. 44b and c illustrates an fcc rod and plate with S¼ 3, Kj¼ 1.9 and S¼ 2, Kj¼ 1.7,
respectively.
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Calculations were also conducted using the ordered structures of icosahedra, decahedra and
the close-packed fcc truncated octahedra that are favored from the energetic point of view.
Fig. 44def show the close-packed structures with a total number of N101, N147, and N201 atoms,
respectively. Icosahedra and decahedra are noncrystalline structures that cannot be found in
bulk crystals because of the fivefold symmetry. Icosahedra are quasispherical, where atoms
are arranged in the concentric shells. Marks-truncated decahedra have reentrant (111) facets
that are introduced via a modified-Wulff construction. Fcc truncated octahedra possess a crys-
talline structure and have the open (100) facets.

To compute effectively, we use cool state initialization at low temperature (kBT/Jexc< 6) and
hot state initialization at relatively high temperature (kBT/Jexc� 6) [120]. In the hot state, spins
orientate randomly; and in the cool state, spins align parallel to the applied magnetic field. For
a certain spin system, the value of the Hamiltonian Hex,k�1 was calculated. A spin S0i was chosen
randomly and the orientation was flipped from S0i to Si,trial. The Hex,k was optimized to satisfy
the Metropolis criterion [671]:

�
expð �DHex=kTÞ> dmc

DHex ¼ Hex;k �Hex;k�1

DHex is the energy change for a spin reorientation and dmc is a uniform random deviate. After
several MC steps of sweeping over all lattice sites of the spin system, the spin system of a spe-
cific size at a specific temperature reaches thermal equilibrium. In simulation, each atom is
taken as an independent spin with mi in unit of the bulk mb. For the bulk value, S takes the values
of þ1 or e1 for the up and down flip. The energy change is calculated for the spin flip from
k� 1 to k step due to thermal vibration: DHex ¼ Hex;k � Hex;k�1. At a given temperature, the
system will reach a stable state after sufficient steps of operation. The magnetization is then
calculated as hMi ¼ ½

P
N MðsðiÞ1 ; s

ðiÞ
2 ;.s

ðiÞ
N Þ�=N with 5000 thermalization steps for each spin

to reach thermal equilibrium state.
Fig. 45 shows the MC simulated MS(Kj, T ) curves at zero applied magnetic field for an

(a) fcc dot, (b) fcc rod, (c) fcc plate and (d) icosahedra spin system. Generally, at a very
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Fig. 43. The magnetic hysteretic loops of Ni films of different grain sizes measured at room temperature [627].
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low temperature region (kBT/Jexc< 3), the MS(Kj, T ) increases with oscillatory features as
the solid size is reduced. At mid-T region (kBT/Jexc w 6), the MS drops with size. In the
paramagnetic region, the residual MS increases as the size is reduced. These features are
intrinsically common depending less on the shape and the crystal structure of the specimen.
Fig. 46 shows the BOLS predicted MS(Kj, T ) counterplot for a spherical dot. No oscillatory
features are given as the smooth function for the surface-to-volume ratio was employed.

10.3.2.1. MS(Kj, Tw0 K) enhancement. It is seen from Fig. 45a that for a specific size Kj, the
MS of the fcc dot is higher than that of the fcc plate because a spherical dot has higher gij value.
It is understood that when T / 0, y / N, and then BJ( y) / 1, Eq. (91) can then be approx-
imated as mSðT/0Þ ¼ JgjmB. Using a shell structure in the BOLS correlation that calculates
the magnetic moment of every atom layer-by-layer leads to the size-enhanced MS for a nano-
solid at very low temperature, which follows Eq. (90).

Fig. 47 compares the BOLS predictions with the measured low-temperature MS(Kj) of Fe, Ni
and Co particles [644]. As the measured data are much scattered, it is hard to reach a conclusion
though the trends generally match; however, the close match of TC(Kj) suppression and lattice
contraction, as shown earlier in this report evidences sufficiently the validity of the BOLS
correlation as the origin of the unusual magnetic behavior of the ferromagnetic nanosolids at
different temperatures.

(a) Fcc dot

S=9, Kj=3.3, N=141 S=3, Kj=1.9

(b) Fcc rod

(100)

Kj=1.7

(c) Fcc plate

(100)

(d) Marks decahedron

N101

(e) Icosahedron

N147

(f) Fcc truncated octahedron

N201

Fig. 44. Illustration of atomic configurations of (a) an fcc dot of nine shells with Kj¼ 3.3, (b) an fcc rod of three shells

with Kj¼ 1.9, and (c) an fcc plate of Kj¼ 1.7 thickness, (d) an icosahedron with N147 atoms, (e) a Marks decahedron

with N101 and (f) an fcc truncated octahedron with N201 atoms [120].
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Fig. 45. MC simulated temperature and size dependence of the MS for an (a) fcc dot, (b) fcc rod, (c) fcc plate and (d)
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Fig. 46. Counterplot of the BOLS predicted MS(T, Kj), which shows that MS increases with inverse size at low temper-

ature and decreases with size at mid-temperature. The MS is normalized by MS(T¼ 0, Kj¼N) and T is normalized by

AEexc(N).
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10.3.2.2. MS(Kj, T w TC) suppression. Fig. 48b shows the matching between predictions
with a(J, T )¼ 1.4 and the MC simulated results at mid-T. The calculated trend is consistent
with the measurement with a(J, T ) value that is different from Ni sample. The calculation
takes the surface CN to the half number of the bulk (12) but in the BOLS premise, the
effective surface CN is 4 or less. In the paramagnetic phase as shown in Fig. 48c, the
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Fig. 47. Comparison of BOLS predictions with measured size dependence of MS at low T.
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Fig. 48. Size dependence of the MS at temperature (a) kBT/Jexc¼ 1, (b) kBT/Jexc¼ 6 and (c) kBT/Jexc¼ 12 for fcc nano-
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remnant magnetism is higher for smaller particles, which has been attributed to the slower
temperature decay in the MC study and to the increasing fluctuations with decrease in clus-
ter size [659].

10.3.2.3. MS(Kj) oscillation and structural stability. The oscillation behavior of MS at smaller
sizes, as shown in Fig. 49, depends less on the crystal structures. This relation suggests that
the oscillatory originates from the surface-to-volume ratio because some particles may have
fewer atoms at the surface with smaller gij value than those of the adjacent larger or smaller
sizes, as illustrated in Section 2 for the fcc and bcc structures [647]. Therefore, it is not surpris-
ing to resolve the MS oscillation in the low temperature measurement of smaller nanostructures
with quantized surface-to-volume ratios.

The physical properties of nanosolids in molecular regime typically exhibit a very
irregular dependence on their aggregate size, namely, magic numbers, while they behave
in a regular way in the mesoscopic regime. The icosahedron, Marks-decahedron, and the
fcc truncated-octahedron have lower MS in the low-T region, especially, the small icosahe-
dral particles of N55 and N147 atoms, compared to other structures. An icosahedron has
fewer low-CN atoms at the surface with most compact structures. The mass spectra of
nanosolids usually exhibit especially abundant sizes that often reflect particularly stable
structures, especially reactive nanosolids, or closed electronic shells [672]. These ‘‘magic
number’’ sizes are of theoretical interest since many of them correspond to compact
structures that are especially stable. The simulative results presented herein show the magic
numbers of N13, N55, N147 for icosahedron magnetic nanoparticles [643]. However, when
the N is larger than 300, the fcc truncated-octahedron is magnetically most stable compared
with the decahedra, icosahedra and the fcc spherical dot. The MC simulation results here
are consistent with experimental findings that the icosahedral structure transits at
w3.8 nm to the fcc truncated structure when the particle size is increased [673]. The
competition between the surface energy reduction and the strain energy enhancement
determines the structural stability. Therefore, icosahedra are the most stable at small
sizes due to their low surface energy and good quasispherical structures, while decahedra
are favorable at intermediate sizes, and regular crystalline structures are favored for large
objects.
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Fig. 49. Magnetic oscillation features of different crystal structures at different temperatures.
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10.4. Summary

Incorporating the BOLS correlation to the Ising premise and the Brillouin function, we have
conducted the MC simulations, and BOLS predictions to examine the size, shape, structural and
temperature dependence of the magnetization of ferromagnetic nanosolids with experimental
verification. MC simulations and BOLS predictions have produced all the observable features
at various temperatures, including the oscillatory ones with clear physical insight into the origin
of the changes. Conclusions may be drawn as follows:

(i) For a ferromagnetic nanosolid, the magnetic moment at very low temperature increases
with the inverse of size compared with the bulk value due to the deepening of the in-
tra-atomic potential well that trap the surface charges contributing to the angular momen-
tum of the under-coordinated atoms of a nanosolid.

(ii) The MS at temperature around TC reduces, which is dominated by the decrease of ex-
change energy that dominates the thermal stability of a nanosolid.

(iii) The oscillation of MS with the change of the total number of atoms arise from nothing
more than the surface-to-volume ratio of the solid.

(iv) The HC is dominated by inter-grain interaction.
(v) Structure transition from icosahedron to fcc truncated-octahedron happens at size contain-

ing 300 atoms, which is common to observations using other means.

Consistency in the MC calculations, BOLS predictions and experimental observations clar-
ifies for the first time the long-standing confusion on magnetic behavior of a ferromagnetic
nanosolid at various temperatures. The joint contribution from the CN imperfection and the as-
sociated bond energy rise lowers the exchange energy that tailors the temperature of phase tran-
sition. Therefore, it is not surprising that some measurements show the enhanced MS at low
temperature while some observed the tailoring of the MS at temperatures close to the TC

[674e676].

11. Concluding remarks

11.1. Attainment

As demonstrated, the impact of the often-overlooked event of atomic CN imperfection
is indeed tremendous, which has enabled us to view the performance of a surface, a nano-
solid and a solid in amorphous state consistently in a way from the perspective of bond
relaxation and its consequences on bond energy. Progress made can be summarized as
follows:

(i) The unusual behavior of a surface and a nanosolid in mean lattice contraction [677,678],
mechanical strength [679], phase transition, thermal stability, acoustic and optical pho-
nons, optoelectronics, magnetism, dielectrics [680], and chemical reactivity [681] has
been consistently predicted and experimentally verified with formulations depending on
atomic CN imperfection and its consequences.

(ii) Most encouragingly, single energy levels of isolated Si, Pd, Au, Ag and Cu atoms and
their shift upon bulk and nanosolid formation have been quantified by matching
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predictions to the observed size-and-shape dependence of the XPS data. This attempt en-
hances in turn the capability of the XPS, providing an effective way of discriminating the
contribution from intra-atomic trapping from the contribution of crystal binding to the
specific electrons. Attainment is beyond the scope of a combination of XPS and laser
cooling that measures the energy level separation of the slowly moving atoms/clusters
in gaseous phase [682].

(iii) Quantitative information about dimer vibration [683] and eep interaction has been eluci-
dated by matching predictions to the measured shape and size dependence of Raman and
photoemission/absorption spectra of Si and other IIIeV and IIeVI compounds. The CN
imperfection of different orders unifies the phase stability of ferromagnetic, ferroelectric
and superconductive nanosolids. In conjunction with the previous bond-band-barrier
correlation mechanism, the present approach allows us to distinguish the extent of oxida-
tion [684] and contribution of surface passivation [685] to the dielectric susceptibility of
porous silicon.

(iv) The bonding identities such as the length, strength, extensibility, and thermal and chem-
ical stability [686], in metallic monatomic chains (MCs) [687], and in the CNTs have been
determined. Understanding has been extended to the mechanical strength and ductility of
metallic nanowires, and the inverse HallePetch relationship that shows the mechanical
strength transition from hard to soft in the nanometer regime.

(v) In combination with the bond-band-barrier correlation for chemical reaction, the BOLS
premise has also enabled us to discriminate the extent of oxidation and the effect of
fluorine passivation on the performance of nanostructured silicon. The latter two topics
would form the subject of nanometrology, and further pursue is in progress.

The significance of the approach is that it covers the whole range of sizes from a dimer bond to
the bulk solid and covers the states of surface, amorphous, and nanosolid of various shapes to bulk
solid with defects inside, with few adjustable parameters and almost no assumptions. Almost all of
the imaginable and detectable quantities are consistently related to the BOLS correlation and the
population of the under-coordinated atoms as well. For instance, the surface energy, interfacial
energy, surface stress, the local mass density of liquid and solid are all functions of atomic sep-
aration and bond energy that are subject to the effect of atomic CN imperfection. The difficulties
encountered by other theories in describing the photoluminescence blueshift at the lower end of
the size limit and the melting point oscillation over the whole range of sizes have been completely
resolved. The parameters involved are just the bond nature represented by the parameter m and the
corresponding bulk values of quantities of concern, which are independent of the particularity of
element, crystal structures, or the form of interatomic potentials.

Consistency between the BOLS prediction and the measurements evidences not only the es-
sentiality and validity of the BOLS correlation premise but also the significance of atomic CN
imperfection to the low-dimensional and disordered systems that are dominated by atomic CN
deficiencies. Understanding gained insofar should be able to help us in predicting nanosolid
performance and hence provide guidelines in designing process and fabricating materials
with desired functions.

11.2. Limitations

One may wonder that there is often competition between various origins for a specific
phenomenon. As demonstrated in the context, the atomic CN imperfection affects almost
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all the aspects of concern, and therefore, the atomic CN imperfection should dominate the
performance of a nanosolid through the competition factors. For instance, the atomic cohesive
energy dictates the phase transition or melting while the binding energy density dominates
angular momentum and mechanical strength. These two competition factors determine the
unusual behavior of a nanosolid in magnetism and mechanical strength under various
conditions.

One may also wonder about the effect of impurities such as surface oxidation on the mea-
surement. Although XRD and XPS revealed no impurities in the Ni samples, for instance,
we cannot exclude the existence of trace impurities. However, if all the samples were pre-
pared and measured under the same conditions and we use the relative change of the quan-
tities, artifacts caused by impurities should be minimized, and the results are purely size
dependent.

The BOLS premise does not apply to the so-called dangling bond, as a dangling bond is
not a real bond that forms between two neighboring atoms. It is true that the concept of
localized bond is not applicable to metallic systems due to the demoralized valence elec-
trons whose wave function often extends to the entire solid. However, the demoralized va-
lence electrons are often treated as a Fermi sea and the metal ions are arranged regularly in
the Fermi-sea background. As a standard practice, the metallic bond length corresponds to
the equilibrium atomic separation and the bond energy is defined as the division of the
atomic cohesive energy EB by the atomic CN in a real system. For the tetrahedral bond
of diamond and Si, the full CN is not 4 as the tetrahedron is an interlock of fcc structures.
Therefore, the BOLS premise is valid for any solid disregarding the nature of the chemical
bond. The pair interatomic potential for metallic interatomic interaction also holds, as the
pair potential represents the resultant effect of various orders of coordination and the
charge-density distribution. DFT calculations on the dimer bond contraction and bond-
strength gain of Ni, Cu, Ag, Au, Pt and Pd evidence sufficiently the validity of the current
BOLS correlation for metallic systems.

Stimuli in measurement may affect the data acquired. For example, in mechanical strength
detection, the stressestrain profiles of a nanosolid may not be symmetric under tension and
compression, and the flow stress is strain rate, loading mode, and materials’ compactness as
well as size distribution dependent. However, one could not expect to cover the fluctuations
of mechanical (strain rate, stress direction, loading mode, etc.), thermal (self-heating during
process and electron bombardment in TEM), crystal structure orientation, or grain-size
distributions in a theoretical model, as these fluctuations add random artifacts that are hardly
controllable. These effects can be minimized in the present approach by using relative changes
that are intrinsic in physics.

As the current approach is the first (but main) order approximation, there is still plenty of
room for improvement by involving other high-order effects that contribute to the physical
properties. If counting atom-by-atom in a specific crystal structure, the theoretical curves at
the lower end of the size limit should show oscillation features with ‘‘magic number’’ of atoms
due to the surface-to-volume ratio. For illustration purpose, it would be adequate to employ the
smooth function for the surface-to-volume ratio in the present approach, as one should focus, in
the first place, on the nature, trend, origins, and limitations for the size-induced changes and to
grasp with factors controlling the property change.

It should be emphasized that all the models mentioned in the context are successful from
different physical perspectives, and with the BOLS correlation as complementary origin,
they would be complete and in good accordance.
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11.3. Prospectus

Although the imaginable and detectable quantities of a nanosolid have been preliminarily
formulated and verified with experimental measurements in terms of the BOLS correlation,
there are still more exciting challenges ahead of us:

(i) Further attention is needed to address the joint effect of physical size and chemical reac-
tion. At an interface, no significant CN imperfection is expected but chemical bonds may
evolve when an alloy or compound is formed. The chemical effect alters the nature of the
bond while the physical size causes the bond contraction. Both will modify the atomic
trapping, crystal binding, electronephonon coupling, which should be the origin for the
detectable physical properties of a solid including transport properties. Switching between
superhydrophilicity and superhydrophobicity of chemically treated nanostructure could be
a successful sample for the joint effect of the BOLS and BBB promises.

(ii) Traditional practice in theoretical calculations may be subject to modification at the lower
end of the size limit to involve the effect of CN imperfection. Consideration of the real
boundary conditions with atomic CN imperfection instead of the ideal periodic boundary
conditions would be necessary. As demonstrated, the atomic CN imperfection and the
large portion of surface/interface atoms play key roles in determining the performance
of small structures. Recent tight-binding potential MD calculations of tetrahedron carbon
(t-C) graphitization by Zheng et al. [688] reveal that the graphitization of t-C cluster with
hundreds of atoms happens at a temperature that is 10% higher than that measured (1100e
1200 K). A first-principle calculation [689] predicted that the hardness of the optimal
BC2N structure is lower than the measured extreme hardness of BC2N nanocomposites.
It is suggested that the effects of the nanocrystalline size and the bonding with the
amorphous carbon matrix in BC2N nanocomposites likely play a crucial role in producing
the extreme hardness measured in experiments. If the effect of bond-order loss on the
atomic cohesive energy and binding energy density in the contracted surface region is
considered for the large number of surface atoms instead of the ideally periodic boundary
condition, the transition temperature of t-C would be lowered to a value closer to that
measured and the calculated hardness of BC2N with approach the measured values.

(iii) Excitingly, in situ TC and valence DOS measurement of atomic-layered growth of super-
conductive Pb on stepped Si substrate by Guo et al. [368] revealed oscillation of both TC

and the valence DOS peak near the EF when the film thickness was increased by one
atomic layer at a time. The TC increases gradually to the bulk-value at about 30 layers
in a saw-tooth-like oscillatory fashion. The oscillation is in about 0.5 K in magnitude
and in a period of every other layer. The two DOS peaks at 0 and 0.3 eV below EF dom-
inate alternatively with the layer-by-layer growth. These discoveries provide direct evi-
dence for the BOLS premise, which indicates that the atomic cohesive energy (and TC)
drops associated with the deepened potential well of trapping as the atomic CN decreases.
Therefore, the TC valley and the dominance of the DOS peak away from the EF are sug-
gested to arise from the large number of under-coordinated atoms, which correspond to
the deepened potential well (DOS peak away from EF) and the lowered atomic cohesive
energy (TC). The TC peak and the dominance of the DOS peak near the EF are a conse-
quence of the small number of under-coordinated atoms.

(iv) Transport in thermal conductivity and electric conductivity plays an important role in the
performance of nanostructured devices, which would be more challenging for studies.
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Employing the BOLS crystal potential for a nanosolid and for an assembly of nanosolids
could improve the understanding on the kinetic and dynamic performance of a nanosolid
under external stimuli.

(v) An extension of the BOLS to liquid surface and interfacial junction interfaces would lead to
knowledge about the surface and interface states that are critical in practical applications.

(vi) The new freedom of size allows us to tune the physical properties of a nanosolid by simply
changing the shape and size. Far beyond that, the new freedom provides us with oppor-
tunities to gain information such as dimer vibration and the single energy level of an iso-
lated atom, which could form important impact in basic science.

(vii) A combination of the new freedom of size with traditional ones such as temperature, pres-
sure, etc. would be even more challenging.

(viii) Application of the BOLS and its derivative to process and materials design is important in
practical applications. If we know what is intrinsic and what the limit is, we may save our
spirit and resources in fabricating devices and materials. For example, those working in
microelectronics often expect to expand the limit of dielectrics to the lower end for inter-
connection and to the higher end for gate devices by changing the grain size. The BOLS
derivative is able to tell us that it is unlikely that it is possible to raise the dielectrics by
reducing the particle size and one has to seek other chemical routes for the objectives. One
cannot expect proper functioning of a ferromagnetic, ferroelectric and a superconductive
nanosolid when the solid size is smaller than 2.5 nm, as derived in the present work.

These topics would form challenging branches of study towards profound knowledge and
practical applications and this report just scratches the skin of this vast field whilst further in-
vestigation is in progress.
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Appendix A

The table gives the values of electronegativity (h), metallic (ionic) valency and metallic
(ionic) radius of the elements. R(v) is the ionic radius and v, the valence value. R(CN¼ 12)
and R(1) are the corresponding bond radii. [From Pauling L, J Am Chem Soc 1947;69:542
(see Eq. (10)), and Goldshmidt VM, Ber Deut Chem Ges 1927;60:1270 (see Eq. (9))]
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[676] Sánchez RD, Rivas J, Vaqueiro P, López-Quintela MA, Caeiro D. Particle size effects on magnetic garnets pre-

pared by a properties of yttrium iron solegel method. J Magn Magn Mater 2002;247:92e8.

[677] Sun CQ, Li S, Tay BK. Laser-like mechanoluminescence in ZnMnTe-diluted magnetic semiconductor. Appl Phys

Lett 2003;82:3568e9.

[678] Sun CQ. The lattice contraction of nanometersized Sn and Bi particles. J Phys Condens Matter 1999;11:4801e3.

[679] Zeng XT, Zhang S, Sun CQ, Liu YC. Nanometric-layered CrN/TiN thin films: mechanical strength and thermal

stability. Thin Solid Films 2003;424:99e102.

[680] Pan LK, Sun CQ, Chen TP, Li S, Li CM, Tay BK. Dielectric suppression of nanosolid silicon. Nanotechnology

2004;15:1802e6.

[681] Pan LK, Ee YK, Sun CQ, Yu GQ, Zhang QY, Tay BK. Band-gap expansion, core-level shift and dielectric sup-

pression of porous Si passivated by plasma fluorination. J Vac Sci Technol B 2004;22:583e7.

[682] Sun CQ, Tay BK, Fu YQ, Li S, Chen TP, Bai HL, et al. Discriminating crystal bonding from the atomic trapping

of a core electron at energy levels shifted by surface relaxation or nanosolid formation. J Phys Chem B

2003;107:L411e4.

[683] Sun CQ, Pan LK, Li CM, Li S. Size-induced acoustic hardening and optic softening of phonons in CdS, InP,

CeO2, SnO2, and Si nanostructures. Phys Rev B 2005;72:134301.

[684] Pan LK, Sun CQ, Li CM. Estimating the extent of surface oxidation by measuring the porosity dependent dielec-

trics of oxygenated porous silicon. Appl Surf Sci 2005;240:19e23.

[685] Pan LK, Sun CQ, Yu GQ, Zhang QY, Fu YQ, Tay BK. Distinguishing the effect of surface passivation from the

effect of size on the photonic and electronic behavior of porous silicon. J App Phys 2004;96:1074e5.

[686] Sun CQ, Bai HL, Li S, Tay BK, Jiang EY. Size effect on the electronic structure and the thermal stability of

a gold nanosolid. Acta Mater 2004;52:501e5.

[687] Sun CQ, Bai HL, Li S, Tay BK, Li CM, Chen TP, et al. Length, strength, extensibility and thermal stability of an

AueAu bond in the gold monatomic chain. J Phys Chem B 2004;108:2162e7.

[688] Zheng B, Zheng WT, Yu SS, Tian HW, Meng FL, Wang YM, et al. Growth of tetrahedral amorphous carbon film:

tight-binding MD study. Carbon 2005;43:1976e83.

[689] Zhang Y, Sun H, Chen C. Superhard cubic BC2N compared to diamond. Phys Rev Lett 2004;93:195504.


	Size dependence of nanostructures: Impact of bond order deficiency
	Introduction
	Scope
	Overview
	Challenge
	Objectives

	Principles: atomic CN imperfection
	Bond relaxation
	Effects of lattice periodicity termination
	Barrier confinement-quantum uncertainty
	Atomic CN imperfection

	BOLS correlation and its consequences
	Bond order-length correlation
	Bond length-strength correlation
	Potential well of trapping
	Atomic coherency and electron affinity


	Surface passivation
	Shape and size dependence
	Surface-to-volume ratio
	Scaling law

	Summary

	Surface relaxation and nanosolid densification
	Surface relaxation
	Monolayer relaxation
	Multilayer relaxation

	Nanosolid densification
	Observations and interpretations
	BOLS consideration
	Further evidence: strain induced stiffness

	Impact of bond-order loss

	Mechanical strength
	Surfaces
	Outstanding models
	Surface stress and surface energy

	BOLS consideration
	Surface energy
	Young’s modulus and surface stress


	Nanospheres
	Compounds and alloys
	Inverse Hall-Petch relation

	Thermal stability
	Cohesive energy
	Definition
	Outstanding models
	Surface-area difference
	Atomic CN-difference

	BOLS consideration
	Atomic vacancy formation
	Brook’s convention
	BOLS analysis


	Liquid-solid transition
	Outstanding models
	Classical thermodynamics
	Atomistic models
	Overheating

	BOLS consideration
	Verification: liquidation and evaporation
	Tm oscillation
	Observations
	Simulation

	Remarks

	Phase transition: ferroelectric, ferromagnetic and superconductive TC
	Observations
	Ferromagnetic TC
	Superconductive TC
	Ferroelectric TC
	Antiferromagnetic transition

	BOLS consideration
	Ising model
	High-order CN imperfection
	Generalization of TC suppression

	Verification: critical size

	Other applications
	Diffusivity and reactivity
	Diffusivity
	Chemical reactivity
	BOLS consideration

	Crystal growth
	Liquid-solid epitaxy
	Vapor phase deposition
	Multilayer growth: atom hungering


	Summary

	Lattice dynamics: acoustic and optic phonons
	Background
	Acoustic phonon hardening
	Quadrupolar vibration
	Lattice strain

	Optical phonon softening

	Principles
	Vibration modes
	Lattice vibration frequency
	Size dependence

	Verification
	Optical modes and dimer vibration
	Acoustic modes and intercluster interaction
	Surface atom vibration

	Summary

	Photon emission and absorption
	Background
	Outstanding models
	Quantum confinement
	Other schemes

	BOLS consideration
	Band formation
	Hamiltonian perturbation

	Verification: photon emission and absorption
	Electron-phonon coupling
	EG expansion
	Nanocompound photoluminescence

	Bandwidth and band tails
	Bandwidth
	Surface states and band tails: Urbach edge

	Summary

	Electronic structure
	Core bands: intra-atomic trapping and crystal binding
	Observations
	Outstanding models
	BOLS consideration
	Verification
	Surfaces
	Nanosolids
	Conductor-insulator transition
	Electroaffinity versus valence DOS shift


	Work function
	Chemical modulation
	Geometric modulation
	Hydrophobic-hydrophilic transition
	Mechanical modulation

	Summary

	Dielectric suppression
	Background
	BOLS consideration
	Electron polarization
	Complex dielectrics
	Dielectric susceptibility
	Direct and indirect band transition
	Photon absorption


	Verification
	Dielectric suppression
	Blueshift of photoabsorption

	Summary

	Magnetic modulation
	Background
	Observations
	Surface magnetron
	Nanosolid at low temperature
	Nanosolid at ambient temperature
	Coercive performance

	Possible mechanisms
	Magnetization
	Coercivity


	BOLS consideration
	Charge localization
	Brillouin function

	Verification
	Ni films at ambient temperature
	Monte Carlo simulation
	MS(Kj, Tsim0K) enhancement
	MS(Kj, TsimTC) suppression
	MS(Kj) oscillation and structural stability


	Summary

	Concluding remarks
	Attainment
	Limitations
	Prospectus

	Acknowledgments
	References


