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Target studies for the proposed High Power Laser Energy Research �HiPER� facility �M. Dunne,
Nature Phys. 2, 2 �2006�� are outlined and discussed. HiPER will deliver a 3� �wavelength
�=0.35 �m�, multibeam, multi-ns pulse of about 250 kJ and a 2� or 3� pulse of 70–100 kJ in
about 15 ps. Its goal is the demonstration of laser driven inertial fusion via fast ignition. The
baseline target concept is a direct-drive single shell capsule, ignited by hot electrons generated by
a conically guided ultraintense laser beam. The paper first discusses ignition and compression
requirements, and presents gain curves, based on an integrated model including ablative drive,
compression, ignition and burn, and taking the coupling efficiency �ig of the igniting beam as a
parameter. It turns out that ignition and moderate gain �up to 100� can be achieved, provided that
adiabat shaping is used in the compression, and the efficiency �ig exceeds 20%. Using a standard
ponderomotive scaling for the hot electron temperature, a 2� or 3� ignition beam is required to
make the hot electron range comparable to the desired size of the hot spot. A reference target family
is then presented, based on one-dimensional fluid simulation of compression, and two-dimensional
fluid and hybrid simulations of fast electron transport, ignition, and burn. The sensitivity to
compression pulse shape, as well as to hot electron source location, hot electron range, and beam
divergence is also discussed. Rayleigh–Taylor instability at the ablation front has been addressed by
a model and a perturbation code. Simplified simulations of code-guided target implosions have also
been performed. © 2008 American Institute of Physics. �DOI: 10.1063/1.2895447�

I. INTRODUCTION

We describe target studies performed in the past 3 years
in the framework of the conceptual design of the High Power
Laser Energy Research �HiPER� facility. HiPER �Refs. 1 and
2� aims at the demonstration of inertial fusion via fast igni-
tion. It will deliver a 3�, multibeam, multi-ns-pulse of about
250 kJ and a 2� or 3� ignition pulse of 70–100 kJ in a few
ps. �Here we indicate with � the fundamental frequency of
the Nd:glass laser, with an in vacuo wavelength of
1.053 �m; 2� and 3� refer, respectively, to the second and
third harmonics, with wavelengths of 0.53 �m and 0.35 �m,
respectively.�

We recall that fast ignition3 is an approach to inertial
confinement fusion4,5 in which an ultraintense driver creates
the ignition spark in a precompressed fuel. The separation of
the stages of fuel compression and ignition offers the poten-
tial advantages of relaxed symmetry and stability constraints,
as well as of lower ignition threshold and higher energy gain
at lower total driver energy. On the other hand, fast ignition
requires efficient coupling of an ultraintense beam to the
fuel. Typically, if the fuel density is 300 g /cm3, this beam
has to deliver6 15–20 kJ in less than 20 ps into a volume
with a radius of about 20 �m and depth of 20–40 �m. Ac-
cording to the original fast ignition scheme, proposed by

Tabak et al. in 1993,3 the ignition beam can be created by
fast electrons generated by an ultraintense laser pulse. This
proposal followed the introduction and development of the
chirped pulse amplification technique,7 making multi-kJ,
multi-PetaWatt laser pulses conceivable.8 However, success
of the scheme requires that fast electrons with appropriate
energy are efficiently generated, transported from the critical
density layer to the compressed fuel, and stopped in a suffi-
ciently small volume of compressed fuel, matching the opti-
mal size of the ignition spark. �For recent reviews addressing
these issues, see Refs. 9 and 10.�

A boost to fast ignition was provided by experiments11,12

using conically guided laser beams: here a hollow cone of a
material with high atomic number Z, inserted into an other-
wise standard spherical target, provides an open path for the
intense beam, which thus produces the hot electrons close to
the compressed fuel. It was estimated that 25% of the intense
pulse �a few hundred J in 1 ps� heated the compressed fuel.
The scheme will soon be tested at higher energy levels at the
Omega EP �Ref. 13� �Laboratory for Laser Energetics, LLE,
University of Rochester, USA� and the Fast Ignition Realiza-
tion Experiment14 �FIREX, Institute of Laser Engineering,
Osaka University, Japan� facilities, with intense beams of 2.6
and 10 kJ, respectively �both operating at ��.

HiPER is intended as a subsequent step, demonstrating
fast ignition and energy gain. It will take advantage of the
results of the above experiments as well as of the experi-
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ments on inertial fusion central ignition to be performed at
the National Ignition Facility �Lawrence Livermore National
Laboratory, Livermore, USA�15 and Laser Megajoule �Com-
missariat a l’Energie Atomique, Bordeaux, France�.16

The HiPER target concept is based on laser direct-drive
compression, followed by cone-guided ultraintense irradia-
tion and subsequent hot electron ignition. First studies on
targets for fast ignition demonstration, in the framework of
the HiPER project, have been published by some of us. The
first paper17 presented a design space analysis, followed by a
conceptual design. It was based on an integrated zero-
dimensional gain model, on one-dimensional �1D� simula-
tions of the compression stage, and two-dimensional �2D�
model simulations of the ignition and burn stages. �An analo-
gous target study was performed by the LLE group.18,19� In
another paper20 aspects of electron transport in the com-
pressed plasma and of electron driven ignition were dis-
cussed. A separate publication21 reviewed issues concerning
laser interaction and electron generation and transport.

In this paper, we discuss the present status of HiPER
target design. In Sec. II, after summarizing the previous re-
sults, we present improved studies of the compression stage,
including analyses of Rayleigh–Taylor instability and of sen-
sitivity to pulse shape. We then present model simulations of
the hydrodynamics of the implosion of conically guided tar-
gets �Sec. III�, and simulations of hot electron driven igni-
tion, including improved, realistic treatments of electron
transport in the compressed fuel �Sec. IV�. These results con-
firm the general trends of the earlier studies. Concerning
compression, ignition at a few hundred kJ requires 3� light,
and accurate temporal shaping of the pulse to spatially shape
the shell entropy. The crucial issues, instead, concern ultrain-
tense laser-plasma interaction, electron generation, transport,
and energy deposition. Using standard scaling laws for the
energy of hot electrons with laser intensity and wavelength,
it turns out that achieving ignition and significant energy
gain with less than 100 kJ ultraintense laser pulse requires
2� or perhaps 3� light, as well as efficient hot electron pro-
duction and transport to the compressed fuel. In the conclu-
sions �Sec. V� we summarize the main results and also ad-
dress the limitations of the current studies. Directions of
future work and need for experimental studies are also out-
lined.

II. BASELINE TARGET CONCEPT

In this section, we first discuss general beam and target
requirements, leading to a design window in the appropriate
parameter space, and then present the 1D study of the current
HiPER baseline target concept.

A. Design principles and constraints

General beam requirements are obtained by considering
the conditions for fast ignition by a laser-generated electron
beam, as well as those for the creation of a fuel assembly
with the required density and confinement parameter �areal
density� �R. Here, we refer to simple, single shell spherical
targets, ablatively imploded by direct laser irradiation.

Energy, power, and intensity �or, equivalently, energy,
beam spot and pulse duration� of the igniting hot electron
beam depend on compressed fuel density � and electron pen-
etration depth R in the compressed fuel. In particular, if
pulse duration and transverse size take optimal values,6 igni-
tion is achieved if the delivered energy exceeds6,22,23

Eig = 18� �

300 g/cm3�−1.85

max�1,
R
R0

� kJ, �1�

where R0=1.2 g /cm2. The electron penetration, however, is
not a free parameter. Electrons are generated by the laser
pulse at critical density and then transported to the com-
pressed fuel. Their properties �and then their penetration�
will depend on both the laser parameters as well as on the
plasma where they are generated and transported. Here, we
use a simple, standard model,22 assuming that the electron
temperature �average energy� is related to laser intensity and
wavelength by the so-called ponderomotive scaling24

Thot = � Iig
laser

1.2 � 1019 W/cm2� �ig

1.06 �m
�2�1/2

MeV, �2�

where Iig
laser is the igniting laser intensity and �ig is the laser

wavelength. It is worth noticing that the dependence of the
electron temperature on laser intensity is not yet fully as-
sessed. Experimental data25–27 seem to indicate that the hot
electron temperature also depends on the parameters of the
plasma interacting with the laser light. Simulations by Wilks
et al.24 and experimental results by Malka and Miquel25

agree with Eq. �2�, while Beg et al.26 find a weaker depen-
dence on I�2. Computational studies by Wilks and Kruer28

and by Sentoku29 show that Thot can be well below the value
given by Eq. �2�. This occurs if the density scale length at
critical density is shorter than the light wavelength and the
light interacts with an overdense plasma �which can be the
case in cone-guided fast ignition29,30�.

We also assume the range is proportional to the electron
energy according to3,22

R = 0.6fRThot g/cm2, �3�

where fR is a parameter of order unity and Thot is in MeV.
We further assume the hot electrons deliver to the com-
pressed fuel a fraction �ignition laser coupling efficiency� �ig

of the laser energy, and that the laser beam spot size is equal
to the electron beam radius at the compressed fuel, so that
Iig=�igIig

laser, and Eig=�igEig
laser. As a reference value, we take

�ig=0.25. General expression for the laser energy and inten-
sity required for ignition have been derived in Ref. 17. Here
it suffices to give the expression applying to densities and
focal spots of planned ignition experiments,

Eig
laser � 93� �

300 g/cm3�−0.9� fR�ig

0.5 �m

0.25

�ig
�2

kJ. �4�

Laser energy thresholds for fast ignition versus fuel density
are plotted in Fig. 1, for �ig=0.25 and different values of
fR�ig. The thresholds given by Eq. �4� are shown by thick
lines. The spot radius is limited to rb�rmin=20 �m. We see
that ignition with less than 100 kJ requires fuel density
��300 g /cm3 and fR�ig�0.5 �m, i.e., either range short-
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ening and/or laser wavelength of 0.5 �m or shorter. In the
following, we shall take fR�ig=0.4 �m as a reference value.
�Of course, the above result depends crucially on the use of
Eq. �2� for the energy of the hot electrons. If the hot electron
temperature is lower than that given by Eq. �2�, a longer laser
wavelength may be acceptable.�

The compression laser must generate a fuel assembly
with peak average density 	�
max in excess of 300 g /cm3,
and with peak confinement parameter 	�R
max exceeding
1–1.5 g /cm2, as needed for efficient burn.23 Estimates of the
required laser parameters are provided by the scaling laws
proposed by Betti and Zhou,31 which read

	�R
max =
1.46

	if
0.55�0.35 �m

�c
�1/4� Ec

laser

100 kJ
�a�0.33

� � uimp

3 � 107 cm/s�
0.06

g/cm2, �5�

	�
max =
460

	if
� I0

1015 W/cm2

0.35 �m

�c
�0.13

� � uimp

3 � 107 cm/s�
0.96

g/cm3. �6�

Here, 	if is the isentrope parameter of the shell inner layer at
the end of the acceleration phase, �c, I0, and Ec

laser are the
wavelength, intensity, and energy of the compression laser,
�a is the absorption efficiency, uimp is the implosion velocity,
and we have assumed that the average density of the igniting
fuel is 60% of the peak density.

From Eqs. �5� and �6� we find that the required density
and areal density can be achieved by an implosion driven by
100–150 kJ of laser light with wavelength �c=0.35 �m
�3��, at intensity I0 a few times 1014 W /cm2, if 	if=1. In-

creasing the laser wavelength to �c=0.53 �m �i.e., using 2�
light instead of 3�� would lead to lower areal density and
average density �particularly if the intensity is reduced to
keep Ic�c

2 constant; see below�. This would not only degrade
burn, but also increase the energy of the ignition beam �see
Eq. �4��.

Gain curves, i.e., estimates of the energy gain as a func-
tion of the total laser energy, have been obtained by an inte-
grated model, describing laser driven implosion, density, and
pressure multiplication at stagnation, ignition, and thermo-
nuclear burn.17 The gain curves enforce constrains concern-
ing plasma parametric instabilities, Rayleigh–Taylor instabil-
ity, and beam focusing. A set of gain curves is shown in Fig.
2. Here the compression laser intensity is constrained by
I0�c

2�6�1013 �W /cm2� �m2 in order to limit plasma
instabilities.32 The maximum allowed exponential growth
factor �number of e-foldings� for the linear Rayleigh–Taylor
instability at the ablation front is set to 
=6 �see Chap. 6 of
Ref. 4�. The electron beam spot is taken as rbeam�20 �m;
furthermore, we have assumed �a=0.7, �ig=0.25, 	if=1,
fR=0.8. The three curves in Fig. 2 are for different wave-
lengths of the drivers. Curve �a� is for 3� compression laser
and 2� ignition laser �i.e., �c=0.35 �m and �ig=0.53 �m�;
we also limit the energy of the ignition laser to Eig

laser

�100 kJ. The curve shows that under the above �perhaps
optimistic assumptions� ignition can be achieved at total en-
ergy of less than 150 kJ, and gain about 100 is obtained at a
total energy of 300 kJ. Curve �b� refers to 2� compression
laser and 2� ignition laser, and shows that the ignition
threshold increases to about 200 kJ and the gain lowers. We
also observe that in this case the ignition pulse has to deliver
about 150 kJ. Finally, curve �c�, referring to compression by
3� and ignition by 1� light, shows a dramatic increase of the
ignition energy and decrease of the gain. All the above
curves refer to implosions driven by adiabat-shaping pulses,
i.e., laser pulses which keep the entropy of most of the fuel at
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FIG. 1. �Color online� Laser ignition energy Eig
laser for hot electron driven

fast ignition vs density of the precompressed fuel, for hot spot radius rb

�20 �m and different values of the parameter fR�ig �see labels on the solid
curves�. It is assumed that the laser beam energy is coupled to the fuel with
efficiency �ig=0.25. The dashed curve assumes range independent of inten-
sity and anyhow shorter than 1.2 g /cm2; the dotted-dashed line is the igni-
tion scaling law that assumes optimal particle range and optimal beam ra-
dius. Adapted from Ref. 17.
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the desired very low level, but generate higher entropy in the
ablator, so as to reduce the growth of the Rayleigh–Taylor
instability. Our simple model, supported by simulations,
shows that the ignition threshold increases substantially for
implosions driven by standard pulses, i.e., without adiabat
shaping. A more detailed discussion of the gain curves and
an analysis of design parameter space can be found in Ref.
17. Following the results of the present section, in the next
section we illustrate the design of targets driven by 3� light
compression pulses of 100–300 kJ, with intensity limited as
discussed before, and with the power shaped in time as nec-
essary in order to shape the target adiabat in space.

B. 1D design

The above principles led to the target concept illustrated
in Fig. 3. It is a simple all-DT single shell �DT: equimolar
deuterium-tritium mixture�, driven by a shaped pulse, pre-
ceded by an entropy shaping high-intensity picket. �We use
the technique of adiabat shaping by type-2 relaxation.33� The
target is illuminated tangentially by f/18 beams, each with
either a parabolic or a super-Gaussian profile. Simulations
with the code IMPLO-upgraded,34 indicated that 0.29 mg of DT
are imploded at velocity of about 2.4�107 cm /s. The com-
pressed fuel achieves peak density of about 500 g /cm3. De-
tails are given in Ref. 17.

Concerning the peak confinement parameter 	�R
max,
two-temperature �2T� simulations, with bremsstrahlung loss
from the central hot gas give 	�R
=1.57 g /cm2, while three-
temperature �3T� simulations give 	�R
max=1.29 g /cm2. In
these simulations fusion burn was switched off. If DT burns,
and consequently fusion alpha-particle diffusion and energy
deposition, are included, 	�R
max decreases by a further 20%.
This is due to preheating of the compressed fuel shell during
the final stages of the implosion. We believe this degradation
can however be avoided, in several ways. Indeed,
experiments35 and simulations �see Ref. 36, and Sec. III be-
low on cone-guided implosions� show that the central low
density gas can be expelled before final shell collapse. In an
alternative, one could dope the gas with high-Z elements to
increase radiation losses, and then keep it cooler.37

Recent simulations of this baseline target with the codes
SARA �Ref. 38� �employing multigroup radiation transport by
an S−n method� and CHIC �Ref. 39� �with multigroup radia-
tion diffusion� substantially confirm the results obtained with
IMPLO and the 3T model. In Ref. 17 we took the 2T simula-
tions �that overestimate the peak confinement parameter

	�R
max� as a reference for the subsequent ignition simula-
tions. However, CHIC and SARA simulations indicate that the
same 	�R
max=1.6 g /cm2 as in IMPLO 2T simulations, and
even higher peak density of 550–600 g /cm3 can be achieved
by the same target, by simply increasing the pulse energy
from 135 kJ to 180–200 kJ, with a pulse shape similar to
that shown in Fig. 3. Figure 4�a�� shows density profiles
around maximum compression, obtained by IMPLO �2T
model, 135 kJ laser energy� and CHIC �multigroup diffusion,
200 kJ laser energy; but the same can be obtained with about
180 kJ�. SARA simulations yield peak density and 	�R
 close
to CHIC, with a smaller central lower density region. Figure
4�b� shows that the fuel remains confined for a time interval
of 100–150 ps.

The reference target and pulse of Fig. 3 can be scaled to
larger size and higher energy in a straightforward manner
�Ec�M �R3; t�R�. IMPLO simulations show17 that the peak
density is independent of target size, while 	�R
max�E1/3, is
in agreement with the scaling proposed in Ref. 31.

The simple model computations of Ref. 17 on the
growth of Rayleigh–Taylor instability at the ablation front
are substantially confirmed by model simulations with the
perturbation code PERLE.40 For the reference target and pulse
of Fig. 3, PERLE computations find an exponential growth
factor �number of e-foldings� about 5 for the most unstable
modes, with k�5000 cm−1. The instability growth rate is
higher, and probably unacceptable, for targets driven by
pulses without adiabat-shaping picket; in this case, however,
PERLE growth factors are more than 20% smaller than those
of Ref. 17.

C. Sensitivity to pulse shape

We have studied the sensitivity of peak compression
quantities to changes in the pulse shape.41 We have varied
power and duration of the foot, of the ramp, and of the final
main-pulse flat-top, as well as the delay between picket and
foot. We have varied one parameter at a time, while keeping
the laser energy constant. The main effect of these variations
is the change of shock timings, and hence in the inner fuel
adiabat and consequently, in the fuel compressibility. Figure
5 shows the variation of peak density and 	�R
max �normal-
ized to the respective optimal values�, versus the variation of
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FIG. 3. Baseline target, imploded by a 132 kJ laser pulse: �a� target sketch,
�b� laser pulse �notice the adiabat-shaping prepulse�. Adapted from Ref. 17.
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pulse parameters. It turns out that �250 ps variations of foot
delay, foot duration, and rise time imply less than 10% de-
crease of both peak density and peak areal density. In gen-
eral, peak density is more sensitive than peak areal density to
pulse timing.

III. CONE-GUIDED IMPLOSION

The previous results concern spherically symmetric tar-
gets. However, the HiPER baseline target concept is a cone-
inserted target. In this section we present our first 2D model
simulations concerning such targets. We have studied the late
stage of the implosion with the codes SARA-2D �Ref. 38� and
POLLUX.42 A sample SARA simulation is shown in Fig. 6. It
refers to a shell similar to that considered in the previous
section, with an inserted gold cone. The implosion has first
been simulated by the 1D version of SARA. When the shell is
approaching the target center �outer shell radius around 300
�m�, the 1D profiles are remapped onto a 2D SARA Eulerian
mesh and calculations are continued with the cone inserted.
Radiation is not included in this simulation. A sequence of
snapshots of the shell evolution is shown in the figure. It is
worthwhile noticing that the shell collapses in a nearly
spherical blob �see Fig. 6�c��, pushing away the DT gas lo-
cated at the center, and reaching somewhat higher peak den-
sity and 	�R
max than without the cone. This configuration is
obtained when a polar P1 asymmetry is imposed on the im-
plosion velocity, i.e., the implosion velocity is maximum in
front of the cone and minimum at the cone surface. Other-
wise, the imploded core would have a horseshoe-shaped con-
figuration, reaching a substantially lower 	�R
. Such asym-
metric implosion is probably compatible with the
asymmetric drive necessary to avoid the direct interaction of
the compression beams with the cone. It is also worth ob-
serving that the configuration of the compressed core shown
in Fig. 6�c� qualitatively agrees with the experiments of
cone-target implosion discussed in Ref. 35.

We have also performed very simple model simulations
with the Eulerian fluid code POLLUX. Again, it appears that
the cone does not hinder compression substantially. How-
ever, the simulations also show sheared motion of the pellet
material close to the cone surface. This aspect deserves fur-
ther investigation.

Other crucial issues, so far not investigated by us, con-
cern radiative effects, evidenced in the simulations reported

in Refs. 36 and 43, as well as the development of laser irra-
diation schemes compatible with the cone-inserted target
configuration.

IV. BEAM DRIVEN IGNITION

A. Model simulations and preliminary gain estimates

The ignition of the reference target was studied in Ref.
17 by DUED �Ref. 44� 2D simulations, with a 3T model, also
including fusion reactions, alpha particle diffusion, and fuel
depletion. The simulations assumed as initial conditions the
1D, 2T IMPLO results �density, temperatures, and velocity
radial profiles� at a time close to peak compression. The
actual igniting beam was replaced by a cylindrical beam
�with flat intensity profiles in space and time� of particles
with assigned penetration depth, straight path, and constant
stopping power. It turns out that the minimum beam energy
for ignition is about 18 kJ. This is achieved for a beam radius
of 18–20 �m, pulse duration of about 16 ps, and particle
penetration depth of 0.9–1.2 g /cm2. Particles with longer
penetration heat up a large region of fuel, while particles
with shorter penetration are less effective, because a signifi-
cant part of their energy is deposited in the outer lower den-
sity region of the fuel. Indeed, as clearly shown in upper
frame of Fig. 7, particles generated in the low density co-
rona, or even in the region with density about 1 g /cm3, have
to cross a layer with areal density of about 0.25 g /cm2 be-
fore reaching the very high density region where an effective
hot spot is created.
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FIG. 6. �Color online� 2D simulation of a cone-guided implosion. The
frames show density maps at four selected times. Frame �c� refers to the
time of peak compression. Frames �c� and �d� show the approximately
spherical shape of the compressed fuel.
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FIG. 5. �Color online� Sensitivity of baseline target compression to changes
in the laser pulse. Frames �a�–�c� show, respectively, the relative changes of
the peak density �dashed� and peak areal density �solid� vs the timing of the
entropy-shaping picket, of the foot duration, and the rising time of the main
pulse.
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The beam intensity corresponding to the above param-
eters is about 0.9�1020 W /cm2. Assuming �ig=0.25, i.e., a
four times larger laser intensity �to account for both electron
generation efficiency and losses during transport from criti-
cal density to the fuel core�, and using Eq. �3�, the required
range is obtained for fR�0.4.

It was also found that the igniting beam has to be deliv-
ered in a temporal window of 75–100 ps, centered about
30–50 ps before the time of peak 	�R
.

The ignited fuel burns effectively and releases about
13 MJ of fusion energy. By combining the results of 1D
IMPLO and 2D DUED simulations, in Ref. 17, it was con-
cluded that under the �probably optimistic� assumption of
coupling efficiency �ig=0.25, the target of Fig. 3 could
achieve a gain of 60 at total laser energy of 220 kJ. Analo-
gous gain estimates for targets scaled at smaller and larger
size lead to gains in agreement with curve �a� of Fig. 2.
Using the results for compression obtained with more realis-
tic radiation models �see Sec. II B� the gain becomes about
45 at a total energy of 300 kJ.

B. 2D simulations of the ignition of the baseline
target by monoenergetic and Maxwellian electrons,
including stopping and scattering

Electron stopping power depends on electron energy as
well as on the properties of the stopping medium. Electron
paths are deflected by collisions, and can be further affected
by �self-generated� e.m. fields. In addition, laser-generated
electron beams are characterized by wide energy spectra. We
now describe improved studies of the ignition of fuels with
HiPER relevant parameters, taking into account hot electron
interaction with the plasma. We have performed two separate
studies, which are presented, respectively, in the present sub-
section and in the following one.

A first set of simulations has been performed with DUED,
now including a 3D Monte Carlo scheme for electron energy
loss and scattering by the plasma. The model used includes
stopping by Coulomb collisions with electrons and by the
excitation of plasma waves and transverse scattering by col-
lisions with electrons and ions. It is similar to the model used
by Li and Petrasso,45 but with the proper quantum Coulomb
logarithm. When scattering is neglected, the range �and the
penetration depth� of electrons with initial kinetic energy E0

is well approximated by

R =
E0

2

1.96E0 + 1
·

1.5

1 − 0.047 ln �
g/cm2, �7�

with E0 in MeV, and the fuel density � in units of g /cm3.
�Equation �7� is accurate within 10% for electron energies in
the interval 1 MeV�E0�10 MeV, and for densities up to
1000 g /cm3. Details will be presented elsewhere.� The scal-
ing of Eq. �7� with electron energy differs from that of Eq.
�3� by a factor of �1−1 /0�, with  the usual relativistic
factor. At a density of 300 g /cm3, a linear approximation to
Eq. �7�, centered about E0=1.5 MeV, is given by Eq. �3�,
with fR=1.3. When scattering is included, the average pen-
etration depth decreases, and important range straggling oc-
curs. In this case the deposition curve �versus penetration�
has a broad maximum at a depth roughly in agreement with
Eq. �3�.

As in Ref. 17, we have simulated the ignition of the fuel
of the HiPER reference target, with initial conditions from
1D, 2T IMPLO simulations at a time close to peak compres-
sion. In order to get insight, we have performed series of
runs with using different physical models. First, we have
neglected scattering, and considered a monoenergetic elec-
tron beam �with the same characteristics as in our previous
study, namely, a cylindrical beam, generated at large distance
from the target, with box intensity profile�. The dashed curve
in Fig. 8 shows the minimum beam energy required for ig-
nition as a function of the electron kinetic energy. The curve
has a minimum, Eig�17 kJ for electron energy of 1.5 MeV.
This agrees with Ref. 17 �see also Sec. IV A above� since
such electrons have a range of about 1 g /cm2.

Next, we have considered a parallel electron beam with
energy distribution n�E��exp�−E /kBT�, and therefore with
average electron energy 	E
=kBT. The minimum ignition en-
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FIG. 7. Density profiles at the time of onset of electron beam interaction
�t=12.35 ns�, for the baseline target of Fig. 3 �IMPLO simulation�. Upper
frame: density vs areal density; lower frame: density vs radius. The dashed
lines labelled �a� and �b� indicate the positions at d0=70 �m and d0

=150 �m, respectively, where electrons are assumed to be generated in the
simulations of Fig. 9 and of frames �c� and �d� of Fig. 10.
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ergies for such beams are shown by the solid curve in Fig. 8.
We see that for 	E
 in the range 1–2 MeV the ignition en-
ergy is in the range 27–38 kJ.

A final set of simulations includes electron transverse
scattering �and then beam straggling and blooming�. The
beams are initially parallel, with Gaussian intensity profiles
in space and time, and with the same exponential energy
distribution as above, and are assumed to be generated at
some distance d0 from the fuel center. The larger d0 is, the
greater is the beam blooming, and hence the beam energy
required for ignition. This effect is clearly seen in Fig. 9,
showing the minimum ignition energy versus 	E
 for
d=70 �m, and d=150 �m, respectively. The need for gen-
erating the hot electrons as close as possible to the fuel core
is evident. Figure 7 indeed shows that particles generated at
d=150 �m have to cross a layer of plasma of depth about
100 �m, and density gradually increasing from less than
1 g /cm3 to about 100 g /cm3, before effectively depositing
their energy.

The effects discussed above are also illustrated by Fig.
10, showing density and temperature maps at the end of the
electron beam pulse, for cases just above the ignition thresh-
old. In all cases 	E
=1.5 MeV. Cases �a� and �b� refer to
simulations without scattering; �a� for a monoenergetic
beam, �b� for a beam with exponential energy distribution
n�E��exp�−E / 	E
�. While in �a� all electrons are stopped at
the first wall of the dense shell, in �b� the most energetic
electrons cross the whole target, resulting in a diffuse pre-
heating behind the hot spot �left-hand side of the frame�.
Cases �c� and �d� also include scattering; the electrons are
generated at d=70 �m, and d=150 �m, in �c� and �d�, re-
spectively. In these last two cases we observe diffuse lateral
fuel heating.

In the above simulations we have only considered cylin-

drical beams; on the other hand, we have neglected self-
generated fields, which can focus �or limit defocusing of� the
beam. These effects are discussed in the following subsec-
tions.

C. 2D hybrid simulation of ignition of a model fuel
assembly by Maxwellian electrons, including
stopping, scattering, and self-generated fields

The effect of self-generated fields has been studied by
simulations with an integrated 2D code, using a hybrid
�Monte Carlo and fluid� treatment.46,47 The code also in-
cludes hydrodynamics, thermal conduction, fusion reaction,
alpha particle energy deposition, and a tabulated equation-of-
state.

Previous studies20 indicate that Ohmic heating via return
current prevails over direct Coulomb energy deposition at
relatively low density, while it becomes negligible in the
compressed core. Here no anomalous electron stopping is
observed, in agreement with recent advanced particle-in-cell
simulations.48 Self-generated fields, however, can be impor-
tant, because they can keep the beam collimated in the region
of moderate fuel density �the halo� surrounding the core.

In order to consider a case relevant to HiPER, we have
simulated the interaction of an electron beam with a DT
plasma with the configuration shown in Fig. 11. It consists of
a highly compressed spherical blob, with a peak density of
500 g /cm3, surrounded by a low density halo, and initially at
rest. It models the configuration obtained in the simulation of
the cone-guided target of Fig. 6, at peak compression �frame
�c��. The imploded DT core is heated by a fast electron beam
injected from the left of the simulation box, at a distance d0

from the blob center. Laser interaction and electron beam
generation inside the cone are not treated explicitly; rather
the electron beam is injected at the boundary with transverse,
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angular, and energy distribution controlled by a few
parameters.20 We assume that the e-beam is generated by a
laser beam with Gaussian profiles in radius and time. The
electron energy spectrum is given by a 1D relativistic Max-

wellian distribution, with temperature following the usual
ponderomotive scaling �Eq. �2��. The focal spot diameter is
40 �m �FWHM�. In the simulation discussed below the
average intensity is approximately 2�1020 W /cm2 at 2�
��ig=0.53 �m�, laser-to-fast-electron conversion efficiency
is assumed to be �he=0.40. The average electron energy is
about 2 MeV. For the initial beam divergence half-angle we
have considered the values �=22°, as measured in the cone-
target experiments,11,12 as well as �=30° and �=40°. Pulse
duration has been adjusted �typically in the interval from
10 to 20 ps� in order to achieve ignition.

Figure 12 shows the minimum beam energy required for
ignition, as a function of the distance d0 between electron
source and center of the plasma blob, for different values of
the initial divergence �. As expected, the ignition energy
grows with both � and d0. It is interesting to observe that
when beam-generated fields are artificially switched off the
ignition energy increases substantially. This indicates that
self-generated fields could help collimating the beam. They
do not affect energy deposition in the compressed fuel, but
are important in limiting divergence during propagation
through the plasma halo. The figure shows that ignition with

FIG. 10. �Color online� 2D DUED simulations of the ignition of the baseline
target by an electron beam. Density �left column� and temperature �right�
maps at the end of the electron pulse for �a� monoenergetic e-beam, square
box pulse; scattering is not included in the model; �b� same as �a� but for a
beam with exponential energy distribution n�E��exp�−E / 	E
�; �c� beam
with exponential energy distribution, Gaussian intensity profile in space and
time, originating a distance d0=70 �m from the fuel center; scattering is
included in the simulation; �d� as �c� but for d0=150 �m. In all cases the
average electron energy is 1.5 MeV, while the beam energy is the minimum
required for ignition: �a� Eig=17 kJ; �b� Eig=32 kJ; �c� Eig=38 kJ; �d�
Eig=47 kJ.
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laser beam energy consistent with HiPER preliminary speci-
fications �i.e., Eig�100 kJ� demands low beam source diver-
gence ���25° �, small values of d0 �say, below 100 �m�, as
well as conversion efficiency �he�40%.

V. CONCLUSIONS

In this paper we have discussed fast ignitor target studies
performed in the framework of the HiPER project. We have
used simple models and 1D and 2D numerical simulations,
employing different modeling of hydrodynamics and trans-
port. These studies have led to the identification of a baseline
concept and a preliminary design of a target, and to a set of
specifications for the HiPER laser beams.

It turns out that ignition and significant energy gain can
be achieved with a HiPER class facility, provided certain
conditions are met. First, the power of compression beams
should be accurately time-tailored in order to shape the en-
tropy profile inside the imploding shell, allowing for efficient
fuel compression, while at the same time limiting the growth
of the Rayleigh–Taylor instability. This is technically de-
manding, but otherwise tested and well understood. Concern-
ing compression, the present improved calculations confirm
general trends illustrated in Ref. 17, but indicate that the
energy required to achieve the desired 	�R
 was somewhat
underestimated in that study.

The crucial issue, instead, seems to be the coupling ef-
ficiency of the ultraintense beam to the compressed fuel,
which must exceed 20%. This implies good conversion of
the laser energy into forward directed hot electrons with pen-
etration depth matching the optimal size of the hot spot re-
quired to trigger ignition. Using a standard scaling law �Eq.
�2�� for the average energy of the hot electrons, such condi-
tions could be met by a laser pulse with intensity somewhat
in excess of 1020 W /cm2, and 2� or 3� frequency �lower
frequencies resulting in the generation of too much energetic
electrons�. Our simulations also clearly indicate that efficient
heating also requires good collimation of the electron beam,
as well as a very small distance between the region of elec-
tron generation and the compressed fuel �see Figs. 9 and 12�.
However, we stress that we have not simulated the interac-
tion of the ultraintense laser pulse with the plasma and the
generation of the electron beam. In particular, we have used
a simple scaling law for the hot electron temperature. As
discussed in Sec. II A, the dependence of this temperature on
laser and plasma parameters is not yet clearly established.

Our design has been performed with the best codes at the
disposal of the collaborating groups of Rome, Madrid,
Bordeaux, Rutherford and London, and Lisbon. We are con-
fident about our modeling of compression �and more gener-
ally, of hydrodynamics and energetics�, of stability, and of
heating and burn. On the other hand, we have not yet ad-
dressed a few crucial issues self-consistently. In addition to
laser interaction, these concern, in particular, the implosion
of a cone-guided target, driven by a realistic laser beam pat-
tern, and the transport of the electron beam in a low density
plasma. We believe that the experiments to be performed in
the next few years at the laser facilities Omega-EP, FIREX,
and PETAL,49 supplemented by a well coordinated compu-

tational effort, will greatly contribute to addressing the elec-
tron beam generation and transport issues, reducing the un-
certainties concerning the operating point of the ignition
laser.
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