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CHALLENGE

Make progress in develeping
methods for complex concept
appreximations and

rfeasening akellt appreximated
CONCEPLS! INFdistrbuted
envirenments.



AGENDA

ROUGH SETS
GRANULAR8(‘30MPUTING
LAYERED8I‘_EARNING
DOMAIN ONTOLOG&Y APPROXIMATION

FOR COMPLEX CONCEPT APPROXIMATION



EXAMPLES OF COMLEX CONCEPTS

& Examples of complex concepts
— [Dangereus situation
— |dentification of behavieral patterns
— RiIsk patterns
— Similarity: off plans
— SunRsoept classification
— Ouitliers
— Repiercement learming: Conaditicns er actions
— [Rtenticns, MeLValeNS, desires, Bellels;.::



ROUGH SETS
over 4000 publications
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| P-Ii’_of. }dzis%aw
Pawlak

passed away on
April 7, 2006
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INDISCERNIBILITY FUNCTION

2 1 u=Inf,(x)
information signature of x
neighborhood of x

XIND (A)y iff Inf,(x)=Inf, (y)




LOWER & UPPER APPROXIMATIONS

-

B subset of
set X attributes

BX = BX rough sets (Zdzislaw P



VAGUENESS

¢ Sorites (bald men) paradox, (Eubulides, ca. 400 BC)

¢ “Der Begriff muss scharf begrenzt sein. Einem
unscharf begrenzten Begriff wlrde ein Bezirk
entsprechen, der nicht tberall ein scharfe Grenzlinie
hatte, sondern stellenweise ganz verschwimmend in
die Umgebung uberginge*

(The concept must have a sharp boundary. To the
concept without a sharp boundary there would
correspond an area that had not a sharp boundary-
line all around)

Gottlob Frege (1848 — 1925)

Grundlagen der Arithmetik 2,Verlag von Herman
Phole, Jena (1893)



GENERALIZED APPROXIMATION
SPACES

A. Skowron, J. Stepaniuk, Generalized Approximation
Spaces 1994

)




APPROXIMATION SPACE

LOW (AS, X) ={x U : v(N(x), X) =1}
UPP(AS, X)={x U : v(N(x), X) > 0}

!



EXAMPLE OF ROUGH INCLUSION
(Jan Lukasiewicz, 1913)

CcU, xeU
vt (N(x),C) =1 iff N(x)c=C

vt (N(x),C) =0 iff N(X)nC =0
vt (N(X),C) =0 iff N(X)NC=J




ROUGH MEREOLOGY

St. LESNIEWSKI (1916)

£ PelkewskiFand AL Skewren ((1994= 1.

= Polkewski, A Skewron, Reughrmereology, ISMIS 94 HENAITSGY, Springer,
19948 65=94



INDUCTIVE REASONING

about C on
a subset U
(sample) of
U” U How to estimate inclusion of

such neighborhood int |
we do not know C




GRANULATION OF ARGUMENTS
FOR AND AGAINST

¢ Argument represented by

— pat : pattern (e.qg., lefit hand side of decision
rule, e.g., I=highi ™ H=Yes > Flue = Yes )

— &y : degree ofi object Inclusion to pattern

— &5 o degree off pattern inclusion to: the
decision class

-




ARGUMENTS ARE USED
IN
CALSSIFIER CONSTRUCTION

fhe arguments are used by a coniflict
resolution strategy, (fusien eperation) te
predict the decision, I.€., te decide! I the
analyzeo concepil Belengs ter 2 concepl or
nlojiE.



INDUCTION OF CLASSIFIERS

a,— Cy B e
a,— Cy B 16
az;— Cy Fa=> —1ey

@ it —JCl
| —

G Il 2

Conflict_res (Match(x,G,,G,))




Leo Breiman (Berkeley Univ.): Statistical Modeling:
The Two Cultures (Statistical Science 16, 199-231, 2001)

There are twoe cultures In the use of statistical moedeling
to reach; conclusions froem data. One assumes that the
data are generated by a given stochastic medels. TThe
other uses algorithmic medels and treats the data
mechanism as unknewn. The statistical community
has been committed to the almost exclusive use
of data medels. This commitment has lead te
Irrelevant theory, guestionable conclusions, and
has kepit statisticians firom woerking en a large
range of interesting current problems. ... If our
goeal asia fielahs toruse dater terselVe prewliems, thenhwe
NEEd e Ve awey, [Fem exclisive dependence eon data

MeEElS and adepl 2 Mere dIVErSE Sel G Le0IS.



TRANSDUCTIVE INFERENCE
Statistical Learning Theory
(V. N. Vapnik, Wiley 1999)

¢ Inductive selutiens are derived In twe
steps: Inductive step: (firam particular
o) general) and next deductive: step
(rem generall ter particuiar)

¢ Iransductiver selutieonsy are derved 1n
eRE step; directl/ e partictlair te
particulaE (thertransdiictiver step)



INFORMATION GRANULATION (L.A. Zadeh)

¢ Information granularity Is a concomitant of
the bounded ability ofi sensory organs, and
ultimately the brain, to resolve detail and
store infermation.

¢ Human perceptions are, for the most part,
Intrinsically Imprecise.
¢ Boundaries of perceived classes are vague.

¢ IIhe values of perceived attripbutes are
granuiar

¢ lpiermatient grEEanulatenmeay e Viewed as: a
RUman Wy, el achleVingr data Compression:

¢



LAYERED LEARNING
&
ONTOLOGY
APPROXIMATION



LAYERED LEARNING

a new learning approach for teams of

autonomous agents acting in real-time, noisy,
collaborative and adversarial environments

HLayered leaming i muliagent: systenis:
ATWIRRIRGF 2P PIEACH L0 FERELIE SEECEr
EersStone 2000



CONSTRUCTION OF ARGUMENTS
FOR AND AGAINST
FOR CONCEPTS ON HIGHER LEVEL
FROM ARGUMENTS ON LOWER LEVEL
OF ONTOLOGY

- e
g




GRANULATION OF
CONSTRUCTIONS TO LOCAL
SCHEMES (PRODUCTION
RULES)

Any. local scheme correspoending te
a lecal dependency between| vague
CONCEPLS can e considered as a
family, eff transducers; satisi/ing| a
MGRGLERICILY, PrEPENL/ WIthl rESPEC
o) thelinear eraer o liInguistic
JEGrEES;



PATTERN CONSTRUCTION
GRANULATION

C, C, = "medium”

A

'k“‘

>"large” C,>"small”



AR-SCHEMES

¢ Patterns for complex objects can be
expressed by AR-schemes

¢ AR-scheme i1s a multi-level tree
structure

¢ Root: Inclusien degree of
constructed higher level patterns ¢ . medium” c,> "large’
Inte thEe! reet concepi:

¢ Leaves: IRcIuSIon dEQgrEEs of
PRIMItVE! patterns INLe; the CONCEPLS
Correspending terleaves

Cs = "small”

C, = "large” C, >"small”



Synthesis of simple AR-scheme AR-scheme

C1...C5 are concepts approximated by three
linearly ordered layers: small, medium, and large E—r

Cs > "large” Csz "small’

Ci = "mediunt” Cy="small’

Cs = "mediun’”

kR L} bk tE] E]
Cs = "large” Cy> large” C5 = "medium Cy="small

C; = "large” Cy= "medium”

Production
for C

AR-scheme
as a new
production
rule

Cy = "large” C 3= "small”

Cs = "nledium”

Cy = "medium” Cy 2" large” Ci = small” Cy 2 "small”

Production Cy 27small” Cy = medium”
for C

C; = "mediuni”

Cy = "small’




MAP OF GRANULES

FROM
NEIGHBORHOOGS OF OBJECTS
TO
CLASSIFIERS,
BEHAVIORAL PATTERNS
AND
ADAPTIVE SCHEMES



APPLICATIONS:
COMPLEX CONCEPT
APPROXIMATION



www.ida.liu.se/ext/witas/

CONTROL OF AUV

PLDenerty; Wi Lliikaszewicz, A. Sikowron A. Szatds:
Khowledge engineering: Rowian setiapproach, Springer
200006


http://www.ida.liu.se/ext/witas/




Road simulator

(hittp:-//logic.-mimuw.edu.pl/-bazan/simulator/)

¢ The board ofi simulation
¢ \/ehicles as autenemous agents

¢ Operations | .
an d m an e uve rS :::r:?:ilutt:u:;\hc: of vehicles: 14

¢ Simulation of sensoe '

isib

raffic parameter of main road: 0.5

raffic parameter of subordinate road: 0.2
urrent simulation step: 68 (from 500)

y CoNncepts

y Datic StORING




COMPLEX
fey | e | fea | CONCEPT
| APPROXIMATION

| ; Safe driving
Forcing the
Safe distance right of way
from FR1

Main rdad K
_— Safe distance Possibility of Possibility of safe

| from FL during going back to stopping before the
o overtaking the right lane ‘ crossroads

W

A

-~ - =

J. Bazan;, SiEEINguyent 1HS. Nguyen, A. Skowron (RSCTC 2004)



Results of experiments for concept:
“Is the vehicle driving safely?”’

Decision Method | Accuracy | Coverage Real
class accurracy

YES RS 0.978 0.946 0.925

ARS 0.962 0.902 0.954

NO RS 0.633 0. 740 0.468

ARS 0.862 0.890 OL 76V

All classes RS 0ro64 0.9385 0-901

(VES = NO@) ARS 0),:9)5)¢ 0),.S)&T/ Pre4's

Real accuracy = Accuracy * Coverage




Results of experiments for
concept:
“Is the vehicle driving safely?*”’

Learning time and the rule set size

Method Learning time Rule set size
RS 801 seconds 835
ARS 247 SECOnEs 189

(GVverage numiker i
rulesHirenrall
CONCEPLS)




COMPLEX BEHAVIORAL
PATTERNS
&

PERCEPTION RULES FOR
SELECTION RELEVANT PARTS:
On-line Elimination
of Non-Relevant Parts
of Complex Objects
in Behavioral Pattern Identification
(ENP method)

J. Bazan et al (RSFDGrC 2004)



An example of behavioral graph for
single vehicle

Acceleration and
changing lanes from
right to left

Acceleration
on the left lane

Acceleration

on the right lane

Stable speed and
changing lanes from
right to left

Stable speed

Stable speed

on the right lane on the left lane

Stable speed and
changing lanes from
left to right

Deceleration and
changing lanes from
left to right

Deceleration
on the left lane

Deceleration

on the right lane




Behavioral graph for a group of objects
( two vehicle of objects during overtaking)

1. Vehicle A is
behind B on the right lane

3. Vehicle A is moving back
to the right lane,

vehicle B is driving on the
right lane

6. Vehicle A is before B on
the right lane

2. Venhicle A is changing
lanes from right to left,
vehicle B is driving on the
right lane

5. Vehicle A is changing
lanes from left to right,
vehicle B is driving on the
right lane

4. Vehicle A is driving on
the left lane and
Ais passing B (B is
driving on the right lane)



Data sets

¢ The experiments have been performed on
the data sets obtained from the road
simulator.

— A train data set consists ofi 17553 objects
generated by the read simulater during cne
theusand off simulaticn steps.

— A test data Set consists off 17765 ehjects collected
during anoether (completely, different) session wWiith
the read siImuiators

9 lrain&test metned Ras BEEn PERGHMED o

estimate acecuracy/:



Results of experiments for the overtaking

pattern

Decision | Method | Accuracy | Coverage Real
class accuracy

YES RS-D 0.800 0.757 0.606

BP 0.923 1.0 0.923

BP-E 0.883 1.0 0.883

N[@) RS-D 0.998 0. 977 0.975

512 0993 1.0 0995

BRP=E 0998 1.0 0):S))e

All classes RS-D 02990 02996 0),95)6

(YES + 3P 0989 1.0 09809

NO) BP-E 0,992 10 0,992

Real accuracy = Accuracy * Coverage




Reduction of the perception time
in case of ENP method

(for decision class NO — no overtaking)

0% 100%  The average
-+ -+ J

5.3% time for any
pair of vehicles

The average time

for near vehicles,
47% driving in the

same direction

The sequence of time windows that is given
for perception of behavioral patterns



COMPLEX DYNAMIC SYSTEMS
(AUTONOMOUS MULTIAGENT SYSTEMS)

& Systems of complex objects with the
fellowing features:

— Olbjects are changing over time

— cooperation betWween eBJects

— ability te perform flexible
aUleneMmEUS; complex actions
19y GJECES

9 Examples:
— Complex dynamic system: a given pateni

— Complex GRJEct: a dISease off the patient (e.g.,
FespirateRy, fa1ure)



DATA

¢ The experiments have been performed
on the data sets obtained from
Neonatal Intensive Care Unit in
Department: off Pediatrics, Collegium

Medicum, Jagiellenian: University,
Cracow:

— Jihe data were collected hetween) 2002 and 2004.
— Jihe detaned mfermation abeut treatment off 340 NeWhorNS:

¢ PErnatal ISteRy; BIFRNWEIGhE, gestaticRalrage; 2l tests
FEesults; Imaginer technigues resulits; detauled diagneses
dUrnRgrhespitalization); pPrecedures andimedication.



THE RESPIRATORY FAILURE

¢ The respiratory failure develops when
the rate of gas exchange between the
atmosphere and bleed Is unable te
mateh the boedy’'s metabolic demands

¢ Arterial bleed gas cam be used toe define
respiratery. lalure — lewer level of bioed
OXYy/Gen and accumulation: off canpen; diexicde

— Clinical symptems: Increasead rate: oiff vreathing,
ACCESSONY. respiratery, muscles Use, peripheral
CY/aNESIS

— @ther useftl precedures: X=ray lung

examinatien; IURgrIeRSY, BreRchealVeslar
|elzlejal eenlaezifelc)e) fzl0)a)Y



THE RESPIRATORY FAILURE
AS A COMPLEX OBJECT

The respiratory failure

/ \ RDS

Sepsis (respiratory
(generalized distress
reaction on syndrome)

infection leading
to multiorgan

failure) Ureaplasma tp?(‘f‘ t
lung infection (paa rteer;ioslijcs)u -
(acquired during
pregnancy or birth)




MONITORING OF COMPLEX DYNAMIC
SYSTEMS USING RISK PATTERNS

|
Domain knowledge |

(e.g., ontology of concepts, risk |
pattern specification) :

>
—

e

Classifier

How to do it?

construction for

Networks of
classifiers

ot risk patterns
Data logging
by sensors
Complex
dynamic . Perception of risk .
system i N patterns
(e.g., an infant) gl E
Intervention il
ial tool
by special tools Syst em
Control module behavior

view




AN EXAMPLE OF BEHAVIORAL GRAPH

(the simple model of behavior for a single patient in sepsis)

Sepsis is not present Progression of Progression of

(multi-organ failure multi-organ failure multi-organ failure
is not detected) in sepsis on level 3 in sepsis on level 4

(281

9 Sepsis without Progression of
m

multi-organ failure

ulti-organ failure . .
in sepsis on level 2

Progression of

multi-organ failure
0 in sepsis on level 1 6 nodes and

17 connections

Four possibilities of transition from the node: Sepsis without multi-organ failure



Behavioral graph as

a behavioral pattern

(the risk pattern of death due
to respiratory failure)

¢ The visualization of
Infant behavior by a path

In the hehavieral graph

Behavieral graph (lsehavioral
pattern) as a classifier:

—  Paths:

*
4

*

matches the graph
— Pathi

-

L 2

*

doesn’t match the
gireiph

Stabile and mild respiratory
failure in sepsis

Exacerbation of respiratory failure

from mild to moderate in sepsis Exacerbation of respiratory failure

from mild to severe in sepsis

Stabile and moderate
respiratory failure
in sepsis

Exacerbation of respiratory failure Stabile and severe respiratory
from moderate to severe in sepsis failure in sepsis

Stabile and moderate respiratory Stabile and moderate respiratory
failure in RDS and PDA failure in sepsis, RDS and PDA

Exacerbation of respiratory
failure from moderate
to severe in RDS and PDA

Stabile and severe respiratory Stabile and severe respiratory
failure in RDS and PDA failure in sepsis, RDS and PDA
Stabile and severe ; ;
. . ) Stabile and severe respiratory
respiratory failure in RDS failure in sepsis and PDA
Stabile and severe respiratory Stabile and severe respiratory
failure in PDA failure in sepsis and RDS

Exacerbation of respiratory

failure from moderate to severe
in sepsis, RDS and PDA




Data sets

¢ The experiments have been performed on
the data sets obtained from Neonatal
Intensive Care Unit in Department of
Pediatrics, Collegium Medicum,, Jagiellenian

University, Cracew.

— T he data were collected between 2002 and 2004.
— T he detailed information; about treatment off 340 newhborns:

¢ pPernatalfIstery, BirthWelght, gestationalfage; lalr tests
results, Imagine technigues results, detailed diagneses
durng hespitalizatien, precedures and medication:

¢ Fain&testrmetea has BEEN PERGrMED o
estimate accuracy, SensitVvity aned Specrficity

— Al train data) Selr CONSISES Ol S84 0Iejects and a
tesi data) Setl CONSISES Ol 5289 0RJECtS



Results of experiments for the risk pattern
of death due to respiratory failure

Decision class Results
Yes (the high risk of death) 0.992 (sensitivity)
No (the lew risk ofi death) 0.936 (Speciificity)
All classes (Yes + No) 0.956 (accuracy)

¢ Measures description:

— sensitivity, - the preportion these cases having
a poesitve test result of alll pesitivve Cases tested,

— SPECIiicIty - the properten off tite negatives; of all
thE NegatiVve Cases) tested,

— dcCcUlracy/ —therratie) of the numker el aliNpreperly
classified cases to the total number of tested cases.



EXPERIMENTS
FOR THE AUTOMATED PLANNING OF
TREATMENT

& As a measure ofi planning success (or
fallure) In eur experiments, we use the
special classifier that can predict the
similarity: between| two) plans as a numier
petween 0.0 and 1..0.

— RIS classiifier has beenl constructed onf the
1pasIs of the ontelegy, specified by human

experts and data; Sets

9 e average similarty/ Between plans: for
aliftested situations Was 0,82



THE PROBLEM OF
COMPARISON OF PLANS

Plan 1.
(e.g., proposed by a,

-

human experts)

Plan 2:
(e.g., generated ®—’ bl —»@—v

ApOain®

automatically by our
computer system)

Problem: How to compare P

Solution: A tool to estimate t
between plans.

an 1 and Plan 27?

ne similarity



An example of medical ontology

to support the estimation of similarity between plans of the
treatment of newborn infants with the respiratory failure

General similarity in the Similarity in
approach to the respiratory treatment of
failure treatment Ureaplasma

Similarity in use of macrolide

antibiotics in treatment of
Ureaplasma infection
sucralfat

Similarity in
treatment of PDA
iel : Similarity of
Similarity of a causal administration PDA closing
treatment of sepsis procedure

Similarity of a
symptom treatment
of sepsis

Similarity in
treatment of sepsis

Similarity in
treatment of RDS

Similarity of

Similarity of Similarity of
antibiotics anti-mycotic
use agents use

Similarity of mechanical
ventilation mode

Similarity of hemostatic
agents use

Similarity of Similarity of

catecholamin use

corticosteroid use

16 concepts
and

18 connections

Any concept
represents
different aspect
of similarity
between medical
plans



UNDERSTANDING DOMAIN
KNOWLEDGE

CONCEPT APPROXIMATION
USING ROUGH MEREOLOGY



HARD SAMPLES




SUNSPOT CLASSIFICATION

solar image

Son Nguyen et al



AliClass

A-H-B-C-D-EF

A-H-B-C-DEF

// D-EF

AHEC-DEF

/\

s
Group AHBC? | Group DEF? | LenOfGroup

l

Input Attributes

Figure 6. The concept hierarchy for sunspot classification problem




1
0.4
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

1]

aHBC-DEF & -H-B.C-DEF A-H-B.C-0-EF Al Classes All

Figure 7. Left: the classification accuracy of standard and layvered method for some concepts in the ontology
presented in Fig. 6. Right: the classification accuracy of standard and layered method for particular decision
classes.




ALICE Il PROJECT




ALICE Il LINE-CRAWLING
ROBOT




REINFORCEMENT LEARNING

d(x) =1< behavior x is accepted by the system

- episode

Fact .
»| Value Function

9

Approximation ) l O(s,.ac)
Space :

Policy

DT = (U,,. 4.d) S T lac
i ac,i

.

Environment




REINFORCEMENT LEARNING

B —lower approximation of D={xeU :d(x) =1}

v. =v(B,.(X._),B.(D))
all B —indiscernible situations with x,_; with action ac = ac,_,

Fact —%anvi; Wac,t Z%Zn:Fact—l
Q(s.ac) = Y[R, ~Q(s..1.0)]
i=1 YVac t—i P

LAe sumi o rewaras fior ac In the epIseee endinarat t=1



REINFORCEMENT LEARNING

¢ REINFORCEMENT LEARNING =
learning of complex concept making It
poessible te estimate the degree of

Q(st.ac)
9 Demain knewledge: explanations of

aigumenits; fer and agaipst: pererming a
given actieniinra given situation



UNDERSTANDING THE ORGANIZATION
AND PRINCIPLES OF HIGHER BRAIN
FUNCTIONS: HIERARCHICAL LEARNING

¢ Organization of cortex — for instance visual cortex
—|S strongly. hierarchical.

¢ Hierarchicall learning systems show: SUPErIol
pPerfermance In several engineering applications.

& [hIs s Jjust one of several poessible connections,
StiliFter be characterized, etween learning theory
and the uvltmate preplem N natural sclIence — the
erganizatien and ther prRciples; eif Igher brain
flipletie)gls:



ONTOLOGY LEARNING

¢ Strategies for leamingl a relevani
ontelegy fer selving preklems firem
a given (small)r class oiff preklems



NEW GRANULES

WISDOM GRANULES



Wistech wisdom =
knowledge sources network
+ adaptive judgment
+ interactive processes

knowledge =
information +

information relationships
+ inference rules

Knowledge
Management
Technology

Information

Technol information =
echnology

data +
interpretation

Database
Technology

>
T
O
<
o
w
T
%)
-
=
1T
-l
:
-
o
=
T
i

THREE COMPLEXITY LEVELS OF THE SOLUTION PROELEM SUPPORT




WISDOM = RIGHTLY JUDGING

» WISDOM - Inference engine
Interacting with real-life envirenment
which Is able to identify Important
preblems, find for them satistiactory
seluiens having iR mind real-life
constraints, availlakle ' knewledge
SEUIrCES;, and persenall experience



WISDOM EQUATION

wisdom =
knowledge sources network +
adaptive judgement +

interactive processes

RGC




The main objective of

Wistech

IS to automate support for the process
leading to wise actions.

These activities cover all areas of man’s activities,

from the economy, through medicine, education,
research, development etc.

In this context, one can clearly see how large a role
INn the future may be played by advancing Wistech.



WISTECH:
RGC for APPROXIMATE REASONING
in MAS

¢

LLearning ontology
Knowledge representation Issues

Selection knowledge relevant for problem| solving frem knowledge
networks

Approximation ofi concepts representinglintentions; desires, beliefs; social
pattens;...

Reasoening about changes
Negetiation, confiict resolution
RPlanning

Coeperation

Adaptation

IRtEeraction

AUtenemy computing

L R 2

\

AR K JBR JEK 2R R R 4



ONTOLOGY APPROXIMATION
IN
DISTRUBUTED
ENVIRONMENTS:
TOWARD PERCEPTION LOGIC



PERCEPTION LOGIC

family of approximation spaces for
a local ontology of concepts

¢ A system of LOCAL LOGICS
Interacting By, Using constrained
SUMS PEriermed! on appreximation

SPACES for achieving the geals.
. | T

approximation spaces relevant for
 discovery of interesting patterns and dependencies
« granulation of patterns to new concepts




PERCEPTION LOGIC

¢ Perception Logic: a system of local logics
Interacting and evelving In time based on
calcull of approximation; spaces

¢ Local Logics + Interactions + reasoning about
changes

¢ LLocal Legjes:
— OVver ontelogy of concepts

— ontology. Is approximated inra hierarchical way.
startingl frem SEnsery concepts

¢ Interactions modelled by constirained sums:

— NEW approximation Spaces, NEW Concepts and
dependencies; new lecal legics

— EvolUbtionany: strategIEs ol dISCOVERY ol EIEVani
Interaction andilocallogicsi(IVASE NEGOLIAtIONS,
conilict reseluition; coalition iormatiens::.)

9 I6EIS oK reasening akeuii sUCArsystems



Developing Wistech under a

Wistech Network (WN)

co-operating with one another In
accordance with open principles
based on Open Innovation Principles

H. W. Chesbrough, Open Innovation: The New
Imperative for Creating and Profiting from Technology,
Harvard Business School Publishing, Cambridge MA,
2003.



Phase/
Product

Summary

Spider

Conceptual
Clustering

Wisdom
Extraction

Wisdom Assistant

Document
Manager

Document
Summary

Document Spider

Document
Conceptual
Clustering

Document
Wisdom
Extraction

Document Wisdom
Assistant

Job Market

Job Market
Summary

Job Market Spider

Job Market
Conceptual
Clustering

Job Market
Wisdom
Extraction

Job Market Wisdom
Assistant

Brand
Monitoring

Brand Monitoring
Summary

Brand Monitoring
Spider

Brand Monitoring
Conceptual
Clustering

Brand Monitoring
Wisdom
Extraction

Brand Monitoring
Wisdom Assistant

World
Communicati
on

World
Communication
Summary

World
Communication
Spider

World
Communication
Conceptual
Clustering

World
Communication
Wisdom
Extraction

World
Communication
Wisdom Assistant

World Forex

World Forex
Summary

World Forex Spider

World Forex
Conceptual
Clustering

World Forex
Wisdom
Extraction

World Forex
Wisdom Assistant

World Stock
Market

World Stock
Market Summary

World Stock Market
Spider

World Stock Market
Conceptual
Clustering

World Stock
Market Wisdom
Extraction

World Stock Market
Wisdom Assistant

World
Tourist

World Tourist
Summary

World Tourist
Spider

World Tourist
Conceptual
Clustering

World Tourist
Wisdom
Extraction

World Tourist
Wisdom Assistant

Physician

Physician
Summary

Physician Spider

Physician
Conceptual
Clustering

Physician
Wisdom
Extraction

Physician Wisdom
Assistant

Lawyer

Lawyer Summary

Lawvyer Spider

Lawyer Conceptual
Clustering

Lawyer Wisdom
Extraction

Lawyer Wisdom
Assistant




SUMMARY

¢ The approach covers the approximation of
vague concepts and dependencies specified In
a given ontelogy.

¢ Our entelegy. Is presented! In the framework
off Infermation granule: calcull.

¢ Ihe outlined methoeds fer hierarchical
constrlctIon off patterns, classifiers and
Vague cependency, approximation create the
9aSIC Stepr N eU Project almingl at develeoping
appreximate reasening metheds: in
distriputed systems.



SUMMARY:
TOWARD APPROXIMATE REASONING
IN
MAS AND CAS

¢ STRATEGIES FOR GENERATION AND ANALYSIS
OF GRANULES ON DIFFERENT LEVELS OF
HIERARCHY

¢ DATA GRANULES

¢ INFORMATION GRANULES
» KNOWLEDGE GRANULES

& \WISDOM GRANULES

& METAGRANULES FEOR APPROXIMATE
REASONING ABOUT GRANULES

...



The following comment from
G.W. Leibniz
on the idea to automate the
processing of concepts representing
thoughts should also not surprise us:

No one else, | believe, has noticed
this, because If they had ... they would
have dropped everything in order to
deal with it; because there is nothing
greater that man could do.
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CALCULI OF APPROXIMATION SPACES
IN DYNAMICAL SYSTEM MODELLING

TThe approximation spaces are allocated in different
agents and they are used to approximate concepts,
discover new concepts and the dependencies between
Concepts.

TThe agents or thelr teams can interact what helps
them to construct new appreximation Spaces; more
relevant fer tnderstanding ol thelrr envireRments
(e.qg., te better approximate CONcePLs or Lo diSCoVEN
NEeW: cencepts) and te) Select mere relevant actions te
achieve: agenit geals.

e interactions are realized by, constrained sums:

e dy/namics eff SUCh & Sy/Stem| IS hased onl learming
PYAIRAIVIAURINaEERTS ane agEeER tESIMS REW CONCEPLS
aned GEPENEERNCIES thal are next Usedi e pesforming
UFEREr 2CLIeRNS) BY/ aGENLS) GF tRENr teams.



CALCULI OF APPROXIMATION SPACES
IN DYNAMICAL SYSTEM MODELLING

¢ A system of evolving lecal theories of
agents belonging to the system.

¢ [lese theorles, are changing In time as
the result of Interactions between

agents.

¢ e agenis) are learing ter select the
relevant, fior thellr geals, BeRavier en
the PAsIS Off Properties off Clianges In
thelF theeresrandin iniermaticn aleui:
satishiapility, el concepLsHn thelr
UREGHIES:
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