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a b s t r a c t

User modeling is aimed at capturing the users’ interests in a working domain, which forms
the basis of providing personalized information services. In this paper, we present an ontol-
ogy based user model, called user ontology, for providing personalized information service
in the Semantic Web. Different from the existing approaches that only use concepts and
taxonomic relations for user modeling, the proposed user ontology model utilizes concepts,
taxonomic relations, and non-taxonomic relations in a given domain ontology to capture
the users’ interests. As a customized view of the domain ontology, a user ontology provides
a richer and more precise representation of the user’s interests in the target domain. Spe-
cifically, we present a set of statistical methods to learn a user ontology from a given
domain ontology and a spreading activation procedure for inferencing in the user ontology.
The proposed user ontology model with the spreading activation based inferencing proce-
dure has been incorporated into a semantic search engine, called OntoSearch, to provide
personalized document retrieval services. The experimental results, based on the ACM dig-
ital library and the Google Directory, support the efficacy of the user ontology approach to
providing personalized information services.

� 2009 Elsevier Inc. All rights reserved.

1. Introduction

Domain ontologies serve as a backbone of the Semantic Web [6] by providing vocabularies and formal conceptualization
of a given domain [15] to facilitate information sharing and exchange. In view that domain ontology can capture useful
knowledge of a domain and the information resources, there have been many systems which utilize domain ontology in
information retrieval. For example, OntoSeek [16] makes use of the concepts in the ontologies in formulating queries so
as to improve the precision of the documents retrieved. Guha et al. [17] improve the quality of information retrieved by aug-
menting the search results with related concepts in the ontology. Hyvnen et al. [21] build a semantic portal for the Finnish
museums, where a user can browse the collections with the help of the relations in the domain ontology. In addition, domain
ontologies have been used in many other related applications, including video retrieval [12,45], image retrieval [13,44],
information extraction [47], and knowledge management [27].

Despite the many applications of domain ontology in information retrieval, relatively few of them [8,32,34,43] are con-
cerned with providing personalized services. Following the use of domain ontology, an obvious advantage of using ontology
based models for user modeling is the support of a richer structure as well as more precise definitions of semantics. Among
the prior work, Vallet et al. [43] utilize an ontology based user model with contextual information to provide personalized
multimedia content access. Middleton et al. [32] exploit an ontological approach to modeling users for recommending
online academic research papers. Using a similar approach, Pretschner and Gauch [34] build ontological user profiles for
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information re-ranking and filtering. It is important to note that all of the prior work adopt a shallow approach to exploiting
semantic information in the domain ontology. Specifically, they only consider the importance of concepts but not that of
relations in capturing the user’s interests.

A semantically rich user model and an efficient way of processing semantics are the keys to providing personalized ser-
vices [11,14,31]. In view of the existing limitations, we develop an ontology based user model, called user ontology, which has
the same level of semantics as a domain ontology. Specifically, the notion of user ontology signifies that the semantic relations
as used in the domain ontology can also be used for user modelling. A user ontology is a specialization of domain ontology by
assigning each concept and relation of the domain ontology with a specific value for indicating a user’s interests. It is a per-
sonalized view of the domain conceptualization and is more comprehensive than the existing types of user models in rep-
resenting a user’s interests in a particular domain.

We develop a set of statistical methods for learning individual user ontologies from an existing domain ontology and
adopt a spreading activation theory (SAT) [3] based procedure for inferencing in the user ontology. The proposed user ontol-
ogy model and the spreading activation based inferencing procedure have been incorporated into a semantic search engine
called OntoSearch [23] which originally utilizes domain ontology with keywords for document retrieval. It is a seamless
extension of the OntoSearch system with the added advantages of using user ontology. We evaluate the performance of
the user ontology model using two real-world document sets, namely the ACM digital library1 and the Google Directory.2

The experimental results support the efficacy of the proposed user ontology model and the validity of learning and exploiting
user ontology.

The rest of the paper is organized as follows: Section 2 discusses the related works. Section 3 provides a formulation of the
user ontology model. Section 4 describes how the spreading activation procedure can be used for inferencing in user ontol-
ogy. The methods for user ontology learning are discussed in Section 5. An application of user ontology with the spreading
activation procedure is provided in Section 6. The experimental results are presented in Section 7. The final section concludes
and highlights future work.

2. Related works

A major challenge of providing personalized information services is to capture a user’s interests in the working domain.
Traditional methods, e.g., [42], rely on keywords to model user’s interests and information requirements. However, due to
the vagueness of keywords, the resultant user profiles cannot represent a user’s interests of the target domain accurately,
resulting in poor performance. In view that an ontology can support a richer semantics and offer a clear conceptual definition
of the resources, people have began to develop ontology based user models to tackle this problem.

Pretschner and Gauch [34] are the pioneers to make use of ontology for modeling users and for providing personalized
document access. Initially, a domain ontology is employed to organize documents, such that each document is classified
as a particular concept in the domain ontology. Then, by analyzing a user’s surfing history, they obtain the user’s interest
in each concept and record them as the user model. Finally, personalized document accesses are performed by referring
to the stored user’s interest factor for each concept in the user model. As the user model is structured hierarchically, it is
deemed as an ontological user profile. Unfortunately, it is not known whether the other components of the ontology, such
as the semantics of the relations and the structure of the ontology, could be used. Also, this user modeling method does not
consider the change in the user’s interests [28]. The user profile would thus be inaccurate and result in significant degrada-
tion in the system’s performance over time. A similar ontological model is proposed by Vallet et al. [43] for personalized mul-
timedia content access.

Middleton et al. [32] also present an ontology based user model for information recommendation. The user profile is built
based on the user’s browsing history, similar to [34]. Furthermore, a distance based inference method is performed when
capturing the user’s interests. When a user selects a low level concept in the concept hierarchy, it hypothesizes that the user
may also be interested in a high level concept. A value is subsequently assigned to the high level concept to indicate the
user’s degree of interest. Finally, relevant academic papers are recommended based on the user’s interest factor for each con-
cept recorded in the user model. A major problem of this work is that the inference method is rather simple as it only con-
siders the distance between two concepts during inferencing. Such an approach may be suitable for processing ontologies
with taxonomic relations only [32]. But it has shown to be inefficient in handling complex ontologies in our prior experi-
ments [23]. More importantly, it cannot utilize the semantics of the relations to capture a user’s interests. A simpler version
of this user model is adopted by Chirita et al. [8] with large taxonomies, such as the ODP taxonomy, to perform personalized
document retrieval.

In summary, while many have developed ontology based user models for providing personalized services, most existing
models only consider the importance of the concepts in capturing a user’s interests. Although some models [8,32,43] have
utilized semantic relations for user modeling, these relations are merely used to indicate that certain concepts are connected,
and the semantics of the relations are not considered. To build more precise user profiles, it is critical to explore effective
ways of combining semantic relations with concepts for representing a user’s interests.

1 http://portal.acm.org/dl.cfm.
2 http://www.google.com/dirhp.
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3. User ontology model

A user model represents a user’s interests in a particular subject domain, which forms the basis of providing personalized
services. Building upon domain ontology as used in the Semantic Web, we propose that a user model for the Semantic Web
could also be a type of ontology based model that captures all the semantics of individual users’ interests in the domain
ontology. It should be part of and can be extracted from the domain ontology. We call this model user ontology.

Formally, a user ontology model can be defined as a structure

H ¼ ðC;R;r; hc; hrÞ

consisting of

� two disjoint sets C and R, whose elements cx and rxy are the concepts and semantic relations in the domain ontology,
respectively,

� a function r : C� C! R, which associates a pair of concepts with a particular semantic relation,
� a function hc : C! ½0;þ1Þ and a function hr : R! ½0;1� which assign weights to concepts and relations in the domain

ontology respectively.

An example to illustrate the relationship between the user ontology and the domain ontology is given as follows. Consider
the sample domain ontology given in Fig. 1 that represents a partial conceptualization of the Italian soccer teams. We see
that ‘‘AC Milan” and ‘‘Inter Milan” are Italian soccer teams in different leagues. But this domain ontology may be too general
for individual’s interests. For example, I am a big fan of the AC Milan team. Therefore, the concept ‘‘AC Milan” is more impor-
tant to me than the concept ‘‘Inter Milan”. Meanwhile, joining Champion League is more significant, in my opinion, than join-
ing the Serie A League. The existing user modeling methods [8,32,34,43], however, only consider the importance of the
concepts in capturing a user’s interests. A user ontology, on the other hand, can capture all the necessary semantics in
the domain ontology for user modeling. Specifically, each concept and relation in the domain ontology will be given a certain
value for indicating user’s interests. It is a personalized view of the conceptualization and is more comprehensive than the
existing types of user models in representing a user’s interests. The illustration of the user ontology is given in Fig. 2.

IS-A

IS
-A

Join

IS-A

Team

AC Milan

League

Champion 
League 

Serie 
A

IS
-A

Join

Join

Inter 
Milan 

Fig. 1. A partial domain ontology for the Italian soccer teams.
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Fig. 2. An illustration of the user ontology.
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For the purpose of implementation, we use a vector v ¼ ½v1; . . . ;vn�, in which each element vx stores a user’s long term
interest in the concept cx, and a matrix M ¼ ½mxy�, in which each element mxy records the user’s long term interest in the rela-
tion rxy and

P
ymxy ¼ 1, to represent the functions hc and hr respectively.

4. Spreading activation theory

In the field of cognitive science, a popular representation for storing knowledge in long term memory is semantic net-
works [1]. In a semantic network, concepts are represented as nodes, which are linked through relations. Information pro-
cessing in the semantic network typically follows the spreading activation theory, in which the activation value of each and
every node spreads to its neighbouring nodes. Given a set of initial inputs to specific nodes of the network, after the spread-
ing activation process, each and every concept in the network will be activated with certain values depending on its relations
to the neighbouring nodes. As spreading activation theory has been proven to be efficient for inferencing in semantic net-
works, which are structurally similar to the user ontology, it is adopted as a natural choice of inferencing in the user
ontology.

An illustration of the spreading activation procedure in a user ontology is given below. Referring to Fig. 3, the node
‘‘Team” is initially activated with an activation value of 1.0. Its activation then propagates across the entire semantic network
following the spreading activation procedure. When the network stabilizes, all the nodes will be activated with certain acti-
vation values such as those shown in Fig. 4. Note that the activation value of each node does not depend solely on its distance
from the initial node. For instance, the concept ‘‘Serie A” obtains a higher activation value than that of ‘‘Inter Milan” following
the network configuration, which means ‘‘Serie A” is considered as more related to ‘‘Team”.

The mechanism of the spreading activation theory is hereby defined formally below. Given a source node x and a desti-
nation node y, the activation propagation process follows the formula:

Iyðtiþ1Þ ¼ OxðtiÞ �mxy � ð1� aÞ; a 2 ½0;1�; ð1Þ

where Iyðtiþ1Þ is the input of node y at time tiþ1;OxðtiÞ is the output of node x at time ti;mxy is the weight of the link
between nodes x and y, and a is a decay factor to represent the energy loss in the spreading activation process. In a simplified
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Fig. 3. Initial stage of the spreading activation process.
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spreading activation theory, the output of the node y at time ti is the input of the node y at time ti, OyðtiÞ ¼ IyðtiÞ. Thus, the
entire spreading activation process on the user ontology can be summarized into the following formula:

O ¼ ½E� ð1� aÞMT ��1I; ð2Þ
where I ¼ ½I1; . . . ; In�T is the input to the network, M is the matrix representation of the user ontology whose element mxy is
the weight of the relation between concepts cx and cy;a is the decay factor, E is an n� n identity matrix of order n, and
O ¼ ½O1; . . . ;On�T is the final output vector of the spreading activation process, in which Ox is the activation value of concept
cx obtained from the spreading activation process.

In this paper, the spreading activation procedure is used to obtain the user’s current interests in the concepts. The results
have to be combined with the user’s long term interests for providing personalized services.

5. User ontology learning

After introducing the user ontology model and the associated inference algorithm, we now present a set of learning meth-
ods for assigning weights to concepts and relations in a user ontology according to a user’s interests and requirements.

5.1. Learning concepts of interest

Estimating the interest factor of a user to a concept cx is relatively straightforward. For each concept cx in the user ontol-
ogy, the degree of interest vx is computed using an iterative formula as follows:

vxðtiþ1Þ ¼ vxðtiÞ � d�b þ Ox; ð3Þ

where vxðtiÞ represents the user’s long term interest in concept cx at time ti, and Ox represents the user’s current interest in
concept cx. The decay function d�b is used to prevent saturation of the interest factor cx, where d represents the time interval
between time tiþ1 and ti, and b 2 ½0;1� is a real-value constant. This decay function is chosen over those used in the existing
user models [32] for its correctness demonstrated in numerous experiments of human memory [2,4], which is structurally
similar to our user ontology model.

5.2. Learning relations of interest

Learning relations of interest to a user is similar to learning concepts of interest by assigning interest factors to the rela-
tions in a user ontology. The assignment applies to both taxonomic as well as non-taxonomic relations. Initially, an estimated
prior value m�xy is assigned to each element of the matrix M. Then, a typical Bayesian solution [22] is used to compute a
weighted average of the prior value and the empirical value iteratively for mxy by:

mxyðtiþ1Þ ¼
a�mxyðtiÞ þ freqðrxyÞ

aþ
P

yfreqðrxyÞ
; ð4Þ

where mxyðtiÞ is mxy’s value at time ti, freqðrxyÞ is the frequency of the relation rxy appearing in the information resources
which the user is interested in, and a 2 ½0;þ1Þ is a constant to normalize the empirical value and the prior value. A small
a implies that the user’s long term interest in the relations is dominated by the recent observations. This solution is also con-
sistent with the fan effect, an important property of the spreading activation procedure, that the activation value propagating
from node x to node y decreases as the number of relations associated to node x increases [4].

5.3. An illustration

A sample scenario for user ontology learning is given as follows. Suppose Jason is a fan of AC Milan and he wishes to find
some web pages that introduce AC Milan’s new season in the European league and the Serie A league. Given two web pages
selected by Jason, say one is annotated with three concepts ‘‘AC Milan”, ‘‘European League”, and ‘‘Serie A” and two relations
‘‘AC Milan join European League” and ‘‘AC Milan join Serie A”, and the other is annotated with two concepts ‘‘AC Milan” and
‘‘European League” and one relation ‘‘AC Milan join European League”, we may parse the two selected web pages to get the
related concept and relation information. Suppose the current interest in concept ‘‘AC Milan”, O1, is 0.6. The frequency of the
relation3 ‘‘AC Milan join European League” is 2 and that of the relation ‘‘AC Milan join Serie A” is 1. We may use such informa-
tion to update the user ontology. Assuming that Jason’s degree of interest on the concept ‘‘AC Milan”, the relation ‘‘AC Milan join
European League”, and the relation ‘‘AC Milan join Serie A” at time ti are as follows: v1ðtiÞ ¼ 0:5;m12ðtiÞ ¼ 0:5, and m13ðtiÞ ¼ 0:5.

According to Eq. (3), v1 will be updated by

v1ðtiþ1Þ ¼ v1ðtiÞ � d�b þ O1 ¼ 0:5� 0:5þ 0:6 ¼ 0:85;

where d�b ¼ 0:5 is the decay value to reflect the change of Jason’s long term interests during ti and tiþ1.

3 In our experiments, the frequency of a relation rxy for relation learning, freqðrxyÞ, is computed by freqðrxyÞ ¼
P

dj
freqðrxy ; djÞ, where dj is a web page selected

by the user and freqðrxy ; djÞ is the frequency of the relation rxy in dj .
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According to Eq. (4), m12 and m13 are computed by

m12ðtiþ1Þ ¼
a�m12ðtiÞ þ freqðr12Þ

aþ
P

yfreqðr1yÞ
¼ 0:1� 0:5þ 2

0:1þ 3
¼ 0:66;

m13ðtiþ1Þ ¼
a�m13ðtiÞ þ freqðr13Þ

aþ
P

yfreqðr1yÞ
¼ 0:1� 0:5þ 1

0:1þ 3
¼ 0:34;

where a ¼ 0:1 is the normalization parameter value.
After the update, we obtain the user’s degree of interest in the concepts and the relations at time tiþ1, given by

v1ðtiþ1Þ ¼ 0:85;m12ðtiþ1Þ ¼ 0:66 and m13ðtiþ1Þ ¼ 0:34. Compared with the user profile at time ti, the new profile at time
tiþ1 indicates that Jason prefers the relation ‘‘AC Milan join European League” to the relation ‘‘AC Milan join Serie A”. Docu-
ments annotated with the former relation can thus be recommended with a higher probability.

6. OntoSearch: a full-text search engine

User ontology can be used in many ways to support Semantic Web applications, including document re-ranking, infor-
mation filtering, and query expansion. Document re-ranking involves the re-ordering of items returned by a search engine
by moving items deemed as more relevant to a user towards the top of the list. Information filtering removes irrelevant items
by referring to the user profile and delivers the relevant ones to the user. Query expansion adds related concepts to expand
the user’s original query for the purpose of improving the precision of the information retrieved. Here, we introduce a search
engine called OntoSearch [23] that exploits user ontology model for document re-ranking.

6.1. Motivation

A key problem of providing information services in the Semantic Web is how to efficiently use these available ontologies
to find the information required by individual users. To tackle this problem, many prior systems have adopted a simple solu-
tion which requires the users to include some forms of semantics explicitly in their queries [16,30,39]. For example, a user of
OntoSeek [16] would need to identify the corresponding concepts of his/her query terms from the domain ontology. If he/she
wants to search for information related to jaguar cars, he/she has to specify the concept ‘‘car” in the query so that the system
can refer to this concept for filtering irrelevant documents.

Compared with the traditional keyword based methods, the explicit semantics in the query certainly improves the sys-
tem’s performance. However, this approach is rather unfriendly for typical users, since it is usually not straightforward to
identify the matching concepts and relations of a query from the domain ontology. Although sophisticated interfaces
[29,26] have been developed to help users select concepts and relations from the domain ontology, they ultimately do
not relieve users from the burden.

In view of this problem, solutions [9,25,10,17,41] have been developed to extract related concepts directly from a submit-
ted query. For example, the concepts Team and Washington Wizards are extracted from the query ‘‘tell me about team Wiz-
ards” for retrieving audio data about NBA team Washington Wizards [25]. However, this approach requires a robust natural
language processing (NLP) tool to process the queries and a large thesaurus to map the extracted terms with the correspond-
ing semantics in the ontology. In the above example, if the thesaurus or the domain ontology does not specify that ‘‘Wash-
ington Wizards” is the same as ‘‘Washington Bullets”, the corresponding concept Washington Wizards could not be extracted
from the query ‘‘tell me about team Bullets”. In other words, the user’s queries still affect the system’s performance greatly.
In this paper, the OntoSearch system is developed for relieving the users from specifying the semantics explicitly in the que-
ries with a different approach.

6.2. Approach and assumption

The general principle of the OntoSearch system is to utilize the unique property of the documents on the Semantic Web,
i.e., their annotations with ontological information, for inferring the semantics related to the queries submitted. Similar to
traditional keywords based search engines, OntoSearch first makes use of keyword based queries to retrieve an initial set of
documents. As each document retrieved has been annotated with specific semantics, by processing the associated semantics
of the documents, OntoSearch derives the relevant semantics of the query submitted and uses it for document re-ranking.
Specifically, the relevances of the concepts are determined implicitly in OntoSearch through a spreading activation inference
in the domain ontology and further used to yield an enhanced search performance. Compared with applications that directly
extract concepts from the queries, such an approach is more robust as it does not depend on thesauri or NLP tools for concept
extraction, enabling users to form queries freely. A similar approach has been used to infer the most relevant concept upon a
user’s query in [38].

6.3. System flow

The procedure of the OntoSearch system for handling search queries is highlighted in Fig. 5. Similar to using a traditional
search engine, a user submits queries consisting of keywords to the system, wherein the corresponding semantic annotation
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is not required. OntoSearch then returns an initial list of documents L obtained with a keyword based search method. Note
that the choice of the specific keyword based search method does not greatly affect the final performance of the OntoSearch
system. We have experimented with the vector space model [5] and the pagerank algorithm [33] for document retrieval.
They both obtained satisfactory performance.

As the documents are pre-annotated with the ontological information, we can obtain a set of the associated concepts
based on the documents in L. Using these concepts as the seeds to our user ontology, the spreading activation theory [3] pro-
cess infers the concepts that are semantically related to the initial concept set. Then, the conceptual relevance scores, in
terms of the concept activations in the user ontology, are combined with the user’s long term interests to re-rank the doc-
uments before presentation to the user. The relevant documents are subsequently used to update the user ontology. The de-
tailed algorithms are presented in the following sections.

6.4. Ontological indexing

We use the classical vector space model to index documents stored in the system. Specifically, a document j is repre-
sented by a vector

dj
!
¼ ðwk

1;j;w
k
2;j; . . . ;wk

m;j;w
c
1;j;w

c
2;j; . . . ;wc

n;jÞ; ð5Þ

where m is the number of index keywords in the system, n is the number of index concepts, wk
i;j represents the weight of the

keyword ki in document j, and wc
i;j represents the concept ci’s weight in document j.

For each keyword ki, its weight wk
i;j is calculated using the traditional tf=idf measure [36]

wk
i;j ¼ freqðki;jÞ � log

N
ni
;

where freqðki;jÞ represents the frequency of the keyword ki in document j;N is the number of documents in the system, and ni

is the number of documents in which keyword ki appears.
For each concept ci, we use a simple method to determine its weight wc

i;j. If the concept ci is specified in the document j, its
weight wc

i;j is 1, else its weight is 0. This approach is different from that of pagerank-like algorithms in handling conceptual
information [18].

6.5. Inferencing in user ontology

In our system, after a query is submitted, a list of documents is retrieved from the database using the keyword based
search method. As documents are pre-annotated with the ontological information, we can obtain a set of the associated con-
cepts besides the documents retrieved. The spreading activation theory is then used to infer the concepts of relevance to the
user’s query from the associated concept set.

Given the associated concepts together with their frequencies obtained, we form a vector

Iq ¼ ½I1;q; I2;q; . . . ; In;q�T

as the input to the spreading activation process. Specifically, the input to the concept ci for a query q is calculated by

Ii;q ¼
freqðciÞP
ci

freqðciÞ
; ð6Þ

where freqðciÞ represents the frequency of the concept ci in the initial list.
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Fig. 5. The procedure of the OntoSearch system for enhanced document retrieval.
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Upon receiving the input Iq, the spreading activation procedure is first performed on the matrix M to infer the concepts’
current relevance to the user’s query q by

Oq ¼ ½E� ð1� aÞMT ��1Iq:

Then, for each concept ci, the current relevance score Oi;q is combined with the user’s long term interest v i to derive a final
score Si;u. This final score, representing a balance between the user’s long time interest and the current relevance to the con-
cepts, is used to re-rank the documents. In our application, the final score Si;u for concept ci is computed by

Si;u ¼ Oi;q þ v i � d�b; ð7Þ

where d represents the time interval since the last query, b 2 ½0;1� is a real-valued constant, and d�b simulates the decay
function occurred in the long term memory [4].

6.6. Similarity measures

Two similarity measures, namely the cosine measure and the position based measure, are used to re-rank documents in
the initial list. Those documents deemed as more relevant are moved towards the top of the final list for presentation to the
user.

6.6.1. Cosine measure
Similar to the way documents are indexed in OntoSearch, we can represent a query q by a vector

q!¼ ðwk
1;q;w

k
2;q; . . . ;wk

m;q; s1;q; s2;q; . . . ; sn;qÞ; ð8Þ

where si;q (the normalized value of Si;u) represents the relevance of the concept ci, and wk
i;q represents the keyword ki’s rel-

evance to the query q. In OntoSearch, the value of wk
i;q is calculated by

wk
i;q ¼

freqðki;qÞP
kj2qfreqðkj;qÞ

; ð9Þ

where freqðki;qÞ represents the frequency of keyword ki in the query q.
Now, given the document vector dj

!
and the query vector q!, the similarity measure of a document j to the query q is com-

puted as:

simðj; qÞ ¼ dj
!
� q!

jdj
!
j � j q!j

: ð10Þ

This formula is a classical measure used in the vector space model. Although several variants are available, we adopt this
version in OntoSearch as it outperforms the others in our prior experiments. Documents holding a higher cosine value
are then moved towards the top of the final list and returned to the user.

6.6.2. Position based measure
For documents annotated with just one concept, we can use a simple but fast measure for re-ranking. Specifically, we

compute a balance value B for the document j by

Bj ¼ b� Fj þ ð1� bÞ � Tj; ð11Þ

where Fj is the rank of the document j in the initial list L; Tj represents the rank of the document j’s associated concept among
the elements of Su

!
, and b 2 ½0;1� is a constant. This similarity measure is based on a simple hypothesis that documents hold-

ing a higher ranking in L and annotated with the more activated concepts would be more relevant to the submitted query q.
Documents with smaller Bj values are then moved towards the top of the final list for presentation to the user.

After browsing the final list, the user may specify those relevant documents, which can be used to update the concepts
and relations of interest in the user ontology.

7. Experiments

Two real-world document collections are used in our experiments, namely the ACM digital library and the Google Direc-
tory. The details are given in the following sections.

7.1. Searching ACM digital library

7.1.1. The data set and domain ontology
The ACM digital library (http://portal.acm.org/dl.cfm) is an online database containing more than 54,000 computer

science related articles from 30 journals and 900 proceedings of the Association for Computing Machinery. Compared with
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ordinary document collections, one key advantage of the ACM digital library is that the publications have been annotated
with terms according to the ACM Computing Classification System (CCS).4 The CCS can be used as a simple domain ontology
which provides a hierarchical structure to describe the various research fields in computer science. Documents indexed
using the CCS terms are similar to web pages annotated with ontologies. An illustration of a document in the data set is given
in Fig. 6. We see that this document contains the keywords, including ‘‘Bayesian network”, ‘‘Markov blanket”, and ‘‘classifier”.
Also, it is annotated with the concept ‘‘G.3 Probability and Statistics”.

As the CCS ontology only contains hierarchical relations, we hypothesize that two concepts are related semantically if
they are used to index the same paper so as to enrich the CCS ontology with more semantic relations. For example, the con-
cept F.2.2 Non-numerical Algorithms and Problems is related to the concept G.2.2 Graph Theory as they are both used to index
the Brinkman’s paper [7] on dimensional reduction. This relation can therefore be added into the CCS ontology and further
used to annotate this paper. Our approach of finding semantic relations between concepts is similar to the one for finding co-
citation information in an author analysis application [19].

To facilitate experimentation, we build a local database to store the documents of the ACM digital library5, wherein each
document is indexed following the approach described in Section 6.4. Note that we have adopted an explicit, non-embedded
annotation scheme to link a given domain ontology to the documents in the system. For each document, we create a separate
file to store the concepts and the relations, and bind it with the original file. Although this method may fail to associate the
semantic markup with the specific components in the document, it is relatively simple and easy to implement [30,39].

7.1.2. Results
A group of ten users is involved in evaluating the user ontology’s ability for providing personalized services.
The profile of each user is initialized as follows. For each concept cx of the user ontology, its value vx equals zero. For each

relation rxy, its initial weight m�xy is given by

m�xy ¼
freqðrxyÞP

yfreqðrxyÞ
; ð12Þ

where freqðrxyÞ represents the frequency of the relation rxy in the data set.
Each user submits two sets of queries to the system, one for training the user ontology and the other for testing. When

training the model, one has to browse the top 30 documents returned and provide feedback on the documents that are rel-
evant. This approach is simple but effective in capturing a user’s interests. In general, we could also use other approaches to
obtain the documents of relevance, for example, by using the surfing behaviors [20,37] or referring to the context environ-
ment [35].

After training, the learnt user ontology is incorporated into OntoSearch, accordingly called OntoSearch_U for distinguish-
ing from the standard OntoSearch system, to provide recommendation for the test queries. For each test query, the corre-
sponding user has to verify the documents returned and identify their relevance. To conduct a formal evaluation, we
further compare OntoSearch_U with three other systems, measuring the performance gain one can obtain with the use of
domain and user ontological information.

The baseline system is the Lucene search engine6, which employs the keyword based vector space model. The second sys-
tem is the standard OntoSearch system that utilizes the domain ontology and keywords for document retrieval. Both systems do
not have any personalization capability.

Content 
URI: http://doi.acm.org/10.1145/

1081870.1081875Bayesian Network,
Markov Blanket, 

Classifier

Is a 

G.3 Probability and 
Statistics

G. Mathematics of 
Computing

SubClassOf

I.1.2 Algorithms IsRelatedTo

Resource

Ontology

Fig. 6. An illustration of a document and its annotations in the ACM digital library data set.

4 http://www.acm.org/about/class/1998
5 We mainly download documents published after 1998, since most of the older papers are not labeled with the CCS ontology.
6 http://lucene.apache.org/.
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Note that OntoSearch_U employs both concepts and relations in the user ontology model. To evaluate the benefit of con-
cepts and relations individually, we conduct experiments on a scaled-down version of OntoSearch_U, called OntoSearch_C,
that uses only concept learning in updating the user ontology models. Comparing the performance of OntoSearch_C and
OntoSearch evaluates the benefit of user modeling with concepts. Benchmarking OntoSearch_U and OntoSearch_C investi-
gates the advantage of using relations to capture the users’ interests.

The performance of the four systems, namely Lucene, OntoSearch, OntoSearch_C and OntoSearch_U, in terms of the aver-
age precision for the top five (Precision@5) and top ten (Precision@10) documents retrieved, is depicted in Figs. 7 and 8
respectively. We can see OntoSearch_U consistently outperforms, or at least produces equivalent performance, compared
with the other three systems in the experiments. Based on the top five documents retrieved, OntoSearch_U outperforms
the other three systems in five out of the ten users. For the case of top ten documents retrieved, it outperforms in six out
of the ten users. The average precision scores of the four systems and their standard deviations are summarized in Table
1. We can observe that OntoSearch_U produces the best results among the four systems, validating our approach of using
user ontology to enhance search performance in the Semantic Web.

Furthermore, to verify whether the performance gain by OntoSearch_U is statistically significant, we perform paired t-
tests on the precision scores over the ten users. The null hypothesis is that the performance of OntoSearch_U is equal to those
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Fig. 7. The average precision of OntoSearch_U compared with Lucene, OntoSearch, and OntoSearch_C based on the top five documents retrieved.
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Fig. 8. The average precision of OntoSearch_U compared with Lucene, OntoSearch, and OntoSearch_C based on the top ten documents retrieved.

Table 1
The average precision and standard deviation of Lucene, OntoSearch, OntoSearch_C and OntoSearch_U on the top five and ten documents retrieved.

Search engine Top five Top ten

Avg Prec. Std Avg Prec. Std

Lucene 0.48 0.23 0.51 0.14
OntoSearch 0.58 0.19 0.53 0.16
OntoSearch_C 0.62 0.23 0.59 0.16
OntoSearch_U 0.74 0.19 0.65 0.16
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of Lucene, OntoSearch, and OntoSearch_C in retrieving documents. The alternative hypothesis is that the performance of
OntoSearch_U is better than those of the other three systems. As indicated by the p-values for the paired t-tests reported
in Table 2, we can see the performance of OntoSearch_U is significantly better than those of the other three systems statis-
tically. In particular, given a Type I Error ðaÞ of 0.05, we can reject the null hypothesis and conclude that OntoSearch_U cer-
tainly outperforms OntoSearch_C in terms of precision scores. It follows that semantic relations are useful in capturing the
users’ interests.

7.2. Searching Google Directory

7.2.1. The data set and domain ontology
The Google Directory (http://www.google.com/dirhp) is a service provided by Google that integrates Google’s search

technology with Open Directory pages (http://www.dmoz.org/) for finding information of high quality on the Web. Similar
to the ACM digital library, web pages indexed in the Google Directory are labelled using the concepts of the Open Directory
Project (ODP) taxonomy.7

The ODP taxonomy is a human constructed and maintained taxonomy that organizes the Open Directory pages into 16
main categories and numerous sub categories. An illustration of the ODP taxonomy’s structure is given in Fig. 9. This diagram
presents a partial structure of the computer category, where the concept Firefox is the lowest category in this structure.

Whereas the CCS ontology only contains taxonomic relations, the ODP taxonomy already encodes many non-taxonomic
relations, for example, the related relation and the symbolic relation. We therefore do not need to use additional methods to
enrich this taxonomy. But a major challenge of using the ODP taxonomy is that it is very large, containing too many concepts
and relations. If we select only the top level concepts, they will be too general to capture a user’s interests [8]. On the other
hand, if we use the whole taxonomy, the inferencing process will be very time consuming. After initial experimentation, we
select concepts from level 1 to level 3 to form the domain ontology. Altogether, there are 5965 concepts, 24,506 taxonomic
relations, and 52,662 non-taxonomic relations used in our experiments.8

As the Google Directory contains many more documents9, we do not store all the web pages into a local database. Instead,
for each query, we extract the relevant documents with their associated concepts from the Google Directory’s result page during
run time. They are then re-ranked by the various search systems and returned to the users.

7.2.2. Results
A group of ten users is involved in evaluating the user ontology. The setting of this experiment is similar to the one used

for the ACM digital library data set. Each user prepares two groups of queries, one for training and the other for testing. When
training a user ontology, the corresponding user would browse the top 20 documents returned by his queries and provide
relevance feedback to the search engine. The selected documents are then used to update the user ontology.

A problem of training user ontology in the Google Directory data set is that each document is only annotated with one
concept. As a result, no explicit links between concepts can be used for relation learning. To solve this problem, we hypoth-
esize that, for those selected relevant documents, if they are labelled with different concepts, relations will be built between
these concepts. For example, when searching information about ‘‘grape wine”, documents annotated with the concepts
‘‘Recreation/Food/Drink” and ‘‘Shopping/Food/Beverage” can both be selected. A semantic relation is thus built for the two
concepts and used subsequently for relation learning.

After training, the learnt user ontology is used to provide recommendation for the test queries. As in the previous exper-
iments, we use four systems, namely Google Directory, OntoSearch, OntoSearch_C, and OntoSearch_U, to make comparisons.

Table 2
The p-values for the paired t-tests on the ACM digital library data set.

Top n OntoSearch_U over Lucene OntoSearch_U over OntoSearch OntoSearch_U over OntoSearch_C

Top five 0.0002 0.0002 0.005
Top ten 0.0001 0.0009 0.005

Level 1: Computers
Level 2: Computers/Software
Level 3: Computers/Software/Internet
…
Level 7: Computers/Software/Internet/Client/WWW/Browsers/Firefox

Fig. 9. An illustration of the ODP taxonomy’s structure, where each level represents a particular category.

7 This taxonomy can be downloaded from http://rdf.dmoz.org/rdf/structure.rdf.u8.gz.
8 For those documents labeled with the low level concepts, we will use the corresponding high level concepts instead.
9 Google Directory has collected over 1.5 million URLs on November 30th, 2008. This latest data is available in http://www.google.com/dirhelp.html.
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The performance of the four systems for the ten users, in terms of the average precision for the top five (Precision@5) and top
ten (Precision@10) documents retrieved, is depicted in Figs. 10 and 11 respectively. We observe that OntoSearch_U is the best
system of all based on both evaluation criteria. Notably, based on the top ten documents retrieved, it outperforms the other
three systems in five out of the ten users and produces equivalent performance to OntoSearch_C for the remaining users. The
average precision scores and the standard deviations of the four systems are given in Table 3. Although the performance dif-
ference is not very significant on the Google Directory data set, OntoSearch_U still produces the best performance, demon-
strating the user ontology model’s efficacy in supporting personalized services.

As in the previous experiments, we conduct paired t-tests on the precision scores over the ten users to verify whether the
performance gain by OntoSearch_U is statistically significant. The null hypothesis is that the performance of OntoSearch_U is
not different from those of the other three systems in document retrieval. The alternative hypothesis is that OntoSearch_U
outperforms the other three systems. The p-values for the paired t-tests are reported in Table 4. Given a Type I Error ðaÞ
of 0.05, we can reject the null hypothesis again and conclude that semantic relations are certainly useful for user modeling.
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Fig. 10. The average precision of OntoSearch_U compared with Google Directory, OntoSearch, and OntoSearch_C based on the top five documents retrieved.
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Fig. 11. The average precision of OntoSearch_U compared with Google Directory, OntoSearch, and OntoSearch_C based on the top ten documents retrieved.

Table 3
The average precision and standard deviation of Google Directory, OntoSearch, OntoSearch_C and OntoSearch_U on the top five and ten documents retrieved.

Search engine Top five Top ten

Avg Prec. Std Avg Prec. Std

Google Directory 0.48 0.09 0.36 0.08
OntoSearch 0.52 0.08 0.46 0.09
OntoSearch_C 0.59 0.07 0.49 0.07
OntoSearch_U 0.62 0.08 0.52 0.08
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7.3. Discussion

7.3.1. Influence of the ontology’s size on the performance
In the previous sections, we have reported the performance of the OntoSearch system with user ontology on two real-

world document sets. Two key observations can be drawn from the experimental results: (1) OntoSearch systems with
the personalization capability (i.e., OntoSearch_U and OntoSearch_C) outperform their counterpart (i.e., Lucene, Google
Directory, and standard OntoSearch) without such a capability; (2) OntoSearch with the full set of concept learning and rela-
tion learning (i.e., OntoSearch_U) outperforms its counterpart with only concept learning (i.e., OntoSearch_C). Such results
support our approach of using user ontology to enhance search performance in the Semantic Web. By recording a user’s de-
gree of interest in both concepts and relations, a more precise user profile is built, which can be used subsequently to im-
prove the system’s performance for document retrieval.

However, we note that the performance gain brought by relation learning differed rather significantly on the two docu-
ment collections. As reported in Table 5, we can see the precision improvements for the ACM digital library are more con-
siderable than those for the Google Directory. This difference would be caused by the limitation of the user ontology model
on large ontologies. Note that a user ontology model is supposed to record the user’s degree of interest in the relations be-
sides the concepts. For small ontologies, such as the CCS ontology used in the ACM digital library, this operation is relatively
easy to perform, as there are fewer relations encoded. But large ontologies normally contain many relations. For example, the
trimmed ODP taxonomy used for the Google Directory data set has a total of 77,168 relations. Given the small number of
training queries, it is difficult to construct a user ontology to record a user’s interests fully on all the relations. Therefore,
the improvement on the Google Directory data set is not as significant in our experiments. To guarantee the effectiveness
of the user ontology model for capturing users’ interests, a longer training time is required for working with large ontologies.

7.3.2. Using customized parameter values for individual users
Additional experiments are conducted to investigate the possibility of improving the user ontology model’s performance

by using customized values for key parameters, such as the decay rate a during inferencing, for individual users. As shown in
Table 6, the average precision of OntoSearch_U on the top ten documents retrieved from the ACM digital library data set does
not differ significantly with the different decay values. However, for individual users (see Fig. 12), some (e.g., user 1 and 7)
obtain better results with a large decay value while others (e.g., user 9 and 10) prefer a small decay value. Such results show
that setting customized parameter values for individual users is a possible approach to improving the user ontology model’s
performance. However, adopting such an approach would also suffer from other problems. For example, the complete ODP
taxonomy contains more than 590,000 concepts and 1,000,000 relations.10 Finding an appropriate decay value for individual
users on this ontology will be extremely time consuming. Consequently, the performance gain obtained may not outweigh
the computational cost of finding appropriate parameter values for every user. This is an issue worthy of future investigation.

Table 4
The p-values for the paired t-tests on the Google Directory data set.

Top n OntoSearch_U over Google Directory OntoSearch_U over OntoSearch OntoSearch_U over OntoSearch_C

Top five 0.0002 0.0016 0.0478
Top ten 0.000002 0.0022 0.0172

Table 5
Analysis of the performance gain brought by relation learning on the ACM digital library data set and the Google Directory data set.

Data set Precision@5 Precision@10

OntoSearch_C OntoSearch_U Ratio OntoSearch_C OntoSearch_U Ratio

ACM digital library 0.62 0.74 19% 0.59 0.65 10%
Google Directory 0.59 0.62 5% 0.49 0.52 6%

Table 6
The average precision and standard deviation of Onto_U on the top ten documents retrieved from the ACM digital library data set with different decay values
for inferencing in the user ontology.

a 0.3 0.5 0.8

Avg Prec. 0.65 0.64 0.63
Std 0.16 0.17 0.21

10 The statistics are based on the snapshot of the ODP taxonomy on 2007-01-25.
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8. Conclusion

This paper has presented a semantic based user model, called user ontology, for supporting personalized applications in
the Semantic Web. Compared with prior work, the user ontology model has a richer structure and more precise definitions of
semantics by utilizing both concepts and semantic relations in the domain ontology for representing a user’s interests. We
present a set of statistical methods for learning user ontology and a spreading activation procedure for inferencing in the
user ontology. It is our goal in the near future to develop an integrated approach that leverages on spreading activation the-
ory for both learning and exploiting user ontology.

The proposed user ontology model has been integrated into a semantic search engine and applied to document retrieval
in the ACM digital library and the Google Directory. Although the initial results are encouraging, we look forward to the
availability of more large scale date sets pre-annotated with associated ontologies, which will enable a more rigorous quan-
titative comparison of our approach with the state-of-the-art methods. Meanwhile, in view that relation learning requires a
longer learning cycle for large ontologies, we shall explore Collaborative filtering [40] method for building user ontology. By
referring to the profiles of the users with similar interests, a relatively precise user ontology can be constructed within a
shorter time. Also, we shall investigate the possibility of incorporating the user information collected during run time, such
as the time spent on a web page [46] and the user’s eye movement during browsing [24], into the user ontology model, since
such information has shown to be useful for capturing a user’s interests.
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